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FOREWORD

The Analytical Chemistry Division of the NBS Institute for Materials

Research, a major national laboratory for analytical chemistry is con-

cerned with improving the accuracy and precision of analytical measure-

ments throughout the Nation, and exercises leadership in solving impor-

tant analytical problems that affect many different segments of the econo-

my as well as the health and safety of our citizens. This laboratory at

present has some 100 technical people who are engaged in the develop-

ment and utilization of more than 60 different analytical techniques rang-

ing from activation analysis to mass spectroscopy and x-ray spectrosco-

py. The NBS Analytical Chemistry Division is charged with conducting

analytical research, preparing and analyzing Standard Reference Materi-

als, and performing service analysis for other divisions within the NBS
and the Federal establishment. One important mechanism for the Analyti-

cal Chemistry Division in exercising its leadership is in the sponsoring of

special conferences and symposia and providing a congenial atmosphere

in which scientists from throughout the world may exchange their views

and ideas in the field of Analytical Chemistry. Experts are invited to par-

ticipate in these conferences and an attempt is made to advise all

scientists of these meetings and to invite them to contribute papers to

these symposia.

The first Materials Research Symposium sponsored by the Institute for

Materials Research was held October 3-7, 1966, shortly after NBS
moved to their new laboratories in Gaithersburg, Maryland. This first

Symposium was also sponsored by the Analytical Chemistry Division

and was concerned with trace characterization of materials. Subsequent

to that Symposium, more specialized conferences sponsored by the

Analytical Chemistry Division have been held on such subjects as quan-

titative electron probe microanalysis, modern trends in activation analy-

sis, and ion-selective electrodes. "Analytical Chemistry: Key to Progress

on National Problems," held in June 1972 was the American Chemical

Society's annual summer symposium sponsored by the ACS Division of

Analytical Chemistry and the journal Analytical Chemistry, and co-spon-

sored by the NBS Analytical Chemistry Division. More recently, several

workshop-type meetings sponsored or co-sponsored by the Division were

held at the Gaithersburg facilities. These include a workshop on oil pollu-

tion monitoring, on aerosol measurements, on secondary ion-mass spec-

trometry and on ozone measurement technology. The proceedings of

most of these conferences and most of the workshops are available from
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the Superintendent of Documents, Government Printing Office,

Washington, D.C. 20402.

This volume is the proceedings of the 7th Materials Research Symposi-

um also organized by the Analytical Chemistry Division. The theme. Ac-

curacy in Trace Analysis: Sampling, Sample Handling, and Analysis, at-

tracted over 400 scientists, representing a broad spectrum of industrial,

governmental, and educational institutions from the United States and

from many foreign countries. The format of the Symposium consisted of

invited plenary speakers, who discussed specific topics in the areas of

sampling, sample handling, data interpretation, analytical methodology,

and a number of contributed papers generally corresponding to these top-

ics.

The large attendance at this Symposium as well as the lively and in-

teresting sessions indicate that trace analytical chemistry is one of the key

disciplines needed by materials scientists, environmentalists, biologists

and engineers to understand and ultimately solve the increasingly com-

plex technological problems now facing the Nation. It is timely that the

Analytical Chemistry Division of the Institute for Materials Research

sponsor such a symposium at this time.

John D. Hoffman, D/r^cfor

Institute for Materials Research
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PREFACE

This volume, the formal report of the proceedings of the 7th Materials

Research Symposium held at the National Bureau of Standards in

Gaithersburg, Maryland, October 7-1 1, 1 974, is comprised of the invited

and contributed papers given at the Symposium. The objective of the

Symposium was to define the present status of accuracy and the means of

obtaining accuracy in trace analytical chemistry.

Over the past several years there has been an explosion in the number

of chemical analyses performed, especially in the areas of environmental

quality, plant and animal tissue analyses, biological fluids, high purity

materials and geological samples. Because the results of these analyses

are used in making important projections and decisions both short- and

long-term, it is essential that they be reliable. The various factors which

contribute to obtaining accurate analytical results were explored in the

Symposium. Particular emphasis was placed on the whole analysis, from

taking the sample through the interpretation of the results, rather than

concentrating on measurement processes only. The Symposium consisted

of four and one-half days of papers. Leading authorities, with broad

knowledge of the problems in the areas discussed, were invited to present

the keynote lectures. Simultaneous sessions consisting of groups of

papers corresponding roughly with the themes of the invited papers were

presented in the afternoons.

It is hoped that this volume will provide much of the necessary

background information and directions for the future to assist in establish-

ing priority goals and a rationale for solving the difficult problems in accu-

racy in trace analysis in the next several years.

Identification of commercial materials and/or equipment by the authors

in these proceedings in no way implies recommendation or endorsement

by the National Bureau of Standards.

An undertaking of the magnitude of this Symposium and of the

proceedings, would not have been possible without the cooperation and

assistance of a large number of dedicated people. The enthusiastic par-

ticipation of the invited speakers, the session chairmen and those who
contributed papers is deeply appreciated. Many members of the staff of

the Analytical Chemistry Division and of the National Bureau of Stan-

dards served on numerous committees and assisted during the Symposi-

um in various capacities.

Special thanks are given to Ronald B. Johnson and Robert F. Martin of

the Institute for Materials Research. They provided all of the fiscal

management of the Symposium and assisted with the other administrative
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matters associated with an operation of this magnitude. Mrs. Sara R. Tor-

rence of the Office of Information Activities, under the direction ofW. E.

Small, deserves a special note of praise for her work in organizing the ac-

commodations, social program, and coordinating the logistical aspects of

the Symposium. Members of the staff of the Office of Technical Publica-

tions, under the direction ofW. R. Tilley, have given invaluable assistance

in the many phases of publishing these proceedings. Special thanks are

due to Rebecca J. Morehouse and Miriam K. Oland of the Computer-

Assisted Printing Section for producing this book using computerized

photocomposition techniques.

Within the Analytical Chemistry Division special thanks are given to

Mrs. Barbara Turner for her untiring effort in correspondence with the

authors, and especially to Mrs. Rosemary Maddock who has provided the

coordination and editorial assistance in the many phases of preparing

these proceedings.

Philip D. LaFleur, Chief

Analytical Chemistry Division
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ABSTRACT

This book is the formal report of the proceedings of the 7th Materials

Research Symposium: Accuracy in Trace Analysis. This volume contains

the invited and contributed papers presented at the Symposium, and

which treat problems of sampling and sample handling as well as the

usually-discussed analytical methodology. Many important techniques

and methods are described, and extensive references are presented, to

give deeper insight into the problems of obtaining accurate results in trace

analytical chemistry. Accordingly, this volume should not only stimulate

greater interest in research in these areas but should provide a valuable

guide for everyday analytical problems.

Keywords: Accuracy; analysis; analytical chemistry; sample handling;

sampling; trace analysis.
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Accuracy in Trace Analysis: Sampling, Sample Handling, and Analysis,

Proceedings of the 7th IMR Symposium,

Held October 7- 11, 1974, Gaithersburg, Md. (Issued August 1976).

THE NEED FOR ACCURACY IN A
REGULATORY AGENCY

Albert C. KolbycJr.

Food and Drug Administration

Bureau ofFoods

Washington, B.C. 20204 U.S.A.

A discussion of the need for accuracy in the food and drug industries is

presented. Problems involved in sampling, sample handling, and methods of

analysis are discussed as well as the establishing of permissible limits of con-

taminants and additives.

Keywords: Accuracy; drugs; foods; regulation; regulatory agency.

At the outset I should make clear my incompetence to talk about

chemistry from the viewpoint of a chemist, since a chemist I am not.

However, I have been asked to share some of my thoughts with you con-

cerning how I view certain needs of a regulatory agency with respect to

analytical chemistry. Usually when we speak of accuracy as such we refer

to a true value in the sense that exactly that amount is present in a given

medium. However, if we go back to the derivation of the word accurate

from the Latin, accuratus, we find it means prepared with care, careful,

exact in the sense of freedom from mistake or error. And I shall speak to

accuracy in the sense of prepared with care and free of mistakes, for that

is how I believe the word accuracy applies to the legal responsibilities of

a regulatory agency involved with the detection, identification, and mea-

surement of particular substances in various media. It also should be

made clear from the outset that I will be biased toward the Food and Drug

Administration and particularly with respect to analyzing food for the

presence of potentially harmful substances.

Perhaps a brief overview of our general responsibilities is in order so

that some of our concerns can be set into perspective. As you know we
deal generally with many problems but two categories become ap-

parent—the presence (or absence) of a substance in food resulting from
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4 Accuracy in Trace Analysis

intentional addition or exposure during processing versus the presence of

a substance in food from accidental contamination of the food from natu-

ral, environmental, or processing sources.

When we are dealing with intentionally present substances, we are

starting with given facts and it then becomes a matter to determine what

the limitations are that pertain to the facts. For example, is the substance

to be added to foods pure? Purity becomes a matter for both scientific and

legal definitions since the legal requirement is that food not be adul-

terated. But what if the substance to be added is not what it seems to be?

What if the additive is adulterated— then obviously the food will become
adulterated and hence illegal if an adulterated additive is added to the

food. Sounds simple, doesn't it? Not quite so. How is the additive

derived? Is it synthesized from intermediate compounds that in turn may
have some contaminants and side reaction products? What should we
look for? Here is where the scientific detective work becomes a major im-

portance. You know better than I some of the chemical techniques that

can be applied to determine the likelihood that a substance is relatively

pure. For example, how sharp and symmetrical are your GLC peaks?

What do those peaks represent? Do you get corroboration of the

suspected identity of the compounds represented by the peaks by mass

spectrophotometric analysis? And why does this become important?

Simply because we are primarily concerned with safety. And what is

safety? Perhaps the best answer to that question is that there is no easy

answer. We may think of safety as being relative. Relative to what? Rela-

tive to a defined hazard. What is a defined hazard? My answer is that it

represents a risk —hopefully at least semiquantifiable — of an adverse ef-

fect on human health resulting from a given exposure to a particular sub-

stance or agent. And our job is to assure the American people that the

very best job of protecting human health against defined hazards is being

done within the capabilities of our resources both physical and human,

and within the scope of what we presently know about chemistry, tox-

icology, microbiology, pharmacology, etc. One is always faced with such

limitations simply because that is the way that life is. There are a finite

number of skilled chemists in the world and some of them work in regula-

tory agencies. Analytical techniques are constantly being improved with

the advances made in basic sciences, and our worries over potential

health hazards also tend to increase with increases in our ability to detect

a variety of substances naturally or artificially present in various spheres

of our environment, including our food, water, and air. Fortunately, as our

knowledge increases, our capabilities to predict adverse effects on health

increase, so our ability to protect human health increases commensurate-

ly.
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So we proceed with the best care that we can, given the circumstances

of the real world as we know it today. Tomorrow may be different. It

usually is. And this is so particularly with reference to substances present

in foods as natural ingredients or resulting from environmental contamina-

tion. Here we enter a brave new world, where previously a potato was a

potato and a sweet potato is just another kind of potato with a different

shape, taste, and color. Then lo and behold you chemists begin to identify

naturally present substances like solanine and ipomeamarone and we then

ask how have we survived eating potatoes for so many years? Some of

you are intimately familiar with the world of natural plant alkaloids and

others of you are involved with mycotoxins where Pandora's box has

been opened much wider in the last decade. Aflatoxin— a potential cause

of liver cancer — occurs in a variety of natural foods as a result of fungal

growth of Aspergillus flavus and related strains. It has been detected in

com growing on the stalk and in peanuts, just to mention two foods. Major

efforts have been underway by the FDA in the last decade to reduce

human exposure to aflatoxins by various control programs involving food

harvesting and food processing. Some of these controls involve FDA
guidelines or action levels— /.e., when these levels of a substance in par-

ticular food commodities are detected, legal action is taken to remove the

food from interstate commerce —which is where FDA has the authority

to act. Notice in this type of instance what is involved is not just the

banning of an additive to food - it involves banning the food itself and thus

reducing the available food supply. Many other fungal toxins are under in-

vestigation and further control programs may be effected in the future as

indicated.

Animal organisms are extremely sensitive to changes in chemical struc-

tures. Of the 76 possible chlorinated derivatives of dibenzo-paradioxin,

the toxicities range from biological effect at the picogram level to practi-

cally biological inertness. Therefore, it becomes very important to deter-

mine the chemical structure of the substance in question, and related

chemical moieties of potential toxicological concern. The relationship

between analytical chemistry and toxicology is inseparably close. There

is no sense in requiring the toxicological testing of a substance in test

animals if it is the wrong substance to be concerned about. Questions con-

cerning the relevance of animal metabolites to human metabolism become
very real.

One question always exists: Is the problem just with the ingredient in

food, or is there an ingredient in the ingredient that we should be looking

at more closely? Thus, when we are reviewing a food additive petition we
ask many questions of fundamental importance. What is the substance in

question chemically? How pure is it? Are there any contaminants occur-
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ring inadvertently? Have we looked for all potential contaminants or side

reaction products of potential relevance to human health? What tox-

icological testing has been performed according to which protocols and

what was the result? At which doses did particular toxic manifestations

first begin to appear? Was the next lower dose a no-effect dose or were

there subtle effects that would have gone unnoticed unless these

questions were asked?

Notice that the question concerning intentional human exposure to

food additives or to drugs used in food-producing animals that may leave

residues in those animal products used for human food: Is the substance

in question safe enough to permit human exposure? With respect to sub-

stances present in food resulting from being naturally present or from en-

vironmental contamination the question becomes: Is the potential threat

to human health resulting from such exposure in certain food commodities

sufficiently real to warrant removal of that particular portion of the food

supply from human consumption?

Suppose now we are satisfied that we have sufficient chemical and tox-

icological information on which to base a decision to permit the use of the

substance being added to food as an additive or as a drug to be used in

food-producing animals, or in the case of a natural ingredient of food and

environmental contaminants in food, to permit ingestion of the food itself?

Such use will be permitted at certain levels, depending upon the degree of

toxicity involved and the importance of the particular food commodity to

our diet; hence estimates of expected total human exposure become of es-

sential importance in safety decision-making of a regulatory agency such

as FDA. Given that we have now made a decision that a certain level in

certain foods will be permitted, how do we go about enforcing that level if

such is deemed necessary or desirable in order to assure human safety?

And here we re-enter the extremely important world of analytical

chemistry and the need for accuracy in a regulatory agency. Some of the

decisions involving whether or not a certain amount of a particular sub-

stance was or was not in a particular food commodity can make an enor-

mous difference to consumers and to industry. If we needlessly restrict a

useful technical additive, we may impair the efficiency of the food indus-

try to deliver a certain product for human consumption at a particular

cost. Thus industry's pocketbook can get hurt needlessly, along with

major dislocations of physical and human resources, including food indus-

try employees, and eventually those costs will be passed through to the

consumers in the form of increased prices for particular food products.

And if we take action against a particular food commodity because of the

presence of a potentially toxic amount of a harmful natural ingredient or

environmental contaminant, we ban the food itself— which becomes very
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costly to food producers and consumers alike. On the other hand, if we

leave a harmful food on the market, we needlessly expose consumers to

an unexpected and unnecessary hazard. Thus, it is important to determine

what levels shall be permitted under which circumstances for particular

food ingredients and commodities relative to the total diet and expected

human exposures from food sources. At times, in dealing with environ-

mental contaminants we have to consider nonfood sources of exposure,

such as those exposures that may occur from air, water, occupational, and

therapeutic sources.

So here we are now faced with setting an action level or a tolerance

which, if exceeded, will cause us to leap into action, if we spot the of-

fender. A statistically valid sampling program becomes of major im-

portance to monitoring programs set up to detect violations of tolerances

in the case of approved additives or drugs, and potentially hazardous

levels of natural toxicants or environmental contaminants. Let's assume

we now have some representative samples selected for testing by the

FDA. We may be looking for excessive methyl mercury in fish, aflatoxins

in corn, violative residues of drugs or polybrominated biphenyls in meat

or milk, lead, cadmium, or polychlorinated biphenyls in foods, etc. How
can we ensure accuracy of analytical results to the public? I reemphasize

that I am using the word accuracy in the sense of using utmost care to as-

sure that the identity of the substance and the quantity reported have been

carefully determined so that these results will be supportable in court if

our action is contested legally.

The integrity of the sample has to be preserved at all times; therefore,

responsible custody has to be assured. When the sample is analyzed, the

aliquot has to be representative of the sample. The test has to be per-

formed by competent chemists using acceptable standardized techniques

to determine identity and report quantity detected. The test for a violative

regulatory sample is usually repeated by another FDA chemist to assure

that no error has been made and that the determination is verifiable.

What are the acceptable standardized techniques that we use? How do

we standardize our procedures to assure that our methods are of suffi-

cient reliability; that they are accurate and precise so that we can be as-

sured that a reported violation is a real violation warranting legal action?

Many of you are very familiar with the Association of Official Analyti-

cal Chemists (AOAC) and the procedures involved in standardizing the

chemical tests we use to assure that the methods are capable of producing

reliable results. Essentially, many available methods are examined and

the more promising ones tried and compared. Then one particular method

is selected and put through a major trial involving several collaborating

analytical laboratories to determine the degrees of experimental error
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between laboratories. The approval process for complex methods may in-

volve several trials until a satisfactory set of conditions are developed

which will produce acceptable results when tested in a blind fashion on

amounts known by the particular coordinator to be in the food commodi-

ty.

So in conclusion I would like to say that our needs for accuracy are not

absolute in the sense of being 100 percent certain that the amount being

reported is 100 percent coincidental with the true amount present.

Recoveries are not usually perfect for a variety of reasons familiar to most

of you. But what is of major importance to us in regulatory agencies is that

there is at least as much of the substance in question truly present, as that

amount required for legal action after careful testing. While we insist on

accuracy in the sense of using utmost care to minimize the possibility of

human or equipment error, we also strive for accuracy in the sense of

coming as close as we can to reporting the true amount present. We are

aware that our responsibility not to underestimate a potential health

hazard is of paramount importance. But a not infrequent problem for us is

having another laboratory not familiar with regulatory procedures and

needs reporting to us higher (or lower) amounts in a given sample than we
report and then finding out later that their methods did not take into ac-

count the presence of interfering substances which gave false positive (or

negative) results by the test procedures used, whereas our procedures did

take such sources of error into account. In closing, I do not mean to imply

that FDA methods are the only good methods available, but I do believe

our methods and reported results generally to be well-founded in view of

the special needs of a regulatory agency.



NATIONAL BUREAU OF STANDARDS SPECIAL PUBLICATION 422.

Accuracy in Trace Analysis: Sampling, Sample Handling, and Analysis,

Proceedings of the 7th IMR Symposium,

Held October 7- 11, 1974, Gaithersburg, Md. (Issued August 1976).

ACCURACY AND TRACE ORGANIC ANALYSES

Robert G. Lewis

Chemistry Branch

Pesticides and Toxic Substances Effects Laboratory

National Environmental Research Center

Environmental Protection Agency

Research Triangle Park, North Carolina 2771 1 U.S.A.

Accuracy in trace organic analysis presents a formidable problem to the

residue chemist. He is confronted with the analysis of a large number and

variety of compounds present in a multiplicity of substrates at levels as low as

parts-per-trillion. At these levels, collection, isolation, identification and quan-

tification are all very difficult. Sample contamination and substrate inter-

ferences can also lead to large errors. Obtaining accurate qualitative data is

often more of a problem than accuracy of quantitative data. Retention times

and peak height measurements from gas chromatography coupled with highly

sensitive, but nonspecific, detectors are most commonly used in residue analy-

sis. Although dual column and/or dual detector determination, partition values

and chemical derivatization are often employed, lack of good reference stan-

dards, interferences and poor detector specificity frequently cast doubt on the

qualitative and quantitative accuracy of data upon which regulatory decisions

may be made. Mass spectrometry and Fourier transform spectrophotometry

offer partial solutions to qualitative accuracy where this instrumentation is

available. However, less expensive and more sensitive specific detectors for

gas chromatography are most needed. Means of quantitating residues from

such complex industrial mixtures as polychlorobiphenyls and toxaphenes are

far from adequate. Finally, collection systems for environmental media often

lack efficiency, especially for volatile organic compounds in air.
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isolation and clean-up; mass spectrometry; organic trace analy-

sis; qualitative accuracy; quality control; quantitative accuracy;

reference materials; sampling.

I. Introduction

When one assesses accuracy, he tends to think in terms of how close he

has come to the bullseye, or even to the target as is often the case. In trace

9
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organic analysis, perhaps the more important consideration is whether he

aimed at the right target. In the determination of complex organic com-

pounds present at trace or ultratrace levels in our environment, accurate

qualitative results are very often more difficult to obtain than accurate

quantitative measurements.

The organic analytical chemist is confronted with an almost infinite

number of chemical species encompassing a broad spectrum of structure

and functionality. In environmental analysis, he must be concerned with

their determination at concentrations down to the part-per-trillion level in

a multiplicity of media ranging from air to human adipose tissue. It has

been estimated that at least 10^ organic compounds can be expected to be

present in a sample of air at a concentration level of one part-per-trillion

[ 1 ] . Even greater numbers may be contained in other media. The analyst

must successfully isolate, concentrate, purify and often derivatize any of

these compounds before he can first identify it and finally quantify it. In

both of these determinative steps, the need for accuracy is becoming in-

creasingly important. The need for qualitative accuracy probably out-

weighs the need for quantitative accuracy in organic residue analyses.

A. Pesticide Residue Analysis

Work in the field of pesticide residue chemistry has done much toward

the development of the sensitive methodologies required for trace organic

analyses. Pesticides are probably the most important group of organic

chemicals which are deliberately introduced into the environment. Over

a billion pounds of organic pesticides are manufactured in the United

States yearly [2]. More than 800 different and often very complex

chemical compounds are in use as pesticides. They are ultimately dis-

sipated throughout the biosphere to the extent that their residues are

found in everything from the air we breathe to our own body tissues.

In the early days of pesticide residue analysis (before about 1965), the

chemist depended largely on column and thin-layer chromatography and

colorimetry, which were sensitive only to the microgram level. Neither

quantitative nor qualitative accuracy were easy to achieve. With the im-

petus provided by public appeals such as that generated by Rachel Car-

son's Silent Spring [3], a great deal of effort was expended during the

1960's toward the development of more highly sensitive and specific

analytical methodologies for pesticides. Building primarily on develop-

ments in gas chromatography and improving isolation and clean-up

procedures for multi-class compounds, the residue chemist has realized a
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millionfold increase in his ability to determine organic pesticides and re-

lated compounds. While qualitative accuracy has improved significantly,

quantitative accuracy has by no means kept pace with improvements in

detection.

B. Gas Chromatography

Most trace organic analyses today involve gas chromatography (g.c).

Pesticide residue chemistry has played a major role in the development of

that field. Many of the most valuable g.c. detectors were devised for

determination of pesticides. The most widely used g.c. detectors today are

flame ionization, electron capture (or affinity), thermal conductivity,

flame photometric, thermionic (or alkali flame ionization) and electrolytic

conductivity. The sensitivities and specificities of these detectors are

given in table 1. Despite the fact that they offer little or no specificity, the

flame ionization and electron capture detectors are most frequently used

in trace organic analysis because of the high degree of sensitivity required.

The flame photometric detector is more reliable than the thermionic de-

tector, although less sensitive, and is heavily used for determination of or-

ganophosphorous and organosulfur compounds. In the phosphorous

mode (526 nm filter), its sensitivity for organophosphate pesticides is

usually adequate for most residue applications. The electrolytic conduc-

tivity detector developed by Coulson [4] has good specificity for

chlorine-, sulfur- and nitrogen-containing organic compounds, but lacks

the sensitivity necessary for trace analysis. A highly sensitive, specific de-

tector for organonitrogen compounds is badly needed due to the growing

Table 1. Gas chromatography detectors

Detector Specificity Sensitivity (g) Linear range*

Thermal conductivity Nonspecific 10-8 10^

Flame ionization Nonspecific 10-11 10^

Electron capture Semispecific 10-13 50 to 100

Alkali flame ionization Specific for P, S, X, N 10-12 (for P) 105

Flame photometric Specific for P, S 10-i« (for P) None

Electrolytic conductivity (Coulson) Specific for X, S, N 10-3 10^

" Reference: C. H. Hartman, Anal. Chem. 43, 113A (1971).
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markets for the many new carbamate pesticides, which may ultimately

replace the more environmentally persistent organochlorine pesticides.

One solution to this problem may be the new microelectrolytic conduc-

tivity detector devised by Hall [5 ] with which reportedly as little as 10 pg
of nitrogen can be detected. Much hope is also held for its utility as a

specific detector for organochlorine pesticides with a sensitivity ap-

proaching that of the electron capture detector. At present, however, only

the electron capture detector, which has poor specificity, and the essen-

tially universal flame ionization detector afford the sensitivities demanded

for the determination of such organic pollutants as pesticides,

polychlorobiphenyls, phthalates and vinyl chloride which must be moni-

tored at the parts-per-billion or parts-per-trillion levels. Accuracy of

qualitative data, therefore, still remains the primary challenge to the en-

vironmental chemist.

C. The Analytical Scheme

The analysis of environmental or biological samples for trace amounts

of organic contaminants seldom can be performed directly because of the

multitude of interfering substances present in the matrix. Therefore,

rather lengthy, multi-step procedures usually are required before the

determinative step can be reached. It is through this process that most

quantitative errors are introduced.

A typical analytical scheme for the determination of trace organic

residues follows these basic steps: 1. extraction, 2. isolation and clean-up,

3. concentration, 4. identification, and 5. measurement.

In order to remove the compound of interest (usually along with a

myriad of other compounds) from the matrix in which it is present (tissue,

soil, water, sampling media), initial extraction with an organic solvent

usually is required. Liquid-liquid partitioning and Soxhlet extraction are

employed most often [7]. Complete extraction seldom is achieved.

Animal tissues and soils present a large problem for extraction of organic

and organometallic compounds. Binding to or solubility in the substrate

may be so great as to result in poor extraction efficiencies. Furthermore,

these substrates are particularly troublesome for yielding extractable

material which interferes with electron capture detection. Isolation and

clean-up of the compound is, therefore, mandatory. This may involve

column or gel permeation chromatography [6] , both of which may result

in further losses due to irreversible column adsorption.

After chromatographic clean-up, as well as after extraction, the com-

pound being sought is contained in a relatively large amount of solvent
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(and possibh' in more than one fraction). This ^^olution must be concen-

trated before the sample is introduced into the determinative instrument

for identification and measurement. Concentration (perhaps by a factor of

10.000 or more) not onl\ results in further loss of the compound, but in-

creases the possibilit}- of interferences from the solvent itself. Loss by

volatilization may be severe. especialK for compounds having high vapor

pressures. These losses may be minimized through use of the Kudema-
Danish concentrator shown in figure 1

[ " ] . \\\ih this apparatus, solutions

can be concentrated from several hundred milliliters to a fe\\ milliliters in

one step with only small losses of even somewhat volatile compounds.

This procedure has the added advantage of speed, requiring only 15-30

minutes to reduce a 200 ml volume of hexane to about 5 ml. Further con-

centration to 50 or 100 fi\ is possible using micro-Kuderna-Danish con-

centrators. Often the use of a "keeper. usuall\- a heavy paraffin oil. is

desirable to assure minimal losses of more volatile compounds. The

keeper, however, may interfere with some analyses (e.e.. flame ionization

Figure 1
.
Kudema-Danish concentrator with three-ball Snyder column and expansion flask.
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of mass spectrometry). Some recovery data are given in table 2 for the

concentration of a 100 ml hexane solution of several pesticides to 10 ml,

1 ml and 0. 1 ml (the latter, with and without a keeper).

Table 2. Losses ofpesticides on evaporation in Kuderna-Danish concentrators

Original % Recovery on concentration to*

Pesticide amount in

100 ml hexane 10 ml 1 ml 0.1 ml 0. 1 ml with

(/ig) "keeper"

Diazinon 40 102 (2.4) 85 (4.4) 71 (1.8) 83 (1.8)

Aldrin 1.0 103 (2.8) 85 (4.0) 69(1.2) 81 (0.6)

Malathion 40 85 (2.4) 91 (5.2) 77 (3.0) 88 (0.6)

Parathion 10 93 (4.4) 84 (4.0) 70(1.2) 82 (2.4)

Dieldrin 2.5 103 (5.6) 92 (4.0) 78 (0.6) 90(1.2)
/7,/7'-DDT 5.0 96 (9.2) 91 (5.6) 78 (3.0) 90 (2.4)

" Averages of six determinations for each pesticide. Standard deviations given in paren-

theses. Gentle stream of nitrogen used to assist concentration below 10 ml.

D. Identification

Identification is the most difficult step of trace organic analysis.

Generally, the residue chemist knows what compound or group of com-

pounds he is seeking, and attempts identification by comparing the unk-

nown he has isolated from the sample to a known reference standard.

Since gas chromatography is most often used in the determinative step,

the most frequently used method of identification is by comparison of the

gas chromatographic retention times of the standard and unknown under

identical conditions. This method presents many possibilities for error as

tens of thousands of organic compounds may elute from a given gas chro-

matographic column under a single set of conditions during the normal

time span required for analysis. In addition, the retention time of the com-

pound will change with fluctuations in carrier gas flow rate, column tem-

perature and other parameters, as well ,as with variations in injection

techniques. To circumvent some of these pitfalls, the analyst may use

relative retention times; that is, he can compare the retention times of the

unknown and standard to that of the third compound, which has been

added to both the sample and standard solution. He may also compare

relative retention times on two columns of different polarities (see fig. 2).

This dual-column confirmation can be carried out in one operation if a

column "combiner" is used. With some selectivity in the isolation and



Lewis 15

1.5% OV - 17/1.95% OV-210

I
lOx 64

Figure 2. Dual column confirmation of pesticides by electron capture detection. Pesticides

(from left): lindane, aldrin. dieldrin, o,p'-DDT. p,p'-DDT and unknown. Top chromato-

gram: 4% SE-30/6% OV-210 on Gas-Chrom Q. Bottom chromatogram: 1.5% OV-
17/1.95% OV-210 on Gas-Chrom Q. Both columns 6.3 x 183 cm glass. Carrier gas:

nitrogen, 65 ml/min Oven temperature: 200 °C. Detector: tritium, D.C., 215°. Chart

speed: 1.27 cm/min.

clean-up steps [i.e., fractionation of compounds by class or functionality),

the electron capture detector and dual-column confirmation can probably

afford 80 to 90 percent qualitative accuracy for the determination of or-

ganic compounds with high electron affinities. Most laboratories do not

conduct further confirmatory studies.

When it is possible to use two gas chromatographic detectors, further

confidence in qualitative accuracy can be achieved. For example, simul-

taneous analysis by electron capture and fiame photometric gas chro-

matography is very useful for confirmation of organophosphorous pesti-

cides (see fig. 3). In the case of the phosphorothioate class of insecticides

(which includes malathion and parathion), simultaneous chromatograms
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can be generated by monitoring both phosphorus (POH) and sulfur (S2)

emissions with a dual flame photometric detector.

If more qualitative accuracy is to be achieved, more sophisticated

means of identification are required. Spectroscopic analysis usually af-

fords the most information about an organic compound. Infrared and

nuclear magnetic resonance spectroscopy are widely used by the organic

chemist for structure identification. However, even with Fourier trans-

form systems to enhance the signal to noise ratios of these spectrometers,

detectabilities are still in the microgram to high nanogram range. This

precludes their use for most trace analyses. Furthermore, interfacing with

a gas chromatograph is difficult or impossible. Mass spectrometers, on the

other hand, are readily interfaced with gas chromatographs and in many
cases have sufficient sensitivity for identification at the residue level.

Achievable detectabilities are in the nanogram range for total ion monitor-

ELECTRON CAPTURE I^^Ni)

102 X 32

Figure 3. Simultaneous gas chromatograms of organochlorine and organophosphorus pesti-

cides using electron capture and flame photometric detectors. Columns: 6.3 x 183 cm 4%
SE-30/6% OV-210 on Gas-Chrom Q, 200°, nitrogen carrier gas; Detectors: Pulsed

Nickel-63, 270°; Flame photometric detector, 526 nm filter, 200°. Chart speed: 1.27

cm/min.
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ing or as low as several picograms for single ion monitoring. Although the

mass spectrometer is most often used as a qualitative instrument, it can

also be very useful for quantitative trace organic analysis. This use is

discussed in the following section.

E. Quantitative Measurement

The first prerequisite to accurate quantitative measurement is the

availability of good primary standards. In organic analyses, this is not al-

ways easy to assure. Because of the large numbers of different com-

pounds required, the analyst must depend mostly on the manufacturers or

chemical specialty suppliers for reference materials. A purity level of 95

to 99 percent is generally considered adequate. All too often, however,

the compound stated to have 98 percent purity by the supplier is, in fact,

only 75 percent pure. To be safe, the chemist should purify the chemical

by recrystallization, sublimation, distillation, or other suitable means. Dif-

ferential thermal analysis (DTA) often is convenient for determining the

purity of organic analytical standards.

Organic compounds are subject to a wide variety of oxidation, hydroly-

sis, isomerization and polymerization reactions. Instability of organic

standards is, therefore, often a problem. Storage conditions should be

such as to retard degradative processes; e.g., storage under refrigeration,

inert atmospheres and protection from light. Purity also should be

checked periodically by melting point, DTA or other appropriate means.

Preparation and use of secondary standards also must be given due con-

sideration. In multiclass, multiresidue analysis, working standards are

made up with a number of components in one solution in order to reduce

analysis times. Care must be exercised that these mixtures do not contain

compounds which are incompatible. Stabilities of standard mixtures may
differ from those of pure standards or solutions of individual primary stan-

dards.

In some cases single compounds may not exist for, or be representative

of, the organic pollutants of interest. The chemical may be manufactured,

used and introduced into the environment as a complex mixture, the exact

composition of which is unknown. A well known example of this are the

polychlorobiphenyls or PCB's. There are 210 possible isomers and

homologs of PCB's, 102 of which are considered probable [8] and likely

to be encountered in environmental samples. A commercial PCB mixture

may vary slightly in composition from batch to batch, but the residue

chemist's primary problem is trying to interpret what he finds in a sample

in terms of the source of contamination. The distribution patterns of
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PCB's are altered in the environment because of differences between the

volatilities, solubilities and chemical reactivities of the individual com-

ponents of the original mixture. If a PCB mixture is introduced into an en-

vironmental or biological medium and later extracted for analysis, the pat-

tern of peaks determined by gas chromatography may be drastically al-

tered from that of the "standard" {e.g., see fig. 4). For lack of a better

way, quantification is usually accomplished by comparison of total peak

heights or areas of all matching g.c. peaks in the sample with that for the

standard. When the source of contamination is unknown, identification is

also made by peak matching with commercial mixtures. Any similarity is

likely to be purely fortuitous.

The problem of accuracy in PCB analysis is not easily soluble. Because

of the complexity of commercial mixtures, identification of individual

TIME, minutes

Figure 4. Alteration of polychlorobiphenyl mixture by rat. Top chromatogram: Aroclor

1016 standard. Bottom chromatogram: PCB's extracted from brain of rat dosed with

Aroclor 1016 for 12 months.
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isomers and homologs is not practical. Complete separation by gas chro-

matography is impossible and even the mass spectrometer cannot distin-

guish between isomers. One possible solution to the quantitative problem

is to convert all of the PCB components to one entity by perchlorination

[9]. The total PCB content is then measured as decachlorobiphenyl.

Analytical methodology for this technique, however, has not been

established completely.

It is of interest to note that before the existence of PCB's in the en-

vironment was recognized, pesticide residue chemists reported a PCB
component as DDT in many samples. Doubtlessly, other PCB com-

ponents have also been misidentified as organochlorine pesticides by

residue chemists. The relative retention times (to aldrin) of the major

components of a commercial PCB mixture are shown for comparison with

those of several important pesticides in table 3. This particular mixture is

no longer manufactured in the United States, but other mixtures of mostly

lower molecular-weight PCB's are in use.

Similar problems associated with complex comm.ercial mixtures exist

in the pesticides field. Toxaphene. strobane, and chlordane are important

examples. These mixtures are even more complex than PCB mixtures in

that they consist not only of isomers and chlorine homologs of a given

compound, but may also contain several structurally different com-

Table 3. Relative retention times for polychlorobiphenyls and some pesticides

Aroclor 1248 RRTa* Pesticide RRT,

0 .44 2,4-D (ME) 0.44
.55 Simazine .54

.62 Lindane .62

.73

.80

.83 Heptachlor .83

.90 Ronnel .90

1 .03

1

1

. 10

.18

] . 32 Methyl parathion 1.34

1,,50

1,,80 /j.p'-DDE 1.82

1,,92 Captan 1.92

2,,24

2,,30

2,,73 Endosulfan II 2.72

3,, 12 /7./7'-DDT 3.12

» RRTai Retention time relative to aldrin on 4 percent SE 30/6 percent QF-1 at 200°,

70 ml/min.
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pounds. A gas chromatogram of technical chlordane is shown in figure 5.

While only 18 different components of chlordane have been identified

[10] , one of these is heptachlor, a widely used insecticide. Some of the

components of chlordane are readily oxidized, especially in biological

systems, while others are unchanged. Identification and quantitation of

chlordane in environmental samples is, therefore, nearly impossible.

Metabolites such as oxychlordane [11,12] can be determined and used

as an indication of chlordane exposure, but quantitative assessment of ex-

posure or contamination is not possible.

Reference materials consisting of the compounds of interest at known
concentrations in different substrates are required for determination of

recoveries and limits of detection in multiresidue analysis. Preparation of

accurate matrix standards may not be simple. The chemist must be able to

disperse uniformly the standard compound in the matrix and remove

residual solvents without loss of the compound. Even then, the nature and

extent of the binding of the compound to the substrates may not be the

TECHNICAL CHLORDANE. I ng

16 14 12 10 8 6 4 2 0

J. TIME/min

^ Figure 5. Gas chromatogram of technical chlordane.
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same as that which would result through usual routes of environmental

contamination or biological assimilation. Hence, use of recovery data in

quantitative analysis still leaves an element of uncertainty. The analyst

should be alerted to these potential problems and devote sufficient time to

development of "spiking" techniques.

Preparation of the sample for analysis is also very important with

respect to quantitative accuracy. Inefficient extraction and losses encoun-

tered in sample preparation are principal contributors to analytical errors

in trace organic analysis. Steam distillation resulting from sample drying

techniques can cause high losses, as can adsorption to drying agents.

Sample collection is frequently difficult to achieve with precision and

accuracy. The collection of a representative sample has always been a

major challenge to the environmental chemist. A great deal of study, in-

volving population distribution, meteorology and statistics, goes into the

design of monitoring operations conducted by the U.S. Environmental

Protection Agency in efforts to establish accurate pollution profiles. Con-

tinuous air monitoring is probably the most difficult to accomplish accu-

rately, especially for airborne organic pollutants. These compounds are

usually present in ambient air at concentrations in the nanogram per cubic

meter (ppt) range. A collection device which samples a relatively high

volume of air is necessary to meet the required limits of detection. To be

efficient, the sampler must entrap the atmospheric constituents quantita-

tively in a very short period of time and retain them against elution by the

large volumes of air which subsequently or concurrently pass through the

collection medium. Since organic compounds found in the atmosphere

differ widely in their volatilities and chemical functionalities and may be

present in gaseous, aerosol, particulate or particulate-adsorbed states,

sampling efficiencies will necessarily vary considerably for any given

sampler. The difficulty of collection of pesticides from air demonstrates

this problem well. As a result, a satisfactory sampler for airborne pesti-

cides has not yet been developed. In fact, a single air sampler for all pesti-

cides never may be practical

Calibration of air samplers is not always simple, particularly in the field,

and is often neglected or improperly done. To determine sampling effi-

ciencies, known concentrations of compounds in accurately measured air

volumes must be generated then introduced into the sampler over both in-

termittent and continuous time sequences. This is difficult to achieve ex-

perimentally, hence, sampling errors probably out-weigh analytical errors

in most cases.

After entrapment, the organic compounds must be extracted or other-

wise removed from the sampling medium for analysis. In some cases it

may be possible to elute them from the collection medium directly into the
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analytical device by application of heat and gas flow. In most cases, how-

ever, this is not practical. If the compounds are to be retained effectively

in or on the sampling medium after collection, they may not be removed

easily for analysis. Since rather polar collection media are required,

recovery of the compounds may be as difficult as recovery from fatty tis-

sue and soil. Interferences from the multitude of airborne organic con-

stituents, as well as those inherent in the collection medium, also con-

tribute to the difficulty of qualitative and quantitative analysis.

Similar problems also apply to continuous water sampling. Batch

sampling, either of water or air, increases the probability of obtaining non-

representative samples. In addition, adsorption of trace quantities of the

compound on container walls significantly can reduce accuracy. It has

been estimated that the walls of most 1 -liter sample containers have an ad-

sorption capacity of 5 x 10^^ g [1]. Filling such a container with an air

sample for analysis even at the part-per-million level (1.2xiO~^ g)

could, theoretically, result in complete loss by wall adsorption. Certainly a

dynamic equilibrium will exist between already present adsorbates {e.g.,

water) and the compound of interest, but high losses are still possible. The
importance of thorough flushing of the sample container is quite evident.

Many organic compounds are more susceptible to oxidation or other

degradative processes when present in low concentration in a sample

matrix. Delays between collection and analysis should, therefore, be

minimized.

Contamination is another major enemy of quantitative and qualitative

accuracy in trace organic analysis. Oils from finger tips; residue from im-

properly cleaned glassware; organic matter in distilled water; trace impu-

rities in solvents, reagents, and chromatographic adsorbents; and ex-

tractables from plastics are all commonly encountered sources of con-

tamination. Care must be exercised to avoid touching interior parts of

glassware, including rims, even with gloved hands. Glassware must be

meticulously cleaned and rinsed, before use, with solvents of high purity.

Chromic acid cleaning is necessary for most glassware, especially for or-

ganic sample substrates. Water must be double- or triple-distilled and

even then it must often be extracted prior to use. Solvents must be high

purity. "Nanograde" or "pesticide" qualify usually suffice, but even these

should be concentrated and analyzed for possible interfering contami-

nants before use. Anhydrous sodium sulfate has long been known to be a

source of an unknown contaminant, which can interfere with pesticide

residue analysis by electron capture gas chromatography. Extraction with

hexane is necessary for purification of this drying agent. Phthalates and

other plasticizers often show up in organic residue determinations.

Sources of these may be plastic bottle caps, plastic sample containers and
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gloves. Generally only fluorocarbons, such as Teflon, Tedlar, or Kel-F

can be considered free of plasticizers and other extractable additives.

Detector response reproducibility is a factor frequently overlooked by

the trace analyst in the assessment of accuracy. In electron capture gas

chromatography, operation of the detector outside the limits of its lineari-

ty of response is probably the greatest single source of quantitative error.

The EC detector has a relatively limited range of linearity. This is espe-

cially true for the nickel-63 detector. In an electron capture detector, the

standing current generated by the radioactive cathode varies considerably

with the applied voltage. A response curve such as curve A shown in

figure 6 should be generated by the standing current when the polarizing

voltage is varied. The standing current increases with voltage until a max-

imum or plateau is reached. The voltage at which this plateau is reached

will depend on the condition of the detector. A "dirty" detector will

require a higher polarizing voltage for maximum response (see curve B,

fig. 6). The most nearly linear response is obtained immediately below the

plateau (in region X, fig. 6). Sensitivity is generally greatest in this region

also, but it may be more desirable to operate at a slightly higher voltage

than that which produces maximum sensitivity in order to avoid the peak

7 r~

0 5 10 15 20 25 3C 35

Applied Voltage/D.C. volts

Figure 6. Standing current versus applied polarizing voltage dc for a tritium parallel-plate

electron capture detector. Curve A: Clean detector (X = optimum range of operation).

Curve B: Fouled detector.
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"overshoot" shown in figure 7. Optimum performance is usually at 80 to

90 percent of maximum standing current. If one operates above 90 per-

cent of the maximum response, unusual behavior can sometimes result

and can lead to large and unsuspected quantitative errors. Figure 8A
shows the response of an EC detector at the optimum polarizing voltage

to a group of pesticides. In figure SB, the response has changed drasti-

cally, producing elongated peak sides. This condition can be caused by in-

I \ \ I \ I L

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20 22.5

POLARIZING VOLTAGE

Figure 7. Electron capture response versus applied voltage dc for aldrin. Tritium parallel-

plate detector. Optimum voltage is 10 volts dc.

creasing the standing current to above 90 percent maximum. Sometimes

the standing current can increase due to the cleansing action of solvents

or heat on the detector. This can occasionally happen during the course of

a routine analytical procedure, as is illustrated by the two gas chromato-

grams shown in figure 9. In this case, the analyst was unaware that

anything was wrong since the effect was obscured by the narrow peak

profile [13].

Many of the problems discussed above can be avoided by pulsing the

polarizing voltage {i.e., using alternating rather than direct applied volt-

age). However, the linear dynamic range of the detector may be decreased

in this mode.

Other gas chromatographic detectors have peculiar response behavior

or linearity problems. A thorough understanding of the detector operation

and close control over its operating parameters are prerequisites to attain-

ing accurate quantitative results in gas chromatographic analysis.

Column performance must also be considered with regard to the overall

precision and accuracy of gas chromatographic analyses. Poor g.c.

column performance can result in inefficient resolution of compounds,
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Figure 8. Trace A: Gas chromatogram of p,p'-DDE, o,p'-DDD, p,p'-DDD and p,p'-DDT;

tritium electron capture detector, dc mode, optimized polarizing voltage. Trace B: Same
as A except at elevated polarizing voltage (standing current above 90% of maximum).

skewed peaks from which it is difficuh to obtain accurate quantitation,

depressed detector sensitivity and poor recoveries.

Stationary phases for g.c. analysis must be carefully selected to satisfy

the operating conditions required. When elevated temperatures (> 200°)

are necessary, "column bleed," or loss of the stationary liquid phase from

the column substrate, may occur and interfere with the detector response

or sensitivity. This is particularly true where tritium electron capture de-

tectors are being used. The upper limit of operation for a detector is set
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Figure 9. Trace A: Gas chromatogram of 2,4-D methyl ester using tritium electron capture

detector at optimum polarizing voltage. Trace B: Same as A but with elevated polarizing

voltage.

by the Atomic Energy Commission at 220°. Temperatures of 200° or

more are necessary to achieve practical elution times for most complex
organic compounds. With such small temperature differentials between
column and detector temperatures, condensation of stationary phase in

the detector can rapidly destroy its sensitivity.

Proper preconditioning, silylation and priming of a column are necessa-

ry to assure complete and uniform elution of compounds from the column

and to reduce thermal degradation during chromatography. Degradation

of column performance can also result from accumulation of oils and

other high boiling residues. Figure 10 shows the deterioration in per-

formance of a g.c. column with age as manifested by the dehydrochlorina-

tion of p,p'-DDT (peak 3) to p,p'-DDD (peak 4).

The efficiency of a g.c. column is also affected by the rate of flow of the

carrier gas, as is shown in table 4. Once an optimum flow rate is

established, care must be taken to maintain it.

Acquisition and interpretation of data are the final steps in qualitative

and quantitative analyses. How this is done can in large measure affect ac-

curacy. In gas chromatographic analysis, detector response is usually

measured from recorder plots or chromatograms. The chromatographer
usually employs one of three means of quantifying chromatographic
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Figure 10. Gas chromatograms of p,p'-DDT, o,p'-DDD, o,p'-DDT, p,p'-DDD and p,p'-

DDT on 4% SE-30/6% QF-1 at 180 °C. Trace A: New column; Trace B: Heavily used

column upon which p,p'-DDT is converted to p,p'-DDD.

Table 4. Ejfect of carrier gas flow rate on column efficiency in gas chromatography

Flow rate Theoretical plates

(ml/min) (N)

20 1,500

30 1,970

45 2,140

60 2,050

92 1,590

145 1,310

peaks: (a) direct measurement of peak height; (b) manual estimation of

peak area; or (c) electronic integration of peak area. Although most

chemists tend to think of the last method as the most accurate, this is not

always the case. For tall, slender peaks as type A in figure 1 1 , peak height

measurement is as accurate as any method and is the most convenient

method to use. When broader peaks such as types B and C in figure 1 1 are

involved, area measurements are generally more accurate. However,
even in these cases peak heights may be used accurately if direct com-

parison is made to a standard of the same compound at about the same
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Figure 1 1 . Three types of chromatographic peaks and appropriate methods of estimation

for quantitative analysis.

concentration. It is good practice in any case to maintain standard and

unknown peak heights (or areas) within 25 percent of each other. Elec-

tronic integration affords the highest precision when the peaks are well

resolved and the baseline is stable. In a recent study of accuracy and

precision in gas chromatography. Grant and Clark [14] found that use of

peak height measurements provided comparable precision to that of an

electronic integrator and was less affected by long-term variations. They
also concluded that the product of peak height and width at half height

method of manual area approximation (see type B, fig. 11) gave more ac-

curate results than triangulation (see type C, fig. 1 1).

In comparing g.c. peaks of unknowns and standards several other

precautions should be exercised. The standard and unknown should be

analyzed within the shortest possible time span to avoid changes in
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column conditions (temperature and flow rate). The standard should be

injected immediately before and after the sample whenever practical. The
same injection volume and type of solvent should be used for both sample

and standard. Detector parameters (sensitivity settings) should be main-

tained constant throughout the analysis.

As in any analytical procedure, repeated analysis and statistical treat-

ment of data for the rejection of outliers should improve accuracy. How-
ever, when large numbers of samples and/or long analysis times are

required, this is difficult to accomplish in the available time. Automatic

sampling systems with associated computerized data acquisition and

reduction systems may partially relieve the burden of repetitive analysis.

However, such systems seldom are capable of carrying out the most time-

consuming aspects of organic analyses; i.e., extraction, isolation and

clean-up. Some success with automated clean-up operations utilizing such

techniques as sweep co-distillation [15] and gel permeation chromatog-

raphy [6] have been reported.

While mass spectrometry more frequently serves the trace organic

analyst in qualitative analysis, it also can, and often does, satisfy his quan-

titative analytical needs. Both quantitative and qualitative accuracy can

be increased by techniques such as mass fragmentography, isotope dilu-

tion, field desorption and chemical ionization. By these means detectabili-

ties can be extended into the middle to low picogram range for many com-

pounds.

In mass fragmentography [16] . one or more specific ions in the mass

spectrum are monitored selectively and simultaneously. This technique,

also known as mulfiple ion detection (MID) or programmable mukiple ion

monitoring (PROMIM), will permit several ions from a single compound
to be detected and accurately compared. Coeluting compounds from a gas

chromatograph can also be simultaneously and quantitatively measured

by MID. Sensitivity is increased by about two orders of magnitude over

total ion monitoring. The utility of MID has been demonstrated for quan-

titative trace analysis of pesticides [17.18] and of drugs and drug

metabolites [19-21]. Quadrupole mass spectrometers are better suited

for MID than magnetic instruments because more rapid switching

between ions is possible.

Double beam mass spectrometers allow separate recording of both

reference and unknown compounds simultaneously, which increases the

accuracy of mass measurement. Such instruments are very expensive,

however, and are less popular.

Isotope dilution provides for quantification of organic compounds when
complete isolation is not possible. In this procedure, the sample is "en-

riched" by the addition of a known quantity of the suspected compound
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which has been labeled with a stable isotope (e.g., ^^Cl). The isotopic

abundances are determined from the mass spectra and the amount of com-

pound (W) is calculated from the equation:

W=WUAIAl-1),

where Wl is the amount of labeled compound added and A and Al are the

abundances of the total and label isotope, respectively. The method suf-

fers from poor precision (± 1 to 2%). However, by combined isotope dilu-

tion and MID techniques precision of± 0. 1 to 1 percent and accuracies of

± 0. 1 to 3 percent have been reported [22 ]

.

Chemical ionization mass spectrometry [25] probably has more utility

in structure elucidation than in quantitative analysis. Although a fragmen-

tation mechanism is employed, high abundances of quasi-molecular ions

are produced, which facilitates both identification and quantification. This

technique has been found useful for polychlorobiphenyls [26,27] and

drug analysis [28].

Special computer techniques such as signal averaging have been em-

ployed to increase signal-to-noise ratios in trace mass spectroscopic anal-

ysis for improved accuracy [29]. In signal averaging, many successive

scans are made over a narrow mass range and are then added together to

produce an integrated mass spectrum. By this procedure, 2,3,7,8-

tetrachlorodibenzo-/?"dioxin has been quantified in biological media at

levelsdowntoafewpicograms [30].

Combined gas chromatography-mass spectroscopy has also made

possible the determination of benzo(a)pyrene and benzo(e)pyrene in am-

bient air samples [31].

F. Quality Control

The last and one of the most important requisites for accuracy in trace

organic analyses is the maintenance of a good quality control program.

This is particularly important when many routine analyses are conducted

and when more than one laboratory is involved in the analyses.

Quality control (QC) can be classified into two types: intralaboratory

and interlaboratory. The former is concerned with establishing and main-

taining high levels of precision and accuracy within the laboratory. An in-

tralaboratory quality control program provides for optimization and stan-

dardization of analytical methodologies and instrumentation, and syste-

matic analysis of standards and blanks for maintenance of precision and
accuracy. Interlaboratory quality control is necessary when two or more
laboratories are participating in the analysis of pooled or related samples.



Lewis 31

In the latter program, a central monitoring laboratory is responsible for (a)

the establishment and implementation of standard methodologies, (b) the

provision of standard reference materials and collaborative check sam-

ples, and (c) the detection and correction of problems affecting the quality

of output from participating laboratories.

In monitoring and regulatory agencies such as the U.S. Environmental

Protection Agency and the Food and Drug Administration, the im-

portance of effective quality control programs is obvious. The Pesticides

and Toxic Substances Effects Laboratory (PTSEL) of the EPA and its

predecessors has operated inter- and intra-laboratory quality control pro-

grams for nearly 7 years [32]. ^ The program is designed to optimize the

precision and accuracy of trace organic analysis conducted by contract

laboratories and by the 10 EPA Regional Offices. Under this QC program

is the National Human Monitoring Network.

The Laboratory has developed and is continually improving analytical

methodologies for use by the participants. The methods are published in

manual form [33]. Additionally, PTSEL operates a repository of over

500 organic chemical standards, with principal emphasis on pesticides.

The Laboratory purchases under contract, pretests, and distributes gas

chromatographic and column chromatographic packing materials. Elec-

tronic maintenance, calibration and trouble-shooting service for gas chro-

matographs and ancillary detector systems is also provided. Protocols for

preventative maintenance of instrumentation (which is mostly stan-

dardized) and for acquisition and evaluation of all solvents and reagents

have been established under the intralaboratory program.

Intralaboratory standards of pesticides in adipose tissue (rendered

chicken fat) and human blood and interlaboratory check samples are

prepared by PTSEL staff and distributed on prescheduled bases to each

participating laboratory. Each participant is graded on both qualitative

and quantitative accuracy, with greater weight given the former.

Over the years of operation of this quality control program considerable

improvement in precision and accuracy has been achieved. Mean relative

standard deviations for determination of multicomponent mixtures of

pesticides in fat and blood samples have decreased from 36 to 38 percent

in 1968 to 12 to 16 percent in 1974 (see table 5). Other quality control

programs for organic trace analysis within EPA are administered by the

Methods Development and Quality Assurance Research Laboratory and

the EPA Mass Spectrometer Users Group.

Most needed in this and other quality control programs for trace or-

ganic analysis, are standard reference materials of many organics in such

'A training program consisting of seven courses covering the complete analytical and instrumental methodology was of-

fered from 1966 until 1972, when operating funds were terminated.
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Table 5. Progress in interlaboratory precision from 1968 through 1974
(Epidemiologic studies and human monitoring laboratories)

Interlab check Year Number of Number of Average rel

sample number labs compounds std dev, %

Fat analysis

9 1968 21 7 38

11 1969 19 7 24

21 1972 _ 16 7 19

24 1973 14 7 14
-

;28 1974 10 7 12

Blood serum analysis

6 1968 . 22 6 36

10 1969 20 5 29

16 1970 22 4 21

17 1971 20 4 17

22 1972 17 4 14

23 1972 17 4 12

25 1973 18 4 13

27 1974 15 3 16

matrices as human fat and liver, soil, water, and air. Intergovernmental

agency cooperation and participation by the National Bureau of Stan-

dards will be necessary if these needs are to be satisfied.

II. Summary

The trace organic analyst is faced with the formidable task of isolating,

purifying, identifying and quantitatively measuring a single compound out

of tens of thousands that may be present in a given sample at the trace

level. Identification, or qualitative analysis, is more difficult to achieve

than quantification. Qualitative errors, therefore, are common in trace or-

ganic analysis.

Quantitative accuracy is reduced by inefficient sampling procedures,

poor recoveries on extraction (especially with organic matrices); by losses

on isolation and clean-up; by losses on concentration; by nonlinearity or

otherwise poor performance of the determinative instrument, and by lack

of accurate reference standards.

Poor accuracy in organic qualitative analysis at the trace level results

primarily from lack of specific detectors with the required sensitivities.
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Other contributors to qualitative errors are sample contamination and

chemical alteration before or during analysis.

More sensitive, specific analytical instruments are greatly needed in

trace organic analysis. Mass spectrometry satisfies this need to a large ex-

tent at present.

An effective quality control program is prerequisite to both qualitative

and quantitative accuracy. Good standard reference materials should also

be made more available to the trace organic analytical chemist.
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Trace element analysis, not uniquely, but to a unique degree, is affected by

the problems associated with contamination of the specimen during the

process of collection, as well as by the contamination of reagents and the en-

vironment during the process of analysis, which will be discussed in other

presentations.

The quality control of accuracy in trace element analysis must therefore

cover all phases of the analytical process, including collection. Such an exten-

sion makes it necessary to use surrogate specimen material with defined trace

element(s) content beyond the laboratory, that is, in the sphere of specimen

collection in the field, on a regular, protocol-directed basis. The protocol for

using such surrogate specimens for accuracy control should be directed to the

exposure and display of any variations in systematic bias which may occur.

Such bias, or error, may be either positive or negative and may arise from de-

fects or alterations in collection materials or in procedural errors in the collec-

tion process.

The nature of the surrogate specimens required for accuracy control de-

pends upon both the type of specimens to be collected and analyzed and the

details of the analytical process itself.

Keywords: Accuracy and precision; clinical chemistry; quality control; sur-

rogate specimens; trace elements.

I. Introduction

The importance of accuracy and the difficuhies peculiar to the attain-

ment of analytical accuracy and precision in analysis for trace elements al-

ready have been emphasized by other speakers in this Symposium. The

35
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consequences of inaccuracy in clinical chemistry were outlined in this

Symposium last year [ 1 ] and will not be repeated here.

Quality control in trace element analysis has basic features in common
with quality control as practiced in most clinical chemistry laboratories.

Trace element analysis has, however, certain peculiar features which af-

fect accuracy as well as precision to a unique degree, thus requiring spe-

cial analytical precautions and applications of quality control surveillance

principles which are not common in clinical chemistry.

Perhaps it would be useful to review briefly the elements of quality con-

trol as practiced in clinical chemistry laboratories and then to note the

modifications and extensions called for in trace element analysis. In quali-

ty control in clinical chemistry, a number of surrogate specimens are com-

monly inserted in the analytical series. These surrogate specimens are in-

tended to represent, in all essential respects, a natural specimen whose

content of the desired analyte is known to a high degree of certainty. The
frequency of surrogate specimen analysis depends upon the intended use

of the quality control data.

If the drift of results, or within-day variability, is to be assessed a

number of surrogate specimens will be analyzed; if only an estimate of

between-day variability is needed, a few or one specimen each day may be

used. Such control specimens may be used to assess the accuracy or the

precision of the analytical process, or both.

A. Implied Assumptions

Four unstated assumptions which underlie the use of the simple quality

control system outlined should be emphasized.

1. The validity (accuracy and specificity) of the analytical process for

the designated analyte, in the specimen matrix, has been established.

2. The stability of the analytical process (within-day and/or run and/or

between-day) has been established and is controlled to an acceptable

level.

3. The validity and pertinence of the calibration process and the calibra-

tor with respect to the designated natural specimens and the analytical

process have been shown.

4. Quality control materials (surrogate specimens) of appropriate, re-

liably designated analyte content values, stable and free of inappropriate

interferences, can be provided.

Each of these assumptions will be discussed separately.
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1 . Validity ofthe A nalytical Process

The validity of any analytical process certainly can be investigated. The
long experience of the National Bureau of Standards (NBS) and more

recently that of the Center for Disease Control (CDC) and of many other

regulatory agencies indicates that validity is an expensive commodity. It

involves an exhaustive delineation and control of the analytical process

and its sources of error and interferences, as applied to the designated

natural specimens, the calibration process and materials, and surrogate

control specimens. In the extended concept of quality control, validity

could be considered the cornerstone of quality control.

2. Stability ofthe Analytical Process

The concepts and procedures of quality control are not normally ap-

plied to an analytical process before it has achieved a considerable degree

of stability. It is difficult to separate this concept of a stable analytical

process from the process of assessment of variability. In a sense, they are

measured by the same quality control process and use similar surrogate

specimens and control protocol(s). Unless an analytical process is under

such control that the results are usefully reproducible, it is not a proper

object of routine quality control. Unless quality has been achieved, it is

not controllable or measurable.

3. Calibration Process and Calibrators

The calibration process and the calibrators used could have been in-

cluded under the concept of analytical validity. However, since the same

valid analytical process may require different calibration procedures and

materials for different types of natural specimens, it is useful to discuss

them separately. In trace element analysis, the calibration process needed

is greatly affected by specimen matrix effects. Such efforts may alter the

results by a constant amount (absolute interference) or by an amount pro-

portional to the analyte content, or both.

4. Quality Control Materials (Surrogate Specimens)

Over many years, surrogate specimen materials have been developed,

and they are available for a large number of analytes commonly measured

in the clinical chemistry laboratory. Dried (lyophilized) plasma, serum.
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urine, and synthetic surrogate specimens can be purchased with

designated values for 60 to 80 analytes ranging from electrolytes and sim-

ple small molecules (urea, glucose) to more complex analytes, such as ste-

roid and protein hormones and enzymes. The reliability and stability of

some of the values assigned to such products may be in doubt, but they

are generally very useful.

This relatively happy state of affairs does not exist for trace elements.

Even for blood, blood serum, and urine, the problems of preparing and

packaging as well as that of reliably characterizing the trace element con-

tent, are formidable. Added to these problems is the fact that hair, skin,

and sweat, in addition to the usual fluid biological tissues, commonly are

used as specimens. Dusts and air are objects of special attention, and each

has its own peculiar matrix effects.

B. Specimen Collection and Protection

So far, we have considered the usual type of quality control that is con-

fined to the laboratory environs. The usefulness of trace element analysis

as a socio-economic tool requires a consideration of the processes in-

volved in the collection and protection of the specimen.

The peculiarly unique feature of specimen collection and protection in

trace element analysis arises from the simple fact that we are looking for

"traces." Adventitious contamination easily may arise when a specimen

is being obtained; for example, a specimen of blood may be contaminated

with dirt on a finger during finger prick collection. Many environments are

unbelievably dusty, and collection apparatus may be contaminated easily.

Collection containers may contribute to contamination and, in fact, may
exhibit "negative contamination" [i.e., erroneously low values) under cer-

tain circumstances. The degree of such "interference" may be very large

(30 to 60 times the normal values).

C. Total Process Quality Control

The first stage in quality control, as was previously mentioned, should

be the demonstration of analytical validity. This should be extended to the

total process; each step in the total process must be demonstrated to be

valid (for example, a test tube must be shown to be free of zinc before it

can be used in a zinc analysis).

The second stage in quality control is a continuing one and constitutes

what is commonly termed quality assurance, or quality control surveil-
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lance. This is the continuing assessment of each step of the analytic

process, from specimen collection to the analysis of the collected data, to

assure accuracy and precision from start to finish.

D. Quality Control Surveillance

Specimen Collection Control — Assuming a valid collection procedure

exists, surveillance procedures appropriate to local conditions can be ap-

plied. The following approaches may be taken:

Blank Collection Vessels — with and without water, in the field.

Split Specimens —A sufficient number of specimen(s) may be collected

from individuals to allow for two (or more) analyses on several (or all) of

each day's collection. The split specimens may be sent to the same labora-

tory or to different laboratories.

Surrogate Field Specimens —Surrogate materials, simulating natural

specimens, may be used in the field to test collection procedures and

separate laboratories. Such specimens may also be used to test the stabili-

ty of specimens in the field by storing them under ambient rather than

laboratory conditions.

E. Analytical Process Control

Calibration — In trace element analysis, the stability of standard

calibrating solutions is always open to question. Unless the validity of the

calibration can be assured by some means, and by a surveillance

procedure remains assured, the entire analytical process is useless. These

approaches may be taken:

a. Fresh solutions. If the fresh new solutions compare well with the old,

assurance is increased: if not, confusion arises.

b. Records of response. In a stable analyfical process, the instrumental

response(s) of calibrators is (are) recorded and used as a quality control

measure.

c. Known normal specimens. Immediate analysis of a carefully drawn

specimen will add assurance of quality.

d. Linearity. In some analytical processes, a number of calibrators suffi-

cient to assure daily (or even each run) linearity may have to be used.

e. Recoveries. In some analytical processes, recoveries may have to be

used to assess analyte content, even for each individual specimen.

f. Blanks. Blank values (or recovery intercept values) must be assessed

as part of daily analysis in many procedures. Blanks are of many types,

and, in the validation process, as many as practical should be explored.
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II. Summary

The control of quality (that is, accuracy and precision) in trace analysis

can be divided into two phases: (1) establishment of quality and (2) con-

tinual surveillance of quality.

Establishment of quality includes the initial establishment of the validi-

ty of the total analytical process from the collection of the specimen to the

interpretation of the data.

Surveillance of quality must also extend to the total analytical process,

including collection of the specimen.

The development and distribution of surrogate specimens appropriate

for trace element studies in biologic materials is the single most effective

step in both the establishment and the maintenance of quality in trace ele-

ment analysis. Such well-characterized surrogate specimens will allow

rapid, efficient, and effective tests for the validity of presently used

procedures and for proposed new analytic procedures. Such surrogate

specimens are essential for accuracy control and for continuous surveil-

lance.
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A meaningful measurement process is capable of producing numerical

values of the property(ies) under test or measurement that are compatible

throughout the measurement infrastructure. By this we mean that all the mea-

surement laboratories within a given industry or technological or scientific

area are capable of and, in practice do, produce measurement values for a

given property on a given material that are identical and immediately compara-

ble within some agreed on uncertainty. Such measurement compatibility

results when accurate measurements are the basis upon which the work is

founded. When a measurement system is accurate, then the numerical values

produced are free of systematic errors and are also precise. We will show that,

in practice, a certain degree of precision must be obtained before assertions of

accuracy can be realistically tested experimentally.

One mode by which accuracy may be transferred to all laboratories within

a measurement infrastructure is through the use of reference materials used in

conjunction with reference methods. At NBS reference materials are called

Standard Reference Materials (SRM's). They are well-characterized materials

(in terms of accurately determined properties) useful for the calibration and/or

assessment of a measurement system. When SRM's are used in conjunction

with a reference method, i.e., one of demonstrated accuracy, then it becomes

possible to transfer accuracy throughout an entire measurement infrastructure.

How this is accomplished will be discussed.

Obviously the assurance of the "built-in" accuracy of the SRM is critical.

How this is done at NBS will be discussed. Finally, currently available SRM"s

useful in trace analysis will be considered, as well as work now in process and

future plans for additional trace SRM's.

Keywords: Accuracy; accurate measurement system; precision; reference

methods; standard reference material; systematic errors.
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I. Introduction

The key word in the title of this paper is "accurate," and it is there

because the theme of this entire Symposium is accuracy. Because there

are no universally accepted definitions of accuracy or accurate analysis,

it is important that these be defined in the context of this paper. We say an

analysis is accurate when the numerical value of the property under mea-

surement is free of systematic error and is also precise. In other papers

[1,2], one of us (J PC) has said that numerical values free of systemafic

error are accurate values, consistent with traditional usage by chemists.

This dual usage of the word accurate (or accuracy) to apply to either the

concept of (accurate) measurement, or to the measurement numerical

value itself is the cause of some misunderstanding. This misunderstanding

is especially true between scientists whose work is primarily physics (or

metrology) oriented, and those whose measurements are concerned prin-

cipally with chemical properties, including composition. Therefore, we
offer this formal definition:

An accurate measurement system is one that produces precise numer-

ical values of the property or properties under test or analysis that are free

of, or corrected for, all known systematic errors. Such values are also re-

lated to the "true value" of the property(ies) under test or analysis.

A full description of what constitutes a measurement system, the vari-

ous kinds of errors, the interactions of accuracy and precision and other

related matters, while germane to this paper, have been adequately

described in the series of articles gathered together in reference [3 ] , and

will not be repeated herein.

An example, not too widely used, will make clear in a graphical way
what is meant by an accurate measurement system. Let us imagine a

marksman shooting at a target (fig. 1). The bull's-eye corresponds to the

"true value," the number sought in most measurement systems. The
marksman is to fire six shots, trying to hit the bull's-eye each time. The
upper part of the figure is the result of the first set of six trials, or

replicates, if you will. Since the hits (or numerical values) are not grouped

together in any consistent fashion, we say immediately that there is no

reproducibility in the system (or, that we are imprecise). As to whether

there are errors of a systematic nature involved, is extremely difficult to

say at this point. We can only guess (hopefully in an educated sense) as to

some physical cause to explain the widespread scatter. We decide to

eliminate the marksman (analogous to the use of more automated analyti-

cal systems), hold the rifle in a vise, and fire off six more shots with the

result shown in the middle of the figure. We now have good reproducibili-
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SRM's are well-characterized (in terms of end-use and with

"quality assurance" mechanisms spelled out) and certified materials

(by International Organizations, National Governmental Laboratories,

National Standard Bodies, and Industrial or Trade Associations),

produced in quantity so as to be continually available vy/ithout regard

to national boundaries:

0 To help develop reference methods of analysis or tests;

/.e., methods of proven accuracy

AND/OR

# To calibrate a measurement system in order to:

• Facilitate the exchange of goods
• Institute quality control

• Determine performance characteristics

• Characterize at scientific frontiers

AND/OR

# To assure the /ong-term adequacy and integrity

of the quality control process.

THUS

Insuring the compatibility and meaningfulness of

measurement throughout the world

for

... Science and Technology

... Production and Distribution

of goods and services

Figure 1. Diagram showing systematic errors in an accurate measurement system.

ty (precision) and are also in the position of being able to ask intelligent

questions concerning the now-evident inaccuracy in our system. We can

now ask what might cause the shots to be high and to the left of the tar-

get—sight incorrectly adjusted; wind not accounted for: or bent rifle bar-

rel? We can now design experiments to test each hypothesis, to identify
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each source of error, and then we can finally either eliminate (physically)

each error or correct for them in subsequent trials. Finally, we arrive at

the desired state, illustrated at the bottom of the figure.

Insofar as this illustration is a fair analog of a measurement system, one

can see that in practice it is necessary to achieve precision before the

study of systematic error can begin in a reasonable way. We shall examine

this proposition in more depth later in the paper.

At this point one could reasonably ask, "Why is accurate analysis

needed?" It can be argued that many analytical methods are relative and

provide numerical values that are dependent on the method used or are

relative to agreed on artifacts, serving as standards. Indeed, such relative

measurement systems are of the greatest practical importance. For exam-

ple, the entire synthetic rubber industry's measurement process is based

on relative rather than accurate or "true value" measurements. In this in-

dustry, the instruments that measure the properties of importance, e.g.,

viscosity, tensile strength, etc., are calibrated with "standard" rubbers

that have been made from recipes agreed on by the industry. These stan-

dard rubbers are compounded from NBS rubber and rubber compounding

SRM's according to the American Society for Testing and Materials

(ASTM) methods. Thus, all subsequent measurements made throughout

this industry are referable to this common base.

Problems arise, however, when measurements must be compared

across different technical or scientific fields, because standard measure-

ment practices are rarely used or transferable across different fields. For

example, in the sugar industry glucose is sometimes measured by a

method involving the reduction of copper. In clinical chemistry glucose in

serum is often determined by an enzymatic reaction. Neither method is

based on accuracy and thus results across these two fields are not directly

comparable. Yet this is not a farfetched example when one considers that

in a study concerning the nutritional value of certain foods or metabolic

studies the glucose intake value (from sugar industry) might be compared

with an output value (from clinical chemistry lab). Here relative values

will not work and, indeed, may cause more confusion than understanding.

Measurements that have legal implications have less complications

when the measurements are made on the basis of accuracy, since all con-

cerned are measuring from a fixed, nonfloating base {i.e., the true value).

Indeed, the greatest argument in favor of accurate measurement is that

of assuring compatibility in measurement. By compatibility we mean, as

the dictionary says, the capability of getting along well together. Thus,

since there can be only one "true value" or accurate value for a given pro-

perty in a given material, and if all the measurers within a given measure-
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ment infrastructure obtain that value (within some agreed-on-beforehand

uncertainty), then all are indeed compatible, i.e., they get along well

together since there is no reason for disagreement — as far as the measure-

ment is concerned at any rate. In such a measurement infrastructure,

accuracy assures compatibility on an independently realizable basis.

How does one, then, in practice, spread measurement accuracy

throughout the measurement infrastructure? One of the most direct ways

of achieving this goal is to provide scales— and methods, which describe

the use of the scale — that are accurately calibrated. Since we are con-

cerned at this Symposium with the accurate analysis of materials in trace

quantities, our scale becomes a material or materials of accurately known
composition and our methods we will call reference methods. In the

United States well-characterized materials are called Standard Reference

Materials (SRM's), if produced and certified by the National Bureau of

Standards.

In the balance of this paper we will discuss: (1) what an SRM is; (2)

how NBS builds accuracy into its SRM's; (3) how an SRM serves as a

transfer mechanism for helping to bring about or to assure accurate mea-

surement; (4) currently available and planned SRM's useful in trace anal-

ysis.

II. Standard Reference Materials

The formal definition used at NBS to describe an SRM is shown in

figure 2. Note that the definition is cast primarily in terms of the end-uses

of SRM's. There is now serious consideration, at least on the international

scene to drop the "Standard" from the phrase Standard Reference

Materials and to call the entire hierarchy of materials that are used for one

or more of the purposes described in NBS definition by the generic term,

"Reference Materials." The various classes would then be appropriately

modified, e.g., Certified Reference Materials for those reference materials

whose properties have been guaranteed or certified by recognized stan-

dards bodies. Other classes of reference materials now in existence but

not yet uniformly named might include: e.g., Secondary Reference

Materials— materials whose properties have been checked by or against

Certified Reference Materials; Commercial Reference Materi-

als—materials produced commercially for reference purposes, but whose
guarantee rests solely with the producer. Other possible examples come
readily to mind.
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Inaccurate

Measurement

System

Systematic errors

may be present;

no reproducibility

Precise but

Inaccurate

Measurement

System

Systematic error(s) present;

length of B is measure

of systematic bias;

good reproducibility

Accurate

Measurement

System

Systematic errors removed;

precision maintained

Figure 2. Formal definition of a Standard Reference Material.

It should be noted that the International Union of Pure and Applied

Chemistry Commission 1.4 on Physicochemical Measurements and Stan-

dards will in all likelihood recommend to the entire body the use of

"Reference Materials" as the generic class name with three sub-classes:

(1) Pure Substances as simple chemical entities that are used to realize the

International System of Units (SI) base units or other important scales,

e.g., the International Practical Temperature Scale; (2) Calibration and

Test Reference Materials (CTRM's) to include all reference materials not
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in the class of Pure Substances, and also not certified; and (3) Certified

Reference Materials —those CTRM's certified as described in the NBS
definition.

III. Building Accuracy into SRM's

If, as we will show later, the SRM is to serve as the mechanism for

transferring or spreading accuracy throughout a measurement infrastruc-

ture, then the numerical values of the properties measured and certified

for an SRM must first of all be in themselves accurately known. Thus, the

certifying laboratory must have formal mechanisms established to insure

this result. At NBS three modes of measurement are used to assure that

the values of the SRM property(ies) are accurate. These are: (a) definitive

methods, (b) reference methods, (c) two or more independent and reliable

methods.

A. Definitive Methods

In the first mode, measurement of the property is done using a method

of analysis resting on 'Tirst principles." In clinical chemistry such a

method has been given the name ''definitive method,'' and will be the

name used in this paper. A definitive method is one in which all major sig-

nificant parameters have been related by direct or a solid chain of

evidence to the base or derived units of the SI. Thus, if mass, time, and

temperature are critical parameters in the measurement process then in

the exposition of the written method, the scientist will say how each of

these has been controlled, how traceability to the base or derived units

has been accomplished, how stability with respect to these has been as-

sured, etc. Further, he will be able to give with a high degree of confidence

bounds to the limits of uncertainty {i.e.. the limits to the system.atic er-

rors).

Although not describing an SRM for trace analysis, the paper by Arm-

strong et al. [4] outlining the calorimetric method used for the measure-

ment and certification of the Benzoic Acid SRM 39i is an example par ex-

cellence of the definitive method.

The article by Moore et al. [5 ] outlining a definitive method, the deter-

mination of calcium in serum by isotope-dilution mass spectrometry (ID-

MS), is an example in the trace field. Calcium in serum is found at the 2 to

3 millimoles per liter level.
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At NBS, ID-MS has been used extensively as a definitive method for

the accurate measurement of inorganic constituents at the trace levels.

The equation which relates concentration to the analytical parameters is:

sp = Weight of spike solution, grams

c = Concentration of spike, ;umoles/gram of solution

= Atomic fraction of isotope A in spike

Bsp = Atomic fraction of isotope B in spike

A = Atomic fraction of isotope A in sample

B = Atomic fraction of isotope B in sample

R = Experimentally measured ratio of A/B in the spiked sample

M = Atomic weight of analyte

= Weight of sample, grams

The power of the ID-MS method rests on two aspects. First, all chemi-

cal manipulations are done on a weight basis and involve straightforward

stoichiometric separations, precipitations, etc., to determine Wsp, C, and

Ws. Second, the mass spectrometric determinations involve only ratios

and not the absolute determinations of the isotopes involved. Therefore,

no instrumental corrections or errors are involved. This, of course, is an

oversimplification of the experimental situation and readers are urged to

examine the reference given above.

In table 1 are given the actual analytical data for the uranium content of

the NBS Trace Elements in Glass SRM 6 1 4- 1 5 , as determined by ID-MS
at NBS.

Further evidence of the power of this technique and mode of operation

is shown when one examines the final certified numbers for all four con-

centration levels [6].

Concentration of sample (wt)
W.pClAsp RBsp] M

BR - A ' Ws

Table Uranium in glass by ID-MS {definitive method)

Replicate number Concentration (ppm)

1

2
3

4
5

0.824
.823

.822

.823

.823

X = 0.823; a = ±0.0007

The certified value is 0.823 i 0.002 ppm (wt). The expressed uncertainty includes method
imprecision, an allowance for estimated, unknown systematic error, and includes hetero-

geneity of the entire SRM lot of material.
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Over a period of time the measurements of the uranium content were

made on all four of the trace element glasses at four different concentra-

tion levels. In addition, each measurement was made on different portions

of the material so that the final uncertainty quoted includes the material

heterogeneity, the method imprecision, and an allowance for unknown
systematic error. See table 2.

A brief examination of the data in table 2 shows that the relative uncer-

tainty of about 0.25 percent is constant over a wide range of concentra-

tions. This indicates strongly that the method is unbiased insofar as con-

centration effects are concerned. At the lowest concentration level, the

uncertainty becomes larger as might be expected when one begins to ap-

proach the region where blank corrections start to become significant.

Other measurements by non-NBS laboratories using this and other

techniques have confirmed the accuracy of this method.

Obviously, limitations of time, money, technical skills and resources

preclude the widespread use of the definitive method. Further, most

analytical methods cannot ever be classified as definitive methods,

usually because there is no straightforward theory that relates all the ex-

perimental variables to the final result. It would be difficult, if not impossi-

ble, e.g., to conceive of a definitive method based on emission spectrosco-

py simply because the theory that relates the energy (or light intensity) in

a given spectral line to the concentration of the excited species is much
too complex for direct laboratory validation.

Table 2. Trace uranium in glass

SRM number Certified value Uncertainty

Percent

relative

uncertainty

610-611 461.5 1.1 0.24
612-613 37.38 0.08 .21

614-615 0.823 .002 .24

616-617 .0721 .0013 1.8

B. Reference Methods

As defined here, a reference method is a method of proven accuracy.

Here the accuracy of the method rests on or is demonstrated usually by

(but not always), a definitive method. One may immediately ask why not

use the definitive method itself as the reference method. The answer is

primarily economic, secondarily, technical. Definitive methods are. as
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was indicated above, expensive, time-consuming and often require special

apparatus and highly skilled scientists. Reference methods are generally

arrived at by consensus. That is, fairly extensive testing of the accuracy

claims are made by a number of laboratories before its status is accepted

by the measurement laboratories that will be using the method. One of the

largest compilers of such methods is the American Society of Testing and

Materials. Issued annually the latest edition of the Annual Book of

ASTM Standards consists of 32,000 pages and includes over 4,700

ASTM standards, a substantial number of which could be called reference

methods [7] . In technical areas where ASTM methods have been widely

used and accepted, such methods are often used by NBS for the measure-

ment of a candidate SRM. When SRM 1261 , Low Alloy Steel, was in the

preparation stage, it was decided to use a spectrophotometric ASTM
reference method for antimony, even though the method was in the verifi-

cation stages for inclusion in ASTM Methods E-350. This could be done

because the accuracy requirement for antimony at the 0.004 percent level

is not very stringent. Representative data from two laboratories are

shown in table 3.

Because of the extremely important role reference methods play in as-

suring accurate measurement, we detour at this point away from the main

theme to show how the accuracy of the reference method itself is proved

or demonstrated.

Table 3. Antimony in steel (SRM 1261)

Reference Method—ASTM E-350 Brilliant Green

Antimony (wt %)
Replicate number

Lab 1 Lab 2

2

3

4

5

6

0.0045

.0039

.0039

.0041

.0036

.0035

0.00462
.00463

.00456

.00461

.00459

Mean and standard deviation 0.0039 ± 0.0004 0.0046 =±1 0.00003

Certified Value 0.0042 percent.
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7 . Demonstrating the A ccuracy ofa Reference Method

To reemphasize, a reference method is a method of test or analysis that

will provide accurate numerical values of the property under considera-

tion. The critical question is how does one demonstrate or prove that a

particular analytical method produces accurate results. One could

proceed from a first principle approach as mentioned earlier. Alternative-

ly, one can test the method with a material(s) whose property(ies) have

been accurately determined, e.g., an SRM. It is this latter approach that

we wish to examine in some detail.

There are five major steps in the process. These are:

Step 1. Establish the accuracy goal, or (put another way), the degree or

limit of inaccuracy to be allowed from the "true value." The accuracy

goal should always be set in terms of the end-use requirements. Some
scientists say that as a matter of principle one should always aim for the

highest possible degree of accuracy. If there were no pragmatic consider-

ations of time, effort, economic cost, etc., we would agree. However,

many, if not most, analyses are performed in response to economic,

or legal, or technological needs and are therefore under serious time

or cost constraints. For these reasons we say that the accuracy goal

should be set just high enough to meet these practical considerations,

with, however, an extra degree of accuracy built in to allow for advances

in the state of the art. At NBS this latter factor is often set at about a

factor of three higher than the pragmatic end-use goal.

Step 2. Choose the candidate method, which when demonstrated to

produce accurate results becomes then the reference method. The can-

didate method should, if possible, be an already well-studied method,

especially with regard to its precision and systematic error content. As
will be shown shortly, it is important that the precision be considerably or

at least potentially better than the accuracy goal set.

Step 3. Determine the "true value" of the property(ies) under considera-

tion in a homogeneous, stable lot or batch of material similar in charac-

teristics to the material to be analyzed or tested by the reference method.

This may be done through the use of a properly chosen definitive method.

Alternatively, an SRM may be used for this purpose. The second choice

is preferred especially in terms of time saved and economic cost.

Step 4. Use the candidate method protocol {i.e., the step-by-step

procedure), determine in a sample of the material from Step 3 , the numeri-

cal value of the property under study. The deviation of the mean (x) from

the true value (TV) is a measure of the systematic bias of the candidate

method. If this bias is less than the limit of inaccuracy required of the
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reference method, then the candidate method is (or has become, if you

will) the reference method.

Step 5. If the found systematic bias is greater than the established limit of

inaccuracy, then the candidate method must be further studied to identify

sources of systematic error still inherent in the candidate method. As
these systematic errors are identified, the candidate method protocol is

revised as necessary to remove or eliminate (by correction) sufficient

systematic errors so the condition stated in Step 4 is finally reached.

These five steps are shown graphically in figure 3. The circled numbers

1 through 5 correspond to steps 1 through 5, above. The following should

be noted:

(a) limits of inaccuracy, or alternatively, accuracy goals are usually set

symetrically around the ''true value." The figure shows only the negative

bias side. A mirror image of the figure to the right of the true value line ex-

ists but is not shown.

(b) in this figure, the accuracy goal would be stated as "the accuracy

goal of this reference method, when demonstrated, shall be such that the

numerical value of the mean (for the property under analysis or test) shall

be within plus or minus two (2) percent of the "true value."

(c) at 2 on the figure, we have shown a typical normal distribution for

the x's of a large number of replicate determinations using the candidate

method. The precision of the candidate method must (as we will show

shortly) be several times "better" than the width of the limit of inaccura-

cy.

Limit of

Inaccuracy

of method

If X with its uncertainty

falls within Zone A,

then CM is RM

If not, then excess

systematic biais, B,

must be identified

and removed

True

Value

(D

®

Accuracy

Goal ±Y% of

'*True Value"

Usually Symmetrical

Around True Value

(only one side shown)

95 96 97 98 99 100 101

um.erical Value of Property Measured

Figure 3. Demonstrating accuracy of reference method.
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(d) the "true value" point, 100 in this figure, is determined indepen-

dently using a definitive method or embodied {i,e., known and certified) in

an SRM.
(e) condifions 4 and 5 are those set forth in steps 4 and 5, above. CM is

"candidate method" and RM is "reference method."

2. The Role ofPrecision in Demonstrating Accurate Measurement

Is it possible to have an accurate measurement system that is im-

precise? In principle, it would seem the answer is yes, because precision,

or repeatibility, has no connection with deviations from "true values." We
have examined this question from a more pragmatic point of view. Let us

scrutinize the following assertion made about a particular method of anal-

ysis: "Measurement method A is accurate, but in its present state of

development, it is rather imprecise." We now ask the assertor to give his

best estimate in terms of the accuracy and precision of method A. He an-

swers: "I would estimate that method A is capable of providing answers

that are within plus or minus one-half percent (±0.5%) of the 'true

value.' "The standard deviation ofimprecision is assessed to be 2 percent.

We now ask can this assertion be reasonably tested experimentally?

In figure 4 we have plotted for 20 replicafions (circled points) random

numbers drawn from a normal distribution where the "true value" mean
is taken to be zero. These are shown as deviations from the "true value"

mean= 0. When the proper calculations have been performed for this

population we find:

X (populafion mean) = 0.26

n (replications) = 20

s (standard deviation) = 2.12

t (Student's t) = 2.09

From this we calculate the 95 percent confidence interval for the mean

to be — 0.73 to 1.26, shown as dotted lines in the figure. The 95 percent

confidence interval for the mean is equal to ts/Vn! Under these condi-

tions, as set forth above, it is impossible to test the assertion that the inac-

curacy of the method is ±0.5 percent (deviadon from the true value) as

was claimed. For the assertion to be testable the confidence band must be

well within the accuracy zone. In such cases as this there are two alterna-

tives. One can make further replications to reduce the confidence interval

so that it falls within the zone of accuracy. In this instance, n would have

to be increased to more than 60, obviously an unhappy choice if costs and
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Figure 4. The role of precision in demonstrating accuracy.

time are involved, as is usually the case in actual laboratory trials. The al-

ternative is to increase the precision markedly.

In figure 5, we examine the same situation as in figure 4, except that the

precision has now been improved, the standard deviation now being T =
0.5. The data for a sample of 20 from this population yielded the follow-

ing:

x=0.06
n=20
s = 0.48

t=2.09
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Figure 5. The role of precision in demonstrating accuracy (improved precision).

The 95 percent confidence interval for the mean now extends from

— 0.16 to 0.28. which is well within the zone of accuracy, and we now con-

clude that the assertion can readily be tested.

Thus, we may say that while a claim for an accurate but imprecise

method ma\- be made, such a claim can be tested experimentally only

when a very large number of replications can be performed. Practically,

it will usually be more expeditious to work on improving the precision of

the method.
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Cali et al., in writing about the development of a reference method for

the determination of calcium in serum [8,9], have discussed in great

detail the necessary steps required to establish the validity of reference

methods in general.

C. Two OR More Independent AND Reliable Methods

It often happens that for a particular SRM, especially those in new or

advanced state of the art areas, definitive or reference methods simply

do not exist. In these instances, at NBS, we then require that the

property under measurement be made by at least two independent and re-

liable methods. By independent we mean that the basic principles used for

the analysis must be entirely different. A copper, e.g., determined by

atomic absorption spectrometry and a spectrophotometry would qualify;

copper determined by two variations of a titrimetric procedure would not.

By reliable we mean that the candidate method must have been success-

fully used in similar analytical situations (same concentration range,

similar interferences, etc.) as that pertaining to the SRM system. Further,

the method must be one where the investigator can make a confident

statement, based on experience, as to the estimated systematic errors in

the method. These errors must be small relative to the accuracy required

for the property of the SRM under test.

This approach is based on the rationale that the likelihood of two inde-

pendent methods being biased by the same amount and in the same

direction is small. Therefore, when the analytical results agree, then we
can state with some assurance that they are likely to be accurate results.

Of course, agreement by three methods (or more) essentially guarantees

such a conclusion.

In practice at NBS many SRM's are certified for trace elements using

this mode, because there are a wide variety of techniques and methods

available. A recent example of the use of this mode is the NBS
SRM — Mercury in Water (SRM 1642). Three strikingly different ana-

lytical techniques were used: isotope dilution spark-source mass spec-

trometry (SSMS), atomic absorption spectrometry (AAS), and neutron

activation analysis (NAA). The results of 10 replicate determinations by

each of the three techniques are given in table 4.

At the nanogram concentration level for this SRM, these results must

be considered to support the certified value with a large degree of con-

fidence.

The interlaboratory comparison mode, or "round-robin" has been

widely used both at NBS and in other national laboratories for the certifi-
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Table 4. Analytical data for mercury in water, SRM 1642 (ng/ml)

57

Replicate number (SSMS) (AAS) (NAA)

1

2
3

4
5

6

7

8

9

10

1.187

1.172

1.204

1.185

1.216

1.168

1.186

1.178

1.148

1.225

1.16

1.16

1.15

1.16

1.15

1.21

1.18

1.20

1.12

1.21

1.12

1.15

1.01

1.13

1.29

1.08

1.13

1.20

1.21

1.07

Mean = and 5^ 1.187 ± 0.023 1.17 ± 0.029 1.14 ± 0.080

Certified value: 1.18 ± 0.04 ng/ml.

cation of SRM's. This mode is a variation of the two or more independent

and reliable method approaches we have been describing. It is a mode that

must be used with the greatest restraint and under very carefully

prescribed and controlled conditions. At NBS, this approach is used only

when these circumstances apply: (1) the SRM under study is in a techni-

cal area that is well-established and one where many good, reliable

methods exist; (2) each of the laboratories in the network are of very high

quality and are known to produce very reliable results; (3) each laboratory

agrees to the conditions set forth by NBS; (4) NBS controls the experi-

mental design and evaluation of data; (5) a previously issued SRM (either

the predecessor, if a renewal SRM, or else one having similar properties

to the SRM candidate) is used by each laboratory as an internal quality

control check during the course of the work. When these conditions are

met and maintained this mode may be used with assurance to produce

SRM's of high accuracy and integrity. Alternatively, when operating con-

trols are lax or missing, the results of such exercises are often misleading

and confusing and should never be used to certify SRM's.

IV. The SRM as a Mechanism for Transferring Accuracy

Obviously not every laboratory within a given measurement infrastruc-

ture has the capability or interest or economic incentive to make accurate

measurements from first principles. By this we mean the development,

testing, and utilization of an analytical method starting from a theoretical
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basis, through the experimentation necessary to prove the method (e.g.,

specificity, sensitivity, allowable limits to ambient variability, etc.), the

elucidation of sources of systematic error, the removal of or correction of

identified systematic errors— all in a sense, starting from scratch. It is

principally to bypass this long, time-consuming, expensive process that

there has come into being standard, or umpire, or recognized methods of

analysis that hopefully have been put to the test and which any qualified

scientist can now use with confidence. The SRM is an important and in-

tegral part of this process for it provides a material with a known answer.

If the SRM is run through the measurement process and the certified

answer is obtained, then one may with some assurance expect that the

measurement process will yield the correct value for the unknown materi-

al (of similar nature to the SRM).
Let us imagine a laboratory within a measurement infrastructure faced

with the problem of becoming compatible with sister laboratories. We
further suppose that the measurement problem is the determination of

trace amounts of copper in a botanical matrix. Further, we know an SRM,
Orchard Leaves, is available in which copper at the level of interest has

been measured and certified. Finally, our analytical method is neutron ac-

tivation analysis.

Now the theory that relates all the pertinent parameters to the copper

content of the sample is well-established, and we could therefore proceed

from a first principles approach. First we would determine experimentally

the value of each of the parameters in our equation, and calculate the

answer. Then we would evaluate the magnitude of the systematic errors

of each of the parameters and combine these appropriately to give an esti-

mate of the inaccuracy of our result. The equation of interest states that

the number, N, of copper atoms in a unit weight of sample is:

N=f(i,<f>,(jAutJ)

where / = isotopic abundance of the copper nuclide activated by the

nuclear reaction induced; (/> = neutron flux to which sample is exposed; a
= nuclear cross section for the reaction that produced the copper

radionuclide; At= radioactivity induced in the copper radionuclide deter-

mined at time t; t = time elapsed from end of irradiation to counting; and

T = duration of irradiation.

Now Cali and coworkers [10] have shown that radioactivation analy-

sis has inherent within it potentially large uncertainties when the first prin-

ciples approach is used. Uncertainties of 50 percent or more are not un-

common in several of the factors appearing in the equation. Experienced

investigators will not use this approach if alternatives are available.
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Having discarded the above approach, our laboratory scientist might

decide to test his copper procedure by using the Orchard Leaves SRM to

see if he could obtain the certified values of the copper content ( 1 2 ± 1

Mg/g).

This would be done by irradiating simultaneously a small, but accurate-

ly known weight of pure copper and a known weight of the SRM. Condi-

tions during irradiation and during determination of the two induced

copper radioactivities would be identical (or with very small differences)

and thus all the factors would cancel in the two equations except the N's

and the /4 's leaving:

^SRM ~ ^Cu MsRmMcu)

As was shown earlier, the analyst must know or determine the method

precision and it must be considerably smaller than the overall uncertainty

(in this case ~ 8%) if he is to know whether his method gives results that

fall within the accuracy range of the certified value.

Now if the property(ies) of the SRM have been accurately measured

and certified, then the SRM when used as just described is capable of

transferring its accuracy in turn to the laboratory using it. If the accurate

answer is obtained for the SRM, then, again with some confidence, the

unknown will yield an accurate answer. Deviations from the correct

answer, making, of course, allowances for the imprecision of the method,

are known immediately to be the result of systematic errors. These, if

present, can be investigated, found, and removed, so that the corrected

measurement process used is on the basis of accuracy. The laboratory will

thus achieve compatibility, independently realized, with all other labora-

tories within the measurement infrastructure that are applying the same

control and validation procedures, i.e., using the same SRM, and correct-

ing for systematic errors if necessary.

V. Currently Available and Planned

NBS-SRM's Useful in Trace Analysis

The list of currently available NBS-SRM's that the analyst will find

useful in helping to bring about the more accurate measurement of trace

constituents is shown in table 5. Space does not permit a complete listing

of all the trace constituents measured and certified. This information is

contained in the NBS-SRM Catalog [11].

There is no argument that it would be most desirable to have an SRM
for every conceivable matrix, because matrix interference effects are one



60 Accuracy in Trace Analysis

Table 5. NBS-SRM's useful in trace analysis currently available

SRM No. Name Certified for:

1 11571 Orchard Leaves 14 trace elements, 5 major and minor elements

1577 Bovine Liver 9 trace elements, 3 major and minor elements
£.r\o /CIO Trace Element 35 trace elements (not all certified)

Glasses
1 /CI T Trace Elements in 14 trace elements mcludmg Pb, Hg, Cd

Coal
1633 Trace Elements in 12 trace elements

riy Asn
lo3U Mercury in Coal Hg 0.U3 ppm
1610-1613 Hydrocarbons in Air Methane m air 0.0001 to 0.1 mol/percent

16(J4-16Uo Oxygen in Nitrogen Oxygen 1.5 ppm to 978 ppm
16U1-16U3 Carbon Dioxide in CO2 300-400 ppm

Nitrogen
1677-] 681 Carbon Monoxide Carbon monoxide 10-1000 ppm

in Nitrogen
1665-1669 Propane in Air Propane 2.8-475 ppm
IOZj— lOZ

/

SO2 Permeation Tubes Permeation rate of SO2 @.56—3 /xg/min

607 Potassium Feldspar Rb, Sr content, Sr isotopic ratio

685 High Purity Gold Cu, Fe, In

680-681 High Purity Platinum 12 trace elements
682-683 High Purity Zinc 6 trace elements

726 Intermediate Purity 24 trace elements

Selenium

of the largest sources of systematic bias, especially true in trace analysis.

Indeed, NBS in past years has tried to provide SRM's with the exact com-

position as the samples to be analyzed. Thus, the NBS metal SRM's (over

350 types) were made in adherence to this principle. However, with a

greatly increased demand and need for SRM's in areas of environmental

and health-related measurement the capability of NBS to continue along

this path does not exist. Thus, we have produced a botanical SRM
(Orchard Leaves) that has wide applicability over a wide range of

matrices— as long as these are botanical in nature. Similarly for our

biological matrix SRM (Bovine Liver) and our glass matrix SRM's (Trace

Elements in Glasses). That these SRM's are meeting a widespread need

is evidenced by substantial sales and by their being referenced quite ex-

tensively in the recent analytical chemical literature.

On the other hand the lack of a standard is sometimes more easily real-

ized. For example, the importance of chromium in biological systems has

been well documented [12]. In May of 1974, a workshop on the

problems of chromium analysis was held at the University of Missouri

Trace Substances Research Center. The consensus of attending scientists

was that the many worldwide projects relating chromium deficiencies to
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a variety of diseases are severely limited by analytical difficulties and lack

of agreement on analytical data. Values reported at this workshop for the

chromium content in the NBS-Bovine Liver SRM varied from 50 to 700

ppb. The discrepancies are apparently caused by the inconsistent

behavior of volatile metallo-organic chromium compound, known as the

Glucose Tolerance Factor (GTF). This factor has been found to be ex-

tremely important in the treatment of diabetes and is possibly important

in other medical and health problems including aging. At present this fac-

tor cannot be quantitatively determined due to the lack of a definitive

chromium standard containing this compound. It has been proposed that

NBS prepare a Brewers Yeast Standard which contains chromium

predominately as GTF. This proposed work is currently being evaluated.

In table 6 is given a list of trace element SRM's that are currently in the

R&D or production stages. Note the heavy emphasis on environmental

SRM's.

Finally in table 7 are listed some of the candidate SRM's. We
emphasize that this is a representative, but not a complete or final listing.

Table 6. SRIWs currently being prepared and of significant value in trace analysis

Name To be Certified for:

Mercury in Water Hg at 2 constituent levels 1 ppm 1 ppb
Lead in Gasoline Pb at 4 constituent levels

Citrus Leaves, Pine Needles, Tomato Similar to Orchard Leaves

Leaves, Alfalfa

NO2 Permeation Tubes Permeation Rate of NO2
Copper Benchmark Standards Approximately 23 trace element

impurities

River Sediments Standards for Radio- Especially environmentally important

activity radionuclides

Table 7. SRM Candidate materials under consideration

Methane and Non-methane Hydrocarbons in Air
Vinyl Chloride in Air

Trace Elements in Oyster Meats
Spinach—Trace Elements, Nutrient Elements
Grain—Trace Elements, Nutrient Elements
Brewers Yeast—Especially Chromium
Industrial Hygiene Standards—Toxic Constituents
River Sediment—Industrial Pollutants

Calcium in Steel

Trace Elements in High Temperature Alloys—Especially Bi, Pb
Rare Earth Elements in TEG's (Glass)

Trace Elements in Aqueous Solutions—Water pollution

. . . and many others yet to be fully identified and whose needs are not yet fully justified.
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At NBS the assessment of needs and priority evaluation for production

scheduling is a continual process, and items are being constantly added,

and sometimes deleted.

VI. Conclusion

SRM's play an important role in trace analysis. Because the properties

are measured and certified on the basis of accuracy, then, any laboratory

through the use of such SRM's as are appropriate to its problem, may
place its analytical results on an accuracy basis. It has been asserted, and

we believe it is true, that when the laboratories in any given infrastructure

have moved onto a basis of accuracy then all such laboratories' results are

compatible. By compatibility we mean that the results, being related to the

"true value," now agree within the uncertainties that have been stated by

each laboratory. In this day of confusion about the validity and "correct-

ness" of analytical data, upon which widespread and far reaching social,

political, and economic decisions are made concerning environmental or

health affairs, such measurement compatibility is greatly to be desired and

indeed required if rational decisions are to be reached.
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With the recent realization that trace elements have a very important role,

either beneficial or harmful, in man, trace element analysis has become an in-

creasingly important field of research in clinical medicine, biology, nutrition,

and environmental studies. Many researchers have investigated the amounts

of various elements in man, animals, plants, and types of tissues.

The interpretation of trace analytical results for biological materials is

discussed from the viewpoint of their accuracy. Interpretation of results of an

analysis of an unknown sample depends to a great extent on prior evaluation

of the analytical method employed. The accuracy of the method is best deter-

mined by the analysis of standard samples. In the absence of standard samples

of a similar nature to the unknown samples, the results of the method are com-

pared with those obtained by other methods of analysis. Both of these ap-

proaches are discussed. An evaluation of published results for the determina-

tion of the 15 trace constituents in the standard reference material Orchard

Leaves is presented from the viewpoint of accuracy.

A case history is presented to illustrate the problems associated in the

development of a method for a biological sample and the evaluation of the ac-

curacy of the method.

Keywords: Accuracy; biological materials; data interpretation; standard

materials; trace elements.

I. Introduction

During the past few years there has been an increasing realization of

trace element chemistry in biological systems. This awareness has been

stimulated by the rising concern in industrial nations of the impact of man

on his environment and its biological effect on him. Of primary sig-

65
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nificance is the role played by trace elements and whether or not they are

beneficial to the biochemistry of man.

It has been known for several years that a number of trace elements are

of biological significance to man, but only recently has it been shown that

these substances are required nutrients [ 1 -3 ] . The essential trace ele-

ments are Co, Cr, Cu, F, Fe, I, Mn, Mo, Se and Zn with Ni, Sn and V
possibly essential. They have specific metabolic functions, and deficien-

cies of them result in syndromes that in certain cases have been observed

in man. Certain trace elements such as Li, Be, Ba, Ni, Ag, Cd, Hg, As, Sb,

Bi, Pb, and Br can also be correlated with adverse effects in man. See

figure 1.
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Figure 1 . Important elements in biological material.

With the realization that trace elements have a very important role,

either beneficial or harmful, in man, trace element analysis has become an

increasingly important field of research in clinical medicine, biology,

nutrition, and environmental studies [4]. Various researchers have in-

vestigated the amounts of various elements in man, animals, plants, and

types of tissues [2,5,6]. Many different techniques have been used for

these measurements such as flame emission and atomic absorption spec-

trometry, neutron activation analysis, emission spectroscopy, spark

source mass spectrometry, x-ray fluorescence, and electroanalytical and

chemical analysis. There is no dearth of methods for trace element analy-

sis so that the study of biological samples would not appear to present any

problems. Certainly the analytical literature has been continuously bom-

barded with review articles comparing the relative merits of different

techniques in a general qualitative fashion. Just how good are these dif-
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ferent trace methods? The goal of this paper is to discuss the interpreta-

tion of analytical results for biological materials from the viewpoint of

their accuracy.

II. Discussion

The ultimate goal in quantitative analysis is accuracy, i.e., the ability to

approach the "true" value. Errors affecting an experimental result may be

classified as either systematic or random. The former, occasionally

referred to as determinate errors, are due to causes over which the analyst

has control, and their undesirable effects on the accuracy of the result can

be avoided or corrected. Random errors are not subject to control and are

manifested even in the absence of systematic errors, by variations in the

result. Although the magnitude of random variations can be reduced by

carefully keeping all operations identical, they are never eliminated entire-

ly. The precision of the results thus depends on the random errors. In this

situation the distinction between precision and accuracy becomes less ap-

parent, that is the precision defines the accuracy that can be achieved in

the absence ofsystematic errors [7 ]

.

To develop a highly accurate method requires considerable time and ef-

fort; however, not all biological analyses require the ultimate in accuracy.

The degree of accuracy required in a trace element determination in

biological materials depends on the nature of the study. At one extreme,

the analyst may be requested to determine small changes in concentration

on the order of a few percent, thereby requiring methods of the highest ac-

curacy and precision. Often, survey analyses of large numbers of samples

for large numbers of trace elements are requested where lesser accuracy

is permissible.

As mentioned earlier a variety of techniques have been used to analyze

biological samples. These techniques can be classified according to their

ability to provide either single-element or multielement information in a

given analysis. The single element techniques which include flame emis-

sion and atomic absorption spectrometry, neutron activation analysis,

isotope-dilution mass spectrometry, electrochemical and chemical analy-

sis, involve optimization of conditions to provide maximum accuracy for

the determination of the element of interest. Although some of these

techniques can provide simultaneous information on a few elements, the

only really comprehensive techniques at the present time are emission

spectroscopy, spark source mass spectrometry, x-ray fluorescence, and

instrumental neutron activation analysis or activation analysis with radio-
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chemical group separations followed by high resolution gamma spec-

trometry. These serve as valuable survey methods; however, they involve

a compromise in experimental conditions to produce an average optimum
condition for the simultaneous determination of many elements. As a con-

sequence, these methods result in unequal accuracy for the various ele-

ments present in biological samples. The judicious use of techniques for

the type of information desired is implied.

Now that we have recognized that some methods of measurement may
be inherently more accurate than others, the problem still remains to in-

terpret the results of an analysis in terms of their accuracy and consistent

with the use to which the numbers are to be put.

Interpretation of the results of an analysis of an unknown sample de-

pends to a great extent on prior evaluation of the analytical method em-
ployed. The accuracy of the method is best determined by the analysis of

standard samples. In the absence of standard samples of a similar nature

to the unknown samples, the results of the method are compared with

those obtained by other methods of analysis.

A. Use of Standard Samples

Until recently there did not exist certified standards for trace element

determination in biological matrices. In 1971 the National Bureau of

Standards announced the availability of the first of a series of botanical

standard reference materials analyzed for chemical elements [8]. This

material, identified as SRM 1571, Orchard Leaves, is presently certified

for 15 trace constituents, two minor constituents, and three major con-

stituents. Values for nine additional elements are provided but not cer-

tified. In 1972 the first animal tissue, SRM 1577, Bovine Liver, was made

available which is certified for 1 1 trace elements [9 ]

.

Prior to the availability of these SRM's, a number of uncertified stan-

dard biological materials were made available by various laboratories to

permit the standardization of laboratory analyses over an extended period

of time, as well as to allow an intercomparison with the work of other

laboratories. These include dry plant materials [10-15], animal tissue

[15], blood sera [16] and clinical standards. The material for which

most analytical data exists is Bowen's Kale sample. These materials

should not be confused with the certified standard reference materials

which have been carefully prepared and analyzed by the NBS over a

period of time using methods with high reliability.

In the 3 years that the Orchard Leaves standard reference material has

been available, only a limited number of trace analytical studies have been
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reported in the literature involving their use. It is interesting, however, to

examine these results in order to evaluate the effectiveness of the various

methods in approaching the ''true'' values, i.e., the certified values. Table

1 summarizes these trace element values and the methods employed along

with the NBS certified values arranged in decreasing order of concentra-

tion. The indicated limits on the concentration are equal to the entire

range of NBS observed results, or two standard deviations (commonly

referred to as the ''95 percent confidence limit"), whichever is larger. The

respective laboratories have not been identified to preserve anonymity.

Since only 7 of the 15 certified trace elements have 4 or more reported

values with a maximum number of 8 for Zn, a rigorous statistical treat-

ment is impossible. In addition to the need for larger numbers of values,

it would require calculating weighted averages for each component, mak-

ing due allowance for the respective variances of all the methods used. In-

stead, we are forced to examine the spread of values for any given ele-

ment, bearing in mind the various factors contributing to the spread.

In the case of Fe, of the 7 reported values only 2 RNAA values fall

within the NBS limits, while the highest and lowest outliers with 14 per-

cent and 35 percent deviations, respectively, were reported using SSMS.
Three values fall within the limits for Mn, with SSMS once again produc-

ing the highest and lowest outliers. Two of the 3 reported values for Na
fall within the limits while SSMS resulted in a 48 percent deviation. It

should be noted that Na is a particularly difficult element to quantitate by

SSMS because of thermal ionization in addition to spark excitation. The
maximum number of values is reported for Zn and interestingly enough

most of the values reported are acceptable. Similarly good results are re-

ported for As. Three of the five values for Cu He outside the NBS limits

with SSMS producing the furthest outUer. All three reported results for

Rb are acceptable. Mercury values show two outhers, both produced by

RNAA. The three results for Cd are all within the range. Finally, only one

of the six reported values for Se falls outside the Hmit and it was produced

by RNAA.
Of the 56 reported values for these cenified trace elements in Orchard

Leaves, by far the largest number were obtained by RNAA. Twenty of

these 25 RNAA values fell within the limits prescribed by NBS, indicat-

ing that these methods are capable of good accuracy for this type of

material. The second largest number of values were obtained by SSMS.
Of the 1 0 reported only 2 fell within the acceptable limits and all but 1

outHer were produced by 1 laboratory. SSMS is a multielement technique

where, as mentioned earher. poorer accuracy can be expected: however,

the results reported here indicate that the problem may rest with the
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Table 1. Results of determination of certified trace elements in SRM 1571 orchard leaves

Element NBS certified value" Reported values^ Technique = Deviation

(Mg/g) (/^g/g) (%)

Fe 300 ± 20

Mn 91 ± 4

Na 82 ± 6

Pb 45 ± 3

B 33 ± 3

Zn 25 ± 3

As 11 ± 2

Cu 12

195 SSMS 35

246 CL 18

271 AF 10

276 XRF 8

290 RNAA 3.3

300 RNAA 0
343 SSMS 14

76 SSMS 16

86 INAA 5.5

86 INAA 5.5

87 RNAA 4.4
88 AF 3.3

89 XRF 22
107 SSMS 18

76 RNAA 7.3

77 RNAA 6.1

121 SSMS 48

19 SSMS 58

45 XRF 0

24 - XRF 4

25 SSMS 0

25 RNAA 0
25 AA 0
26 RNAA 4

26 RNAA 4

29 RNAA 16

30 AF 20

8.7 RNAA 21

8.9 ^ RNAA 19

10 RNAA 9.1

10.6 XRF 3.6

7.9 RNAA 34

10 RNAA 17

12.6 XRF 5

13.1 SSMS 9.2

14 INAA 17

29 SSMS 140
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Table 1. Results ofdetermination oj certified trace elements in SRM 1571 orchard leaves—
Continued

Element NBS certified value*

(Mg/g)

Reported values''

(Mg/g)

Technique'' Deviation

(%)

Rb 12 =b 1

11

11

12

RNAA
XRF
RNAA

8.3

8.3

0

Ni 1.3± 0.2
1.3

6.8

XRF
SSMS

0

420

Hg 0.155 ± 0.015

0.091

.14

.15

.16

.20

RNAA
INAA
RNAA
AA
RNAA

41

9.7

3.2

3.2

29

Cd 0.11 ± 0.02
0.11

.12

.12

RNAA
RNAA
RNAA

0
9.1

9.1

Se 0.08 ± 0.01

0.055

.077

.08

.08

.087

.088

RNAA
SF
SF
RNAA
SF
RNAA

31

3.8

0
0
8.8

10

U 0.029 ± 0.005

* Indicated limits are equal to the entire range of NBS observed results, or two standard

deviations, whichever is larger.
b Anderson, L. W. and Acs, L., Environ. Sci. Tech. 8, No. 5, 462 (1974); Belot, Y. and

Marini, T., J. Radioanal. Chem. 19, 319 (1974); Filby, R. H. and Shah, K. R., Preprints

ACS Petrol. Div. 18, 615 (1973); Friedman, M. H., Miller, E., Tanner, J. T., Anal. Chem.
46, 236 (1974) and Science 177, 1 102 (1972); Giaque, R. D., Goulding, F. S., Jaklevic, J. M.,

Pehl, R. H., Anal. Chem. 45, 671 (1974); Guinn, V. P. and Kishore, R., J. Radional. Chem.
19, 367 (1974); Heydorn, K. and Damsgaard, E., Talanta 20, 1 (1973); Hoffman, G. L.,

Walsh, P. R., Doyle, M. P., Anal. Chem. 46, 492 (1974); Larsen, I. L., Hartmann, N. A.,

Wagner, J. J., Anal. Chem. 45, 1511 (1973); Magee, C. W., Donohue, D. L., Harrison,

W. W., Anal. Chem. 44, 2413 (1972); Malmstadt. H. V. and Cordos, E., Amer. Lab. 4(8),

35 (1972); Morrison, G. H. and Potter, N. M., Anal. Chem. 44, 839(1972); Rook, H. L.,

LaFleur, P. D., Suddueth, J. E., Nucl. Instr. Methods 116, 579 (1974); Seitz, W. R. and
Hercules, D. M., Anal. Chem. 44, 2143 (1972); Siemer, D. and Woodriff, R., Anal. Chem.
46, 597 (1974); Tijoe, P. S., de Goeij, J. J. M., Houtman, J. P. W., Modern Trends in

Activation Analysis, Paris, 1972, Paper M-46; Walhgren, M. A., Edgington, D. N.,

Rawlings, F. F., Nucl. Methods in Eviron. Res., U. of Missouri, Columbia, 1971, p. 71.

Techniques include atomic absorption (AA), atomic fluorescence (AF), chemilumi-

nescence (CL), instrumental neutron activation analysis (INAA), neutron activation

analysis with radiochemical separations (RNAA), spectrophotomelry-fluorometr\ (SF),

spark source mass spectrometry (SSMS), and X-ray fluorescence (XRF).
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laboratory reporting the results. The two SSMS values that fell within the

limits were performed by another laboratory. The third most used

technique was XRF and all seven reported values fell within the accepta-

ble limits. Similarly, only one of the four reported INAA values fell within

the limits, indicating the poorer accuracy of these methods. The three re-

ported values by SF and the two reported values by AA were all within

the limits.

It is dangerous to generalize from such a small amount of data, but the

pattern that emerges resembles a similar study reported by the author

[17] for the evaluation of trace elemental data in the analysis of lunar

samples. Namely, that single element techniques are capable of higher ac-

curacy, but perhaps more important, the skill of the laboratory is the

dominant factor in achieving good results.

It should be mentioned that all of the laboratories that reported results

had the advantage of knowing in advance the certified values.

Presumably, they rejected their poorer values and polished their methods

to eliminate or minimize their systematic errors so as to come closer to the

certified values. But that is one of the main objectives in using SRM's.

Previous round robins on biological samples with no certified values have

shown a much larger spread of values [18]. Once a laboratory has

developed a satisfactory trace method and established its accuracy

through the use of certified standards, it can be assumed that comparable

accuracy will be obtained in the analysis of unknown samples of a similar

nature provided the procedure is followed in an identical fashion.

B. Use of Independently Analyzed Samples

In the absence of available certified standards for methods of complex

biological materials, evaluation by independent analytical methods is

often resorted to. Several determinations should be performed by each

method, so that good estimates of the precision of each method may be

obtained. If there is a significant difference between the two means ob-

tained, systematic error is probably present in one or both methods.

Although the magnitude and the sign of the discrepancy between the two

means may indicate the nature of the error, further work must usually be

done to discover its source. If there is no significant difference between

the two means, there is no reason to suspect the presence of appreciable

systematic error in either method. However, this does not exclude the

possibility of systematic errors in some instances.

The success of this approach depends upon the reliability of the com-

parative method, since it too must have been properly calibrated. In the
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trace element analysis of biological materials, the use of neutron activa-

tion analysis as an independent method is particularly helpful. Since

neutron activation analysis is based on the nuclear properties of the con-

stituents of a sample, it is not dependent upon their chemical form, so that

synthetic standards may be employed for calibration. Similarly, wet

chemical methods and flame spectroscopy can be used when limited

numbers of elements are involved, since they can often be calibrated with

synthetic standards. If large numbers of biological samples of a similar na-

ture are to be analyzed, it may be more practical to choose a comparable

sample as an "in-house" standard and analyze it for the species of interest

by a variety of independent methods where applicable. This standard can

then be used for future analyses of this type of sample.

To best illustrate the problems associated with the development of a

method for a biological sample and the evaluation of the accuracy of the

method, I have chosen to present a case history based on work of my
laboratory. The method, which involves the rapid simultaneous deter-

mination of Na, K, and Ca in blood serum using our recently developed

vidicon flame spectrometer, illustrates the use of analyzed bovine serum

samples as calibration standards and independent methods of analysis of

human serum samples to determine the accuracy of the method [19].

The simultaneous analysis is accomplished by direct injection of 200 fxl

of serum into a nitrous oxide-acetylene flame. The transient signals

produced by flame emission are dispersed using a grating monochromator

and detected using a silicon intensified target vidicon tube. The vidicon

spectrometer allows simultaneous monitoring of the spectral region 807

nm to 847 nm, the information being acquired in 500 electronic channels.

The analytical curves for Na, K, and Ca were prepared simultaneously

by injecting 200 fA of bovine serum at three concentration levels for these

elements into the flame with a microsyringe. These "standards" or

reference materials in surrogate matrix were supplied by the Center for

Disease Control (CDC), Atlanta, Ga. [20]. Streptomycin, penicillin and

fungizone were added to the serum samples at the CDC to prevent any

bacteriological action that might lead to analytical errors. The concentra-

tions of each element in each bovine serum standard are given in table 2.

An important aspect of this method is the use of serum standards rather

than aqueous synthetic calibration standards. Use of aqueous standards

results in erroneously high values for the determination of Na, K, and Ca
in a control serum which is commercially available (Lab-Trol, Dade Re-

agents, Miami, Fla.). The increase in signal using serum is probably due

not only to changes in flame conditions caused by the introduction of

proteins into the flame, but also to changes in the solution nebulization



74 Accuracy in Trace Analysis

caused by differences in surface tension and viscosity. By analyzing sam-

ples of known concentration we were able to determine systematic errors

which were then eliminated.

To evaluate the method under actual clinical conditions, human serum
samples from hospital patients were analyzed. Table 3 shows the results

of the simultaneous determination of Na, K, and Ca in 10 serum samples

using the vidicon flame spectrometer method. Actual values for the identi-

cal serum samples obtained by the clinical laboratory at the hospital are

shown for comparison. For Na and K they employed an Instrumentation

Laboratory model 143 flame photometer where the serum samples are

automatically diluted (1:200) using a peristaltic continuous-flow dilutor.

A Li internal standard is automatically added to the samples when they

are diluted. Since the instrument is a continuous-flow device, the amount
of serum consumed depends on how long the sample is aspirated. Sodium

Table 2. Analytical data on the CDC reference sera

Standard Sodium* Potassium'' Calcium*
(meq/1) (meq/1) (mg/dl)

1 124 2.74 5.16

. 3 138 4.66 8.97

5 154 6.71 13.0

* CDC Reference laboratory values.

^ NBS isotope dilution mass spectrometry values.

Table 3. Analysis of hospital serum samples

Sodium Potassium Calcium
Patient (meq/1) (meq/1) (mg/dl)

Vidicon Clinical Vidicon Clinical Vidicon Referee Clinical

1 143 142 3.80 3.7 9.56 9.37 9.4

2 139 137 4.00 4.1 9.69 9.76 9.6

3 140 136 4.45 4.6 9.83 10.4 9.6

4 144 143 4.02 4.0 9.44 9.23 9.1

5 145 145 4.25 4.4 9.67 9.75 9.6

6 131 134 4.33 4.6 8.07 8.06 8.0

7 141 144 3.93 4.

1

9.67 9.48 9.2

8 142 142 4.46 4.8 9.79 9.47 9.6

9 142 142 4.06 4.1 9.58 9.65 8.9

10 145 143 3.97 3.9 9.76 9.81 9.2
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and K were determined simultaneously with this system using an air-

propane flame. The hospital values for Ca were obtained using the

cresolphthalein complexone colorimetric method [21]. This method

requires 100 /xl of sample and a 10-minute incubation time. 8-Hydroxy-

quinoline is used to retard the Mg interference.

Let us now compare the results obtained by the new vidicon method

and the independent clinical methods used by the hospital.

1. Potassium

The standard deviation of a single determination of K was estimated

from five successive injections of control serum to be 0.05 meq/1 using the

vidicon flame spectrometer. This gives a relative standard deviation of

1.19 percent for the determination of K, which compares well with the re-

ported standard deviation [22] for the hospital system of 1.2 to 2.0 per-

cent for K. The average deviation of the vidicon flame spectrometer

values from the clinically obtained values shown in table 3 is 3.22 percent.

A standard t-test for paired variance indicates that at the 95 percent con-

fidence level, the two sets of data are equivalent. As shown previously,

the vidicon flame method has an accuracy of 2.2 percent for the deter-

mination of K in a serum standard.

2. Sodium

The standard deviation of a single determination of Na was estimated

from five successive injections of control serum to be 0.50 meq/1 using the

vidicon flame spectrometer. This gives a relative standard deviation of

0.36 percent for the determination of Na using this method which com-

pares well with the reported standard deviation [22] for the hospital

system of 0.9 percent for Na. The average deviation of the vidicon flame

spectrometer values from the clinically obtained values shown in table 3

is 1.18 percent. A standard t-test for paired variance indicates that even

for a confidence level of only 55 percent there is no significant difference

between the two sets of data. As shown previously, the vidicon flame

method has an accuracy of 1.4 percent for the determination of Na in a

serum standard.

3. Calcium

The standard deviation of a single determination of Ca was estimated

from five successive injections of control serum to be 0.17 mg/100 ml

using the vidicon flame spectrometer. This gives a relative standard devia-

tion of 1.77 percent for the determination of Ca using this method. The
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average deviation of the vidicon flame spectrometer values from the clini-

cally obtained values is 3. 12 percent. A standard t-test for paired variance

indicates that at a confidence level of greater than 99 percent there is a

significant difference between the two sets of data. For this reason the Ca
determinations were also run on the same samples using an optimized sin-

gle-element flame emission procedure. A 50 fjul sample of each serum was

added to a 10 milliliter volumetric flask containing 0.4 milliliters of bu-

tanol as an antifoaming agent, and diluted to volume. Samples of the three

CDC serum standards were diluted in the same manner. A calibration

curve was made by aspirating the diluted CDC serum standards into the

nitrous oxide acetylene flame in the conventional manner. The Ca 422.7

nm line was determined using the vidicon flame spectrometer with a slit

width of 20 /Ltm. No filters were employed. The results of these determina-

tions are listed in table 3 as referee values for Ca. The average deviation

between the simultaneous multielement vidicon results and the single-ele-

ment flame emission Ca determinations is 1.81 percent. A standard t-test

for paired variance indicates that even for a confidence level of only 10

percent, no significant difference exists between these sets of data. Con-

sidering the good agreement obtained in the analysis of control serum and

the good agreement obtained with the referee method, the vidicon results

are considered to be more reliable than the calcium determinations made
using the cresolphthalein complexone method.

Thus, by comparing the results of analysis of real samples with those

obtained using samples of known concentration as well as with those ob-

tained by independent methods of analysis, it was possible to establish

that the new vidicon flame method was capable of an accuracy and preci-

sion of 2 percent or better. Provided the method is applied in an identical

fashion, comparable accuracy and precision will be obtained on sub-

sequent serum samples. Periodic analysis of control samples should be

performed to insure continued high accuracy.

III. Summary

In summary, interpretation of the accuracy of results for biological

materials, or for that matter any material, depends to a considerable ex-

tent on the prior evaluation of the analytical method used. This is best

done by the analysis of standard samples of similar nature to the unknown
samples. Lacking these standard samples, comparison of the results of the

method with those obtained by independent methods of analysis are man-

datory. With the increasing interest in trace element chemistry in biologi-
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cal systems, one may hopefully look forward to the greater availability of

SRM's.
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The precision and accuracy of analytical results in geological publications

range widely. High-quality analyses are typical of the research in geochronolo-

gy and in other areas of isotopic investigations, and this work has resulted in

substantial improvement in the data that are now evolving in more routine

geological investigations. The trace elements Rb, Sr, Ba, and the rare earth ele-

ments are widely used in petrological investigations, and accurate results are

obtained routinely by isotope-dilution techniques and mass spectrometric

measurements. It is now commonplace for the results from different laborato-

ries to agree within 1 to 2 percent of the amount present. In contrast, the

results from atomic absorption, x-ray fluorescence, neutron activation, and op-

tical spectrographic methods are much more variable and are less reliable. The

increasing availability of reference samples is easing some of the problems of

the instrumental analyst, but the reference samples have some problems of

their own. The lack of well-characterized reference samples is a major barrier

to better quality instrumental analyses.

Keywords: Accuracy; analytical bias; reference samples; silicate analysis.

I. Introduction

The precision and accuracy of analytical results in geological publica-

tions range widely. In part, this results from the great variability in com-

position of rocks and minerals, and references to problems arising from

matrix effects in instrumental analyses of geological materials are com-

mon. This variability in chemical composition as well as unusual combina-

tions of elements has been equally frustrating to the conventional analyst.

Methods that work well for some rocks fail for others. For example, the

determinations of Si02, AI2O3, Ti02, total Fe, MgO, and CaO, the main

portion, in ordinary basalts are no problem, but the same elements in al-

kali-rich basalt characterized by high Ti02 (3-4%) and P2O5 (1-3%) are a

79



80 Accuracy in Trace Analysis

problem. The chemist, unaware of the potential pitfalls, may deliver a bad

analysis, or recognizing the problems, may be obliged to expend con-

siderably more time and effort than normal on the analysis.

II. Laboratory Bias

Geologists have long recognized that the results from different chemi-

cal laboratories cannot be freely compared and used interchangeably.

Rock series diagrams and mineral variation plots based on chemical data

from a single laboratory generally show less scatter of data points than

similar diagrams plotted from data from several laboratories. Analytical

laboratories with a volume of work develop a degree of precision or

reproducibility of results. In some laboratories remarkably good precision

is obtained. Commonly the results from a laboratory will vary from ac-

cepted standards in a predictable manner. If the laboratory bias can be

determined, the quality of the results may be improved by applying suita-

ble corrections.

Rb-Sr radiometric age measurements from a large number of laborato-

ries from all parts of the world can be compared with a good degree of

confidence. The measurements involve determinations of the atomic ratio

^^Sr/^^Sr and the concentrations of Rb and Sr. Isotopic ratios can be deter-

mined precisely (1-2 parts in 7,000) with a well-constructed mass spec-

trometer, but the value for a pure strontium salt rarely is the same when
determined in different laboratories or even in the same laboratory using

different instruments. The ratio, of course, is a constant, and the different

answers are caused by instrumental or procedural differences. The vari-

ous factors that might cause differences in the measured ratio are not of

primary concern to this discussion, and it suffices to say that the different

ratios obtained for a given strontium salt result from instrumental or

laboratory bias.

From early developmental days, cooperation among the geochronology

laboratories has accelerated progress, as for example, in the free in-

terchange of analyzed samples and of methods. To compensate for instru-

mental bias a procedure was introduced of normalizing the observed

atomic ratio ^*^Sr/^^Sr to a value of 0. 11 94 [ 1 ] and making a correspond-

ing correction in the observed value for ^^Sr/^^Sr. Most laboratories soon

found that the normalizing procedure was not applicable for all data, but

only within a limited range of variation for the ratio ^<^Sr/^^Sr. Further

progress was made when a number of laboratories began using a stronti-

um salt as a laboratory reference sample to monitor the mass spectromet-
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ric procedures. An Eimer and Amend SrCO.i that was widely used

became known as the MIT standard. More recently, Standard Reference

Materials became available from the U.S. National Bureau of Standards,

and these have eased considerably the work of the isotope geochemist:

SRM 984 Rubidium chloride

SRM 987 Strontium carbonate

SRM 988 Strontium-84 spike assay and isotopic solution standard

SRM 607 Potassium feldspar, trace rubidium and strontium.

Blattner [2] has cited selected Rb data on the U.S. Geological Survey

rock standards to illustrate relative laboratory analytical bias. These data

are given in table 1 with some modifications. One set of optical spectro-

graphic data included by Blattner has been deleted, and atomic absorption

and mass spectrometric data have been added. Laboratory A refers to

data published by myself and colleagues [3 ], No advantage is gained by

identifying other analysts.

Table 1. Published rubidium data on rock standards^

Lab G-2 GSP-1 AGV-1 BCR-1 Method^

A 161 244 62 44 FP
B 175 260 70 50 XRF
C 185 272 71 53 NAA
D 203 337 73 50 OS
E 165 246 63 43 AA
E 170 248 64 47 AA
F 166 240 65 45 XRF

Average 169 (6) 253 (5) 67(3) 47(6) MS

* Results are given in ppm.
b pp = flame photometry
XRF = x-ray fluorescence

NAA = neutron activation analysis

OS = optical spectroscopy

AA = atomic absorption

MS = mass spectrometry

Number of laboratories is given in ( ).

III. Accuracy

The mass spectrometric data (table 1) permit a quantitative assessment

and a comparison of the accuracy of the Rb data, and in table 2 the results

from the laboratories A-F are compared with the average mass spec-

trometric values. It is seen that my results (Lab. A) have a negative bias.
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but more important that they are wrong and are from 4 to 7 percent too

low. It might be said that for some geological investigations the caliber of

the data is adequate, but if significant progress in geological research is to

be made, better data are needed. For samples to be used as standards, the

results are simply unacceptable.

Table 2. Ratio ofother results for rubidium compared to mass spectrometric average values^

Lab G-2 GSP-1 AGV-1 BCR-1 Method^

A 0.95 0.96 0.93 0.94 FP
B 1.04 1.03 1.04 1.06 XRF
C 1.09 1.08 1.06 1.13 NAA
D 1.20 1.33 - 1.09 1.06 OS
E 0.98 0.97 0.94 0.91 AA
E 1.01 0.98 0.96 1.00 AA
F 0.98 0.95 0.97 0.97 XRF

* For individual values see table 1.

^ FP = flame photometry
XRF = x-ray fluorescence

NAA = neutron activation analysis

OS = optical spectroscopy

AA = atomic absorption.

The data for Rb are shown graphically in figure 1 , and comparable data

for Sr are shown in figure 2. I am fully aware that a number of laboratories

today produce x-ray fluorescence results for Rb and Sr that are much
better than those shown in figures 1 and 2, and some of the x-ray

fluorescence data are fully as good or better than mass spectrometric

results. These laboratories, however, are regrettably few in number.

Data for Si02 on the U.S. Geological Survey rock standards are shown

in figure 3. Again the laboratories include the selections made by Blattner

[2 ] with the addition of three laboratories. A, B, and M. The Si02 results

are compared to Flanagan's [4] "1972 values," and it can be seen (fig. 3)

that only the gravimetric and the photometric (J) results come close to the

accepted figures. Some laboratories now supplement instrumental

analyses of silicate rocks and minerals with gravimetric determinations of

Si02. An accuracy of 0.2 percent of the amount present is fully reasonable

for gravimetric determinations and is needed for petrological and

mineralogical research. Instrumental analyses have failed in this regard,

and in figure 3 it will be noted that the low-silica, high-magnesia peridotite

(PCC-1) and dunite (DTS-1) were particularly troublesome.

Comparative data for CaO from the same laboratories used for Si02 are

shown in figure 4. Flanagan's [4] "1972 values" were used for reference
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and give an unusual pattern which reflects some serious problems in the

determination of CaO by conventional as well as instrumental methods.

Again, PCC-1 and DTS-1 with low contents of CaO gave serious trouble,

and the ratios for most laboratories for DTS-1 are so large that they can-

not be shown in the diagram. Equally disturbing are the results for AG V-1

in which the data for five laboratories are positively biased. Of the six

samples, Flanagan [4] gives recommended values for only three and

averaged values for G-2, AGV-1, and PCC-1. This very obvious difficul-

ty with the available silicate rock reference materials is well known to

chemists and needs no special comment.

The determination of the rare earth elements (REE) within recent years

has taken on special significance in studies pertaining to the generation of

magmas in mantle and crustal regions as well as later changes in magmas

attributed to differentiation by fractional crystallization, contamination,

and so forth. The geological aspects of REE research as well as some of

the procedures are reviewed by G. N. Hanson (this volume). Most of the

present-day data are obtained by neutron activation or by mass spec-

trometric methods, but geologists have long used emission spectrographic

data for some of the rare earth elements, and at this time I wish to com-

pare some recent data for lanthanum and ytterbium. The rock samples are

from an alkalic, silica-undersaturated rock series from Ross Island and

vicinity, Antarctica.

As seen in figure 5, the emission spectrographic data for La show a

good correlation with Na. One sample (No. 29) plots separately, but the

adherence of the other samples to the line suggests that sample 29 is

somehow abnormal, and a geological rather than analytical cause is in-

volved. Thirteen of the samples were also analyzed by isotope-dilution

mass spectrometry. The emission spectrographic results on these samples

may be compared with the mass spectrometric results in figure 6. The

slopes of the lines are somewhat different, but the trends are similar. Sam-

ple 29 is definitely aberrant and is not a normal member of the rock series.

Emission spectrographic data for Yb in the Antarcfica samples are

plotted against Na in figure 7. In a general way Yb increases with Na, but

the correlafion is poor. Thirteen of the samples were analyzed by isotope

dilution and the mass spectrometric and emission spectrographic results

are compared in figure 8. The mass spectrometric data clearly show the

coherence between Yb and Na in the alkali olivine basalts and

trachybasalts, but suggest a more complicated relationship in the

phonolitic rocks. Sample 29 is shown to be aberrant by both emission

spectrographic and mass spectrometric analyses.
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EMISSION SPECTROGRAPH

Figure 7. Variations of Yb (OS) with Na (FP). Volcanic rock series, Ross Island and vicini-

ty, Antarctica. Symbols as in figure 5.

Figure 8. Comparison of emission spectrographic and mass spectrometric results for Yb.

Volcanic rock series, Ross Island and vicinity, Antarctica.
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IV. Concluding Remarks

The question may be properly raised in view of the examples given,

what is the future of silicate analysis? Few laboratories can now afford to

do silicate analyses by conventional methods. Instrumental analyses are

here, and it behooves us to make the best possible use of them and to up-

grade their quality. Unfortunately, in my opinion, geologists now seem

obsessed with quantity rather than with quality of their chemical data. In

many cases statistical devices and computer programs appear to be used

largely to contrive an aura of scientific respectability. Blattner [2] sug-

gested that "... all quantitative rock and mineral analyses be reported

together with results obtained for rock and mineral standards, analyzed

frequently enough to define a concentration scale within certain limits."

I hope that the few examples given here have demonstrated the futility of

this recommendation which would only swell our mushrooming literature

with a mass of bad to useless data.

Flanagan [5] suggested that rock analysts might use standardized

analytical methods and procedures similar to ASTM practices so that the

results might be more comparable. There is merit in the suggestion of

some standardization, but this is better achieved through education of

analysts, better reference samples, and research on the limitations as well

as on the best areas of application of the available instruments. Some in-

struments, as for example, flame and atomic absorption spectrophotome-

ters, have such great sensitivity that the analyst must resort to large dilu-

tions or use very small samples. The small sample has plagued emission

spectrographic results for years, but geologists have shown a remarkable

persistence in ignoring the limitation of rock or mineral sample size.

Many, if not most geologists have highly erroneous ideas about the con-

ventional rock analysis, commonly referred to as "classical." Many ap-

parently good determinations are accidental and the result of compensat-

ing errors. Consider CaO, for example, which may be low if some passes

through the oxalate precipitations and is not recovered from the magnesi-

um. It may be high owing to coprecipitation of Mg, Sr, and other cations.

Some assume that all the Sr will be weighed with the Ca, but in my ex-

perience about 60 percent is carried down with the calcium oxalate if dou-

ble precipitations are made. In the "classical" J. Lawrence Smith method

for the determination of the alkalies similar problems are encountered,

and, in addition, there is the problem of correcting for the reagent blank.

AI2O3 in a conventional analysis is

R2O3 - {FezOs + TiOs + P2O5 + Si02 + others) = AI2O3.
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Clearly there are some advantages in using instrumental methods wherein

constituents as important as CaO or AI2O3 can be determined directly.

Probably a fewer number but well-characterized or certified standard

samples would better serve the needs of most chemists today. We need to

know exactly how much CaO there is in the reference material, not how
much one might expect to find with a well-described procedure or with a

specified instrument. In this regard I feel that special reference should be

made to mass spectrometry which affords a remarkable advantage over

other approaches in that the isotope-dilution spiking technique permits

clean separations without the necessity of 100 percent recoveries.

Because of this a variety of chemical and physical methods can be used

for the removal of interfering elements.

In conclusion, I should like to say that although the goal may not be im-

mediately attainable, we should strive for an accuracy of approximately

1 percent of the amount present, except for some major constituents, such

as Si02 in silicates, where an accuracy of 0.1 percent of the amount

present is needed. Obviously the methods, equipment, and the facilities

will require adjustments to the concentration levels. At low concentra-

tions airborne contamination becomes an overriding consideration, and

clean-room facilities become necessary.
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Water quality data are collected by State and Federal pollution control agen-

cies to characterize baseline quality, identify trends, detect and document

violations in quality standards and discharge permit conditions, develop

mathematical models for determining present and future pollution control

requirements, and characterize the movement, fate, and effects of specific pol-

lutants entering the water environment. This information is used in formulating

and implementing water quality management goals, strategies, and plans and

in evaluating the effectiveness of resulting local. State, and Federal pollution

abatement efforts. The kinds of interpretations to be made from water quality

data, the interpretive methods to be used, and the level of reliability desired of

the results must all be decided before an effective sampling program can be

designed. These considerations dictate the number and spatial arrangement of

stations, the parameters to be evaluated, sampling frequencies, and the dura-

tion of the sampling program. Because of supportive relationships among

parameters, data on a given parameter are seldom evaluated independently of

the data on the other parameters measured. Results are grouped in various

combinations and displayed in any of a number of ways for interpretation, de-

pending on the objectives in mind. Statistical procedures are an important tool

in the interpretive process, but should never be used as a substitute for

judgment. The economic and other impacts of management/legal decisions

based on the data require that proper consideration be given to data reliability

measures and the confidence levels of the results obtained, in addition to the

results themselves.

Keywords: Accuracy; data interpretation; monitoring; water; water quali-

ty.
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I. Introduction

The scope of this paper is limited to the pollution control aspects of

water quality data use and interpretation. No attempt has been made to

address the numerous other potential uses of water quality data. The
paper is intended to provide an overview of a topic requiring a multi-

volumed treatise if covered on a parameter-by-parameter basis.

Interpretation of data on quality requires several other kinds of water

data. Generally, supplemental hydraulic, hydrographic, hydrological, and

meteorological data are needed to identify the factors that produced the

quality conditions found. In addition, information on land use practices,

types of commercial and industrial activity, population size, and similar

factors usually are needed.

If water quality data could be acquired cheaply, investigators would not

have to give much consideration to the kinds of data interpretations to be

made until after all of the data that could possibly be required were col-

lected. In reality, however, water quality and related data are expensive

to acquire. Thus, the number of sampling locations, the parameters to be

analyzed, and the sampling frequency must nearly always be set at some
minimal level. This makes it imperative to design the sampling program to

achieve specifically those objectives of the study. Accordingly, the data

interpretation phase can be seen to be tied very closely to the study design

phase. The specific objectives of a water quality study have perhaps the

greatest single bearing on selection of the number and spatial distribution

of stations, parameters, sampling frequencies, and study duration.

II. Monitoring Objectives and Data Uses

There are seven basic objectives that cover essentially all water quality

monitoring conducted in support of pollution control programs. These

are:

— Characterization of existing quality (short-term)

— Long-term trend assessment

— Detection of instances of standards and permit noncompliance

— Documentation of the nature of standards and permit noncom-

pliance

— Development and validation of mathematical models for short and

long range water quality management planning

— Characterization of the movement, fate, and effects of pollutants

— Assessment of treatment process and control technique effective-

ness
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Monitoring activities designed to meet the above objectives, as a whole,

provide the information necessary to identify existing and emerging en-

vironmental problems, to plan and carry out effective pollution control

strategies, and to assess the combined effectiveness of local. State, and

Federal pollution abatement efforts. Primary uses of the data gathered in

each of the above seven kinds of monitoring activities are described

below.

A. Characterization of Existing Quality

Short-term data on water quality are used to identify the uses for which

various water bodies are suitable and the nature and relative magnitude of

existing water quality problems. This information is required in the formu-

lation of water quality goals, design of effective pollution control pro-

grams, allocation of resources commensurate with the relative magnitude

of the problems, development of realistic water quality and effluent stan-

dards, and evaluation of the degree of compliance with existing standards

and effluent permit requirements (at the time of the survey). The initial

characterization of a given water body also may provide the baseline data

for future water quality trend assessments.

B. Long-Term Trend Assessment

Information on trends in quality over a period of time provides the only

true measure of the overall effectiveness of pollution abatement efforts by

local. State, and Federal agencies, and the private sector. This informa-

tion can also serve to identify emerging problems in time to implement ap-

propriate preventative measures. True water quality management lies in

preventing problems, not in attacking problems once they have been al-

lowed to occur. Accordingly, trend monitoring should receive greater

emphasis as the existing water quality problems throughout the nation are

solved.

C. Detection of Standards and Permit Noncompliance

Data that show instances of noncompliance with water quality stan-

dards and effluent permit requirements are used to signal the regulatory

arms of pollution control programs into action. Information compiled an-

nually on the number of instances of noncompliance is also useful as an in-

direct measure of progress in the achievement of water quality goals.



94 Accuracy in Trace Analysis

Most of the monitoring performed by permittees on their effluents is of

this nature. They use the information to signal when adjustments in their

treatment or control processes are needed to prevent violations from ac-

tually occurring. Regulatory agencies use the data collected by the permit-

tees to assess the degree of compliance with permit requirements.

D. Documentation of Standards and Permit Noncompliance

Once an apparent violation in standards or permit requirements has

been detected at a given location, monitoring generally must be intensified

to adequately document the violation in a manner suitable for successful

legal action. This information must clearly delineate the nature of the

violation and those responsible for it. Where the violation has a significant

impact on water quality or uses {e.g., a fish kill), this too should be docu-

mented adequately.

E. Mathematical Modeling

Mathematical models depicting cause and effect relationships among
waste sources, ambient water quality, and various environmental in-

fluencing factors {e.g., hydrological, hydrographic, and meteorological

conditions) are developed from data collected through rather exhaus-

tive surveys carried out under steady-state or nearly steady-state

conditions. That is, the characterization of all waste contributions to

the reach of interest, the resulting water quality within that reach, and as-

sociated pertinent environmental factors must all be gathered during a

period when these interdependent variables are at equilibrium. These data

are then used to derive the model. Once developed and validated, the

model simulates water quality conditions that would result from various

alternative waste treatment and control schemes under a variety of

hydrological conditions.

These models are used in identifying the most cost-effective solution to

existing problems and in developing plans for meeting pollution control

needs 5 to 50 years in the future, based on economic and demographic

projections covering these periods. Mathematical m.odels have been par-

ticularly valuable in determining waste treatment requirements necessary

to meet water quality standards in streams.
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F. Pollutant Characterization

Detailed information is needed on the origin and behavior of each sig-

nificant pollutant that enters the water environment. It is important to

characterize each pollutant's typical patterns of movement through the

environment, its transformation into other compounds, its ultimate fate,

and any ecological or other effects on the environment at each stage of its

journey. This information permits pollution control authorities to assess

where and in what form the pollutant poses its greatest threat. This

knowledge, in turn, provides a basis for setting standards for the pollutant

and a means to identify the most effective point for interception and con-

trol of the pollutant.

G. Assessment of Control System Effectiveness

Data also are needed on the effectiveness of various experimental and

conventional waste treatment processes and other pollution control

techniques under a variety of operating conditions. This information is

used by pollution control authorities to stipulate effluent limitations in

discharge permits, develop effluent standards, and to assess the adequacy

of the state-of-the-art treatment and control systems for meeting future

pollution control requirements.

The wastewater treatment system operator needs data on influent and

effluent quality on a continuing basis to operate effectively the treatment

system and to ensure against possible violations of permit conditions and

applicable standards.

III. Data Interpretation Considerations

A. Survey Design

As already indicated, the nature of the data interpretation to be made
should be determined before the first sample is collected and, in fact,

greatly influences when, where, how often, and over what time period the

samples are to be taken and what parameters are to be measured. A key

factor influencing the selection of monitoring stations and the number of

samples to be collected over the course of the survey is the data con-

fidence level desired for the survey results. In general, the higher the

desired confidence level, the greater the number of monitoring stations



96 Accuracy in Trace Analysis

and samples per station required. There is always a trade-off, therefore,

between cost of the monitoring effort and the minimum acceptable level

of confidence.

The amount of data to be generated in the survey and the best approach

to be followed in its analysis and interpretation must also be given careful

consideration in the survey planning stage. If the volume of data to be

generated is large, arrangements for use of a computer should be made.

B. Parameters FOR Describing Water Quality

There are in the order of 1 00 parameters used more or less routinely in

the evaluation of water quality (table 1). Literally thousands of other con-

stituents also may be of interest from time to time. These parameters are

used either to assess the suitability of a water body for various uses or to

assess the impact of some factor (e.g., wastewater discharge or alteration

of flow regime) on water quality. In either case, interest focuses on those

general characteristics of a water body that make it suitable or unsuitable

for the uses desired: 1. aesthetics, 2. nuisances and hazards, 3. physiologi-

cal effects on man, other animals, and plants, and 4. economic effects.

Minimum quality requirements stipulated in State-Federal water quality

standards were derived from judgments based on these considerations.

C. Aesthetics

First, water should be pleasant to the senses of man and capable of sup-

porting life forms of aesthetic value. Visible pollution such as unnatural

color, sludge banks, floating solids, foam, oil films, algal blooms, and ex-

cessive aquatic weed growths should be absent. There should also be an

absence of constituents in amounts sufficient to produce undesirable

tastes or odors, alone or in combination with other constituents present or

added in the treatment process. Parameters used to assess or define the

aesthetic quality of water are listed in table 2.

D. Nuisances AND Hazards

In addition to being aesthetically appealing, water should not pose a

nuisance or hazard (i.e., potential to injure) to man or to desirable aquatic

and other life forms. For example, the concentration of suspended or set-

tleable solids should not be so great as to: 1. prevent others from sighting

a submerged or unconscious swimmer, 2. impair the growth of desirable
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Table 2,

Accuracy in Trace Analysis

Key parameters used to assess aesthetic quality of water

TEMPERATURE

FLOATING SOLIDS

SETTLEABLE SOLIDS

OIL AND GREASE

SURFACTANTS

DISSOLVED OXYGEN

TASTE AND ODOR

TURBIDTY

COLOR

NUTRIENTS

BIOLOGICAL MATTER

Table 3. Key parameters used to assess nuisance and hazard characteristics of water quality

TURBIDITY BOD

TOTAL RESIDUE COD

FILTRABLE RESIDUE HARDNESS

NONFILTRABLE RESIDUE IRON

SETTLEABLE SOLIDS MANGANESE

BOTTOM DEPOSITS PHENOLICS

DISSOLVED OXYGEN OTHER FISH FLESH
TAINTING SUBSTANCE

bottom organisms, or 3. form sediment banks that could hinder naviga-

tion. Biodegradable organic matter should not be present in amounts that

could produce anaerobic conditions at ordinary low stream flows. Con-

stituents that taint fish flesh, stain bathroom fixtures, or produce other

deposits in plumbing should not be present. Parameters used in assessing

nuisances and hazards are listed in table 3.
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E. Physiological Effects

Waters to be used for: 1. a potable supply for humans, livestock, and

other animals, 2. irrigation supply for crops, 3. recreation, or 4. main-

tenance of a suitable fishery and wildlife habitat, should not contain toxi-

cants, disease producing organisms, or other constituents at levels suffi-

cient to produce adverse physiological effects on the animals or plants in

question. Parameters of particular interest from a physiological stand-

point are Hsted in table 4.

F. Economic Effects

Waters should not contain substances at concentrations that unduly in-

crease the cost of treatment required to render the waters suitable for

potable, industrial process, cooling, or other withdrawal uses {i.e., uses

requiring removal of the water from the water body). In addition, in-place

uses such as commercial fishing, shellfish harvesting, shipping, and

recreation should not be adversely affected by water quality. Table 5 lists

key parameters used to assess the economics of the water treatment

required to render the water suitable for its intended use. Parameters util-

ized to evaluate the impact of water quality on the intended in-place uses

are those applied to assess aesthetics, hazards, and physiological effects.

G. Water Quality Requirements

State-Federal water quality standards contain two key elements: 1. the

classification of all waters covered by the standards according to their

designated uses and 2. a stipulation of the quality requirements for each

classified water use. These water quality requirements are based on con-

siderations of aesthetics, nuisances, hazards, physiological effects on

man, aquatic life, livestock, wildlife, and agriculture, and economic ef-

fects. Table 6 lists key parameters used in quality criteria for each major

water use classification. Table 7 gives typical limits found in State-

Federal standards for some of the parameters associated with selected

water use classifications.

H. Pollutant Behavior

When evaluating water quality data for pollution control purposes,

materials balances should be made between source and ambient waters
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Table 4. Key parameters used to assess physiological effects on water quality

TEMPERATURE CALCIUM MERCURY

pH MAGNESIUM NICKEL

ALKALINITY POTASSIUM SELENIUM

DISSOLVED OXYGEN SODIUM SILVER

SPECIFIC CONDUCTANCE LITHIUM ZINC

FILTRABLE RESIDUE SODIUM ADSORPTION RATIO CYANIDE

CHLORIDE ARSENIC SULFIDES

BROMIDE BARIUM PESTICIDES

FLUORIDE BERYLLIUM BIOASSAY

AMMONIA CADMIUM RADIOACTIVITY

NITRATE COPPER RADIONUCLIDES

ALUMINUM CHROMIUM BACTERIA

BORON LEAD VIRUSES

Table 5. Key parameters used to

TEMPERATURE

ALKALINITY

pH

HARDNESS

FILTRABLE RESIDUE

IRON

ess economic effects of water quality

MANGANESE

SILICON

OTHER TRACE ELEMENTS

TRACE ORGANICS

COLOR
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for each significant pollutant. This provides a very good mechanism for

determining whether or not all significant sources of a given pollutant

have been identified. It also gives an indication of the overall precision of

the survey. Any large imbalance between quantities of pollutants found in

effluent discharges and in the receiving waters that cannot be otherwise

accounted for casts a doubt over the entire survey results.

When interpreting water quality data, it is also necessary to be aware of,

and be able to account for, pollutant transformations that may occur in the

receiving waters. This is important for the materials balance and for the

assessment of the environmental impact of a given pollutant or pollutant

combination. Thus, a knowledge of the normal behavior and ultimate fate

of a pollutant once it enters the receiving water is of immense value in the

interpretation of results. This knowledge is, of course, equally valuable in

designing the survey.

From the standpoint of behavior, pollutants may be divided into two

categories, conservative and nonconservative. Conservative pollutants

are those that undergo no significant change after entering the receiving

water and remain within the aquatic environment (e.g., chloride). Often,

the only factors influencing concentrations of conservative pollutants

once they reach the receiving waters are dilution and settling. Nonconser-

vative pollutants, on the other hand, are those like biodegradable organics

and bacteria that do undergo considerable change after entering the

receiving water.

A knowledge of the physical, chemical, and biological processes that

govern nonconservative pollutant behavior is necessary for full in-

terpretation of the data. This knowledge is useful in two ways. First, it

helps identify which chemical forms of a given pollutant are likely to be

present. Second, it helps determine if all significant factors that are in-

fluencing water quality in the survey area have been taken into considera-

tion. For example, if the actual results are consistent with those an-

ticipated, it tends to verify that the data collected are, in fact, sufficient to

meet survey objectives. If, on the other hand, actual and anticipated

results differ, either all significant factors have not been considered or at

least some of the data are inaccurate.

A number of pollutants are altered through biological activity, and con-

versely, biological activity is affected by a number of pollutants (at con-

centrations often encountered). A knowledge of these interrelated

behaviors among pollutants and between pollutants and biota is used for

mutual corroboration of the data collected. Very seldom, therefore, are

data for one parameter evaluated independently of the data for other

parameters.
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I. Physical Influences

It is also imperative that various physical factors having an influence on

water quality be recognized and taken into account. The velocity of water

flow, for example, strongly influences the formation (or scouring) of

sludge deposits, the rate of reaeration, and the degree of mixing between

effluent plumes and receiving waters. Water depth strongly influences

reaeration rates and the degree of stratification of water layers of different

quality. The kind of materials composing the stream bottom can greatly

influence the benthic community. The presence of fine shifting sand, for

example, can prevent the survival of bottom organisms, producing the

same net effect as toxic materials. Other pertinent factors include the

operation of dams, the manner of impoundment releases, and dredging

operations.

IV. Statistical Considerations

A. Data Reliability

Whenever environmental measurements are made, errors will be en-

countered. The sources of these errors are diverse, but may be grouped

according to the scheme depicted in figure 1 . Site selection error {a-g) is

the error due to nonrepresentativeness of monitoring sites. A few samples

collected at a single location in a lake or river, for example, cannot be ex-

pected to be truly representative of values over the water body as a whole.

Similarly, the depth at which the measurement is made affects the values

observed. Another type of error, sampling error (cts)', arises from the

limited number of samples that usually are available. At any given loca-

tion, one sample conceivably could be taken each hour of the year, giving

8,760 samples (365 days x 24 hours). In practice, we usually must be

satisfied with a dozen or fewer samples at the site and often these are col-

lected over a short period. If the samples were distributed randomly over

the year, we could use the central limit theorem to calculate the error for

the annual average value; without true randomness, however, additional

sampling error problems arise. There also are errors inherent in all mea-

surement methodologies. This measurement error (crm) arises from imper-

fections in the measurement technique itself and from inadequate quality

control in applying the measurement technique. In addition, most mea-

surement methods have minimum detectable limits near which considera-
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ble error can occur. Another error, reference sample error (o-r), results

from the reference material used in the calibration process. Although

reference materials are certified to have specified values, these materials

usually deviate somewhat from the stated value. Often, this error can be

estimated from data available from the supplier. Finally, errors may arise

in the data processing and handling phase of the monitoring effort. The
most common data handling error (ad) results from keypunch error, from

failure to consider minimum detectable limits, and from clerical mistakes.

The final monitoring data are subject to the error from all five of these

sources. Some of the error presents itself in the form of "bias" —values

that are consistently high or low for a given laboratory — and is referred to

as "systematic error." The remainder of the error, the "nonsystematic er-

ror," is randomly distributed from sample to sample, showing little

uniform pattern. The data analysis and interpretation phase should recog-

nize that these errors exist and should make a conscious effort to estimate

the magnitude of these errors for each parameter that is reported. The
confidence interval is the usual means by which a probability is assigned

to the magnitude of these errors.

Site Selection Sampling Measurement Data Handling
Error Error Method Error Error

o
s ^m ^d

(A/D conversion

(horizontal o ^,
processing,

vertical a )

y

(if randomly
sampled)

computation,
presentation)

/ 2, 2 2~ 2
' =\j(J +o +U + O
t ' g s m r (

Reference
Sample Error

Figure 1. Sources of error in the measurement of environmental quality. (The notation in

the figure refers to nonsystematic error and not to "bias," or systematic error. A similar

figure could be constructed for both types of error.)
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B. Trend Analysis

A most important purpose of monitoring data is to assess environmen-

tal trends. In short, these analyses attempt to answer the following

questions: Has the environmental parameter changed ovef time? Has its

value gone up or down? Is the change real or due to extraneous factors?

Because different environmental parameters are often interrelated, and

because parameters sometimes exhibit much randomness, these questions

are not always easy to answer, even when sufficient good data are availa-

ble. As a result, sophisticated statistical techniques increasingly are com-

ing into use in the field of monitoring data analysis. These techniques in-

clude stochastic time series analysis, spectral time series analysis, mul-

tivariate regression analysis, and other approaches designed to probe the

data in depth, extracting information on any changes that are real and are

not just the result of random variations, man-made intervention, or

seasonal and meteorological or hydrological factors.

C. Standard and Permit Violation Analysis

Another very important purpose of monitoring data is to document
violations of water quality standards and permit requirements. If a viola-

tion is alleged to have occurred, the data must show beyond a reasonable

doubt that it did occur. In the past, enforcement actions were concen-

trated in areas of gross pollution, where convincing proof was easy to pro-

vide. Increasingly, however, as the pollution control systems are installed,

violations are becoming more sporadic in nature. In these situations, it is

much more difficult to identify and to adequately document violations.

Assume, for example, that samples were collected hourly from an effluent

over a given 24-h period and the value of a given toxic constituent ex-

ceeded the limitation stipulated in the permit in only one sample, while the

other samples were well below the limitation. The question immediately

arises whether this one high sample was a true violation or merely the

result of chance — a product of one or more of the errors in the monitoring

process. With just one high value, little confidence could be placed in the

premise that the observed value exceeded the legal limit. Statistically, the

confidence level calculated for this situation might turn out to be 50 per-

cent, meaning that the investigator is just 50 percent certain that the legal

limit was exceeded. Clearly, this would be unacceptable in any legal

proceeding. Even with additional data showing an elevated level of the

same constituent in the receiving water and a recent fish kill caused by

that constituent, the outcome of a legal action would be questionable. The
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key to providing convincing data in this situation lies in the ability to ob-

tain enough samples indicating a violation to be able to state with a

reasonable level of confidence {e.g., 95 or 99% assurance) that the

average of the observed values exceeded the legal limit. Supporting docu-

mentation of any effects on the receiving waters and associated aquatic

life would further substantiate the allegation and improve the chances of

a favorable outcome.

V. Summary

In summary, water quality data are used by State and Federal pollution

control agencies in formulating water quality goals, planning and imple-

menting programs for their achievement, and in evaluating the effective-

ness of the resulting local. State, and Federal pollution abatement efforts.

The interpretations to be made from water quality data, the interpretive

methods to be used, and the level of reliability desired of the results must

all be decided upon before an effective program can be designed. Known
relationships among parameters should be considered in the data in-

terpretation process to aid in verification of the results. Statistical

procedures are an important tool in the interpretive process and they pro-

vide an important aid for judgment. Actions taken based on the data can

have major impact, economic and otherwise; therefore, proper considera-

tion should be given to data reliability of measurements and the con-

fidence levels of results obtained.
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request those tests to be performed that they anticipate being abnormal, so that

the influence of disease on the test performed in the clinical laboratory is

usually quite large. Other in-vivo influences include the mode of collection of

specimens for analysis. Outside the patient the preparation of the specimen for

analysis may affect the analytical results. Finally, the accuracy, precision and

specificity of the analytical procedures in the clinical laboratory affect the

data. It is only this group of factors that the clinical chemist is able to control

and yet knowledge of both laboratory and patient factors is essential for the

correct interpretation of data.
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I. Introduction

Correct interpretation of data from the clinical laboratory is perhaps

more difficult and critical than the interpretation of data from any other

type of laboratory. Often neither the physician in charge of a patient nor

the laboratory scientist has available to him all the information that is

needed for a correct interpretation. The knowledge that the clinical

109
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chemist has of the accuracy, specificity, sensitivity and precision of the

analytical methods is not enough for correct interpretation. It is also

necessary to have a detailed understanding of the patient from whom the

samples were obtained. This involves not only knowledge of the patient's

demographic background but also of his disease and its treatment, and the

conditions under which the specimens were obtained for analysis. This is

information that the physician alone may possess.

In many situations the laboratory scientist is aware of some of the infor-

mation needed for correct interpretation. So is the patient's physician, but

neither is aware of all the critical factors. The size of the potential problem

or lack of all essential information needed for correct interpretation of

clinical laboratory data can be gauged from the knowledge that approxi-

mately two billion clinical laboratory tests are performed annually in the

United States [ 1 ] . While a laboratory scientist may assist in the in-

terpretation of data, this ultimate responsibility for interpretation rests

with the physician caring for the patient from whom the specimens were

withdrawn for analysis.

Although the typical hospital clinical laboratory performs as many as

300 different tests a small proportion accounts for the majority of the work-

load. Most of the frequently requested determinations are performed on

mechanized analyzers. The size and capabilities of these instruments have

become progressively greater with time. It is now possible for 20 different

tests to be performed in the same instrument at the same time. One of the

most widely used instruments in large hospitals performs 12 tests at one

time on each sample (thus making 720 analyses in 1 hour). The introduc-

tion of one of the predecessors of this instrument into clinical laboratories

stimulated the concept of laboratory screening whereby 12 determina-

tions are made on a single specimen of blood when a patient is first seen

by his physician.

The 12 tests that are performed are dictated, in part, by the frequency

with which they are usually requested, but also by the ease with which the

analytical methods could be mechanized. Some of the tests have such

diagnostic specificity that abnormalities are strongly suggestive of certain

diseases. Other tests are affected by many different diseases and their role

is less for diagnosis than for monitoring the disease process and its treat-

ment. Correct interpretation of results requires knowledge of the factors

affecting each test but also of the relationship of one test to another.



Young 111

II. General Considerations

The factors that may influence the concentration of constituents in

body fluids are summarized in table 1. These will be considered in more

detail under each heading.

Under the heading of genetic influences are considered influences that

do not alter with time, e.g., an individual's sex and blood group. Under the

long-term physiological influences are considered the effects of aging,

physical fitness, geographical location and typical diet of the individual.

The short-term physiological influences include the immediate impact of

meals or activity and posture as well as the time of day at which the

specimen was drawn. Disease tends to affect both the long- and short-

term physiological influences. Various factors such as the site of collec-

tion of the specimen and the use, or absence, of a tourniquet in the collec-

tion of the specimen comprise the sampling related influences. Many
blood constituents are labile and can be affected by handling procedures.

Finally the analytical procedures used in the clinical laboratory may have

great influence on the reported data. Drug therapy may affect disease

processes by altering the abnormal pathophysiological state. Drugs may

also appear to affect a disease by possible interference with analytical

procedures in the clinical laboratory.

Table 1. Factors influencing concentration of constituents in body fluids

Genetic

Long-term Physiological

Short-term Physiological

Specimen Collection

Specimen Handling

Analytical

For diagnostic purposes the clinician wishes to know if a laboratory

result is normal or abnormal. Unfortunately, many physicians use finite

numbers to define a range of values within which data are labeled normal,

implying the healthy state. Outside these reference values data may be in-

terpreted as abnormal. The normal range may be derived differently from

center to center, but usually involves the analysis of specimens from the

readily available healthy staff of the clinical laboratory and medical stu-

dents and nurses. This is generally a very fit and active group of young
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adults considerably different from the population at greatest risk of admis-

sion to hospital. Nevertheless, by statistical manipulation of the results

obtained on these individuals normal ranges are derived. Physicians often

tend to accept published normal ranges as having greater validity than

should be ascribed to them and in this way unwarranted significance may
be assigned to certain laboratory data. The biological variability of in-

dividuals may be ignored, so that allowance is not made for deviation from

a statistically derived "normal population."

In this paper it seems pertinent to review, in some detail one of the tests

that is most commonly involved in health screening and to attempt to

identify the factors— both clinical and laboratory —that cause alterations

in the values of the test. The test that I have chosen to illustrate the

problem of data interpretation is serum uric acid. Many other tests are in-

fluenced by as many factors which underscores the magnitude of the

problem of correct interpretation. When several tests are ordered at the

same time the problem is compounded.

in. In Vivo Influences on Serum Uric Acid

Uric acid is derived from the metabolism of nucleic acids and from the

purines ingested in the diet. It is eliminated from the body mainly through

the kidneys. Three different processes are involved in the kidney.

Glomerular filtration is followed by tubular secretion and reabsorption.

The concentration of urate in the serum reflects the balance within the

body of its formation and excretion. Reabsorption of urate from the renal

tubules is virtually complete in the normal situation and the urate that ac-

tually appears in the urine is derived from tubular secretion. The
processes of reabsorption, and especially secretion, are influenced by

many drugs.

The concentration of serum uric acid may be measured to determine the

presence of gout. The concentration of uric acid is also affected by the in-

creased destruction of nucleoprotein that occurs with leukemia, poly-

cythemia or hemolytic anemia. Most examinations are made to determine

if the concentration of the uric acid is increased but in some situations it

is reduced, for example, when drugs that have been administered inhibit

the reabsorption of uric acid from the urine.

In most healthy men the concentration of uric acid in serum is between

3.5 and 8.5 mg/100 ml (0.21-0.51 mmol/1). In women the range of values

is from 3.0 to 7.5 mg/100 ml (0. 18-0.45 mmol/1) [2].

The serum uric acid is generally higher in relatives of patients with gout
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than in the general population although these people may not present with

symptoms. In certain population groups, e.g., American Indians such as

the Pima and Blackfoot, or in Polynesian groups the serum uric acid may
be higher than the typical American Caucasian group. The Aborigine has

a much higher concentration of uric acid in serum than Australian Cauca-

sians [3]. While Fessel [4] has found that the serum uric acid in black

women is as much as 0.5 mg/100 ml (0.03 mmol/1) higher than in Cauca-

sian women of the same 60 to 69 year age group, other investigators have

found no black/white racial influences on uric acid concentration [5]. In

various studies, serum uric acid has been reported to be higher in in-

dividuals with blood group B, and the lower in groups A and AB than in

the respective control groups [6 ]

.

In men, the average serum uric acid concentration rises steadily to

reach its maximum between ages 20 and 24 years, it then falls slightly to

age 30 years but thereafter remains fairly constant. In women, the max-

imum is reached between ages 15 and 19 but then the concentration

declines to about age 40. The curve peaks between ages 50 and 54 but

thereafter declines slightly [7]. This second peak in women is probably

associated with the hormonal changes of the menopause. In pregnant

women the mean concentration is approximately 0.8 mg/100 ml less than

in nonpregnant women of the same age [7]. The time of year affects the

concentration of serum uric acid. In one recent study [8] it was shown in

12 healthy men that the average serum uric acid rose from a low of about

5 mg/100 ml in February to about 7 mg/100 ml in July. The mechanism

for this effect is uncertain but is more likely to be related to the effect of

sunshine than a change in diet, as the summer diet generally is lower in pu-

rines than in the winter diet. There is a good correlation between the

serum uric acid concentration and the altitude at which individuals live.

Increasing altitude stimulates increased production of red blood cells, the

turnover of which adds to the serum uric acid. There is usually a good cor-

relation between the serum uric acid concentration and the hematocrit

and blood hemoglobin concentration [9]. Positive correlations have also

been reported between uric acid and serum cholesterol and stated alcohol

intake [10].

The serum uric acid concentration tends to be higher in men of higher

socio-economic class. Gout is also more prevalent in the higher social

classes [11]. This may partly be due to the higher standard of living that

these people can embrace. However, the families of men who demon-

strated significant occupationally-related uric acid values did not show the

same differences implying that standard of living was not the sole determi-

nant of differences in uric acid [12]. The concentration of uric acid in
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serum does seem to be related in some way to intelligence. Studies in

school children have indicated that those with the best grades, or about to

go to college, had a higher serum concentration than those not planning to

attend college [13]. Other studies have confirmed the influence of per-

sonality, especially driving force, on serum uric acid. In blind individuals

the serum uric acid tends to be as much as 1.4 mg/100 ml higher (on

average) than age and sex matched controls [ 14]

.

Body build is correlated with the serum uric acid concentration. Obese
individuals exhibit a higher concentration of uric acid in their serum than

lean individuals [15]. With slimming the serum uric acid concentration of

the obese individuals climbs even higher due to the increased cellular

catabolism. With starvation yS-hydroxybutyrate is increased in the plasma

and competes with uric acid for excretion in the kidney. Even in children

there is a good correlation between body weight and serum uric acid.

Physical training causes a reduction in the serum uric acid in the typical

individual [16]. Surprisingly, the uric acid of smokers tends to be lower

than that of nonsmokers, possibly reflecting a dietary influence as many
heavy smokers are relatively small eaters. The average concentration is

less in smokers who inhale than in noninhalers [17]. Stress also in-

fluences the concentration of serum uric acid in serum. Individuals

presented with stimulating challenges in their work were shown to

respond with an increase in the serum uric acid concentration. When
bored or in periods of anxiety the serum uric acid concentration was less

[18].

A diurnal variation for uric acid exists. The serum concentration is

highest in the afternoon and least during the night [19]. To this diurnal

rhythmicity must be added the influence of meals. Meals rich in nucleic

acids cause an increase in the serum uric acid within 1 hour. The increase

may persist for as long as 4 to 8 hours. The influence of 20 g nucleic acid

ingested in one meal may be observed in the urine for 2 to 4 days [20].

The ingestion of yeast has a similar effect. In young adults ingestion of a

typical meal may produce a decrease in serum uric acid within 2 hours. In

older adults the change is not significant [21]. Violent exercise may
cause an increase of the serum uric acid by as much as 2.5 mg/100 ml.

This is presumably due to increased cell turnover. The effect is

manifested in the urine by an increased excretion for as long as 2 days

[22 ] . Diet has an influence on the serum uric acid concentration although

it has been reported that as much as 1 pound of meat per day does not af-

fect the serum uric acid concentration [23]. However, there is a direct

correlation between protein intake by individuals and excretion of uric

acid in their urine. Our studies [24] , in which healthy volunteers ingested



Young 115

a diet of pure chemical adequate in all essential elements, showed that

removal of purines from the diet produced a rapid and sustained fall in the

serum urate. Alcohol may produce a marked increase in the concentration

of uric acid in serum. This is probably due to the accumulation of lactic

acid which competitively inhibits the excretion of uric acid [25 ]

.

The procedures used in the collection of the blood specimen have little

effect on the concentration of uric acid except that poor technique, which

may produce hemolysis, may cause erroneous results when a nonspecific

analytical method is used. No preservative is normally required for blood

samples but the pH dependency of the solubility of uric acid in urine

requires that no acid is added if meaningful results are to be obtained. The
concentration of uric acid appears to be less (by as much as 0.17 mg/100

ml) in plasma than in serum [26 ]

.

Not only does the concentration of uric acid increase in diseases in

which there is obviously increased turnover of cells but in many other dis-

eases the concentration of uric acid is also affected. The concentration

may be increased in various endocrine disorders such as hypothyroidism,

hyperparathyroidism and congenital vasopressin resistant diabetes in-

sipidus. In lead and beryllium poisoning, and in various congenital disor-

ders such as Von Gierke's disease and the Lesch-Nyhan syndrome, the

uric acid concentration in serum may be increased. In sarcoidosis and in

hypertension v^ith arteriosclerosis the concentration of the urate may also

be increased above normal levels. In renal failure reduced ability to

excrete uric acid causes an increase in the serum concentration.

Many drugs affect the concentration of uric acid in serum. Some of

these are administered to patients with the specific intent of lowering the

concentration of urate. Others are administered for other reasons and

have an incidental action on the urate concentration.

The drug most widely prescribed to reduce the serum uric acid concen-

tration is allopurinol which is a potent inhibitor of the enzyme xanthine

oxidase which converts hypoxanthine to xanthine and the latter to uric

acid. There is also a reduction in the quantity of urate excreted in the

urine at the same time. Other agents such as probenecide and cinchophen

promote increased excretion of uric acid in the urine so its concentration

in the urine is actually increased. This is often associated, but not always

so, with a reduction in the plasma concentration. This is true of those

situations in which there is augmented production of uric acid. Salicylate

(aspirin) may have a similar uricosuric action, i.e., it may cause an in-

creased excretion of uric acid which may at the same time reduce the con-

centration in blood. This group of uricosuric agents acts by inhibiting the

normal mechanism for reabsorption of uric acid from the urine in the tu-
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bules of the kidney. With low doses of salicylate therapy the concentra-

tion of uric acid in serum may actually be increased but when the daily

dose is as large as 5 grams the uricosuric action is observed. These
paradoxical actions may be explained partly by the fact that uric acid is

both secreted and absorbed in different parts of the renal tubule.

Few drugs other than allopurinol, are given deliberately nowadays to

reduce the serum uric acid concentration. However, many drugs ad-

ministered for other purposes also have the same effect. Many other drugs

that incidentally cause an increased excretion of uric acid in the urine and

which, at the same time, may cause a reduction of the serum concentra-

tion are listed in table 2. Several of these drugs have the same action as

aspirin — causing an increased concentration in the serum at one dose and

decrease at another level. It is noteworthy that the drugs included are ad-

ministered for a variety of different purposes. Thus they include an-

ticoagulants, e.g., bishydroxycoumarin and phenindione; radiographic

contrast media such as diatrizoate, iopanoic acid and ipodate. Hormone
therapy with cortisone, corticotropin, and estrogen therapy in men, have

the same effect. Diuretic drugs such as chlorothiazide and ethacrynic

acid, when given in large doses intravenously, have a uricosuric action.

Drugs that produce a diuresis, e.g., mannitol or glucose may also reduce

the concentration of uric acid in serum.

Other drugs, illustrated in table 3, cause an increase in the concentra-

tion of uric acid in the serum. These range from various anabolic hor-

mones which act by augmenting nitrogen balance and increasing muscle

mass to many diuretic drugs which impair urate clearance at low concen-

trations and drugs such as cytarabine, mercaptopurine or methotrexate

which cause massive destruction of cells. Many anti-hypertensive agents,

e.g., mecamylamine, by decreasing the blood pressure and reducing the

blood flow to the kidneys, cause an increase in the serum urate. Several

antibiotics are nephrotoxic with high doses and prolonged therapeutic

regimes. Nephrotoxicity is manifested, amongst other things, by an in-

crease in the concentration of end-products of nitrogen metabolism, in-

cluding uric acid, in the serum. Blood transfusions augment the available

nucleoprotein for catabolism and increase the serum concentration of uric

acid.

The administration of drugs to healthy individuals may not produce the

same type of response as in ill individuals. Further, we have considered

the administration of drugs as if they were given separately. This is rarely

the case. Indeed, concomitant administration of as many as 10 or more

drugs is not unusual. Such therapeutic regimes usually include several

drugs specifically intended to counteract the principal disease process.
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However, to these there frequently are added vitamins, iron and seda-

tives, all of which can be expected to influence metabolic processes and

laboratory data.

Table 2. Drugs reported to cause a decrease in serum urate

Acetohexamide Ethmylestradiol

Aspirin Glyceryl Guiacholate

Amiloride Griseofulvin

Azathioprine Halofenate

Azauridine Indomethacin
Biscoumacetate Lithium

Bishydroxycoumarin Mefenamic acid

Chlorothiazide Mersalyl

Chlorpromazine Methotrexate

Chlorprothixene Phenylbutazone

Cinchophen Phenindione

Clofibrate Probenecid

Corticosteroids Phenolsulfonethalein

Corticotropin Radiographic contrast media

Cortisone Stilbestrol

Estrogens Sulfinpyrazone

Ethacrynic acid Vinblastine

Table 3. Drugs reported to cause an increase in serum urate

Acetazolamide Halothane
Aluminum Nicotinate Hydrochlorothiazide

Amiloride Hydroxyurea
Anabohc Steroids Ibufenac

Androgens Mecamylamine
Angiotensin Mechlorethamine
Antineoplastic agents Meralluride

Azathioprine 6-Mercaptopurine

Azathymine Methicillin

Busulfan Methotrexate

Capreomycin Methoxyflurane ^

Chlorothiazide Nicotinic acid

Chlorthalidone Phenothiazines

Clorexolone Phenylbutazone

Cyclothiazide Prednisone

Cytarabine Propylthiouracil

Diazoxide Rifampin
Epinephrine Spironolactone

Ethacrynic acid Thioguanine
Ethambutol Thiotepa
Ethoxazolamide Vincristine

Furosemide Xyhtol
Gentamicin
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IV. In Vitro Influences on Uric Acid

To all the in vivo changes in uric acid concentration that present

problems in interpretation of data must be added laboratory induced

changes. While laboratory staff may be quite familiar with these in-

fluences on laboratory data few physicians are aware of the potential

problem because they are often unfamiliar with the nonspecificity in-

herent in most procedures used to determine the uric acid concentration

in the laboratories that they use. Most of the procedures that are in

widespread use to measure uric acid involve removal of protein, either by

acid, as in most manual procedures, or by dialysis of small molecules (in-

cluding uric acid) away from the protein containing solution. The property

of uric acid to reduce alkaline phosphotungstate is then most widely used

to quantify the uric acid. Other oxidants have been used and many dif-

ferent alkalies have also been used. The many variations of the same

analytical procedure were primarily employed in an attempt to reduce tur-

bidity, which may produce false answers, and to improve the specificity

of the reaction.

Use of the enzyme uricase which converts uric acid to allantoin ob-

viates many of the problems of nonspecificity of the phosphotungstate

procedure. However, the requirement of measuring the change in ab-

sorbance at 292 nm necessitates a good-quality spectrophotometer and

renders the procedure impractical for the mass-production approach to

analysis now used in the clinical laboratory. Early use of uricase involved

measurement of the concentration of uric acid with related chromogens in

the serum by phosphotungstate reduction followed by incubation with

uricase to destroy the uric acid quantitatively and a repeat measurement

of the non-urate chromogens. The inherent errors in this approach have

been summarized by Henry [27 ] . However, the uricase procedure can be

adapted well to the mechanized laboratory by coupling the reaction, under

controlled conditions of pH, with peroxidase and an indamine dye and

using the AutoAnalyzer [28]. This combines the advantages of specifici-

ty of analysis with efficiency.

Procedures requiring acid precipitation of protein may induce errors in

any method for the measurement of uric acid. Urate may be co-

precipitated with acids if the pH of the filtrate is reduced below 3.

Although heat coagulation is free from such theoretical objections it is

cumbersome and time consuming. Dialysis in mechanized analyzers cir-

cumvents the problems involved with protein precipitation. While

theoretically it is unnecessary to use a standard with the spec-

trophotometric uricase procedure this is required for all other procedures.
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Uric acid must be dissolved in lithium carbonate and a preservative must

be added if it is not to deteriorate fairly rapidly even when refrigerated.

Formaldehyde, which has been widely used as a preservative, retards di-

alysis in mechanized procedures and also may inhibit uricase in specific

methods. Specimens for analysis are only stable for 3 to 5 days at 4 °C but

up to 6 months if frozen. The concentration of uric acid in serum is much

greater than that of the erythrocytes so that theoretically hemolysis

should have little effect on the measured concentration. However,

erythrocytes contain large quantities of other reducing substances which

are released into the serum with hemolysis so that measurement by a non-

specific reduction technique will produce erroneously high results.

Hemoglobin, itself, can be measured as if it were uric acid when it is

present in large quantities, i.e., if the specimen is badly hemolyzed. Biliru-

bin, always present to an extent of about 1 mg/100 ml. except when a pa-

tient is jaundiced when its concentration may be much greater, may also

react like uric acid when its concentration exceeds 7 mg/100 ml.

None of the drugs listed in table 4 that affect the phosphotungstate

procedure have been reported to influence the uricase procedures. While

all these compounds are claimed to affect the procedures there is relative-

ly little evidence to support the suggestion that they would signitlcantly

affect the determined serum concentration of urate at the concentrations

at which the drugs are normally present in serum. The concentration of

many drugs tends to be higher in urine than in plasma, as will the concen-

tration of their metabolites, so that an interference that has been reported

for urine may not exist for plasma or serum.

Table 4. Compounds reported to affect non-specific analytical procedures for uric acid

Acetaminophen
Acetophenetidin

Acet\ laminophenol

Acet\ lsalic\lic acid

Amminophenol
Aminophylline
Ampicillin

Ascorbic acid

Caffeine

Carbenicillin

Chloral

Cysteine

Cystine

Dextran
Epinephrine

Ergothionine

Formaldehyde
Gentisic acid

Glucose

Glutathione

Hemoglobin
Hydralazine

Hypoxanthine
Levodopa
6-Mercaptopurine

Methicillin

Methyldopa
Penicillin

Phenelzine

Prop>lthiouracil

Resorcinol

Salicv lie acid

Theoph>lline

Tryptophan
Tyrosine

Tyramine
Xanthines
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The in vivo effects of drugs are not exclusively related to their chemical

structure, whereas the in vitro effects on a laboratory method are very

much dependent on the chemical structure of the drug. This results in

situations in which drugs may apparently have synergistic or antagonist

effects on the concentration of a constituent. For example, methicillin

may cause nephrotoxicity through a direct action on the renal tubules

while at the same time it may be measured by a nonspecific laboratory

procedure to produce a falsely high uric acid value. This type of situation

is especially dangerous when other measures of renal function also suffer

from the combination of a physiological and methodological effect. Also,

large doses of aspirin produce a lowering of the serum concentration of

uric acid yet this may not be apparent as it acts as a reducing agent with

the nonspecific analytical procedures, and will cause an artefactually high

urate value.

Barnett [29] has identified clinical decision thresholds and has at-

tempted to define acceptable errors in analytical precision. At the Na-

tional Institutes of Health we have also attempted to determine the in-

traindividual variability of uric acid on a day to day basis [30]. These

values (which were 0.5 mg/100 ml in both studies) indicate that a fairly

large imprecision in uric acid measurements can be tolerated because of

the wide day to day variability exhibited by most patients. For other

analytes much greater precision in analysis is required because of the

close hormonal control exerted in vivo that greatly reduces the physiologi-

cal variability.

Laboratory staff should remember their obligation to use the best

analytical procedures and also should be prepared to provide as much
assistance as possible to the practicing physician so that he can interpret

his data correctly. Uric acid has only been used as an example to illustrate

the many factors that affect clinical laboratory data. Many of the same,

but also additional, influences affect other constituents. It is important to

put the correct interpretation of laboratory data into the proper perspec-

tive because most clinicians and laboratory scientists are unaware of the

magnitude of the difficulties of doing this. It requires a large-scale

cooperative effort so that all patients will ultimately reap the benefits.

V. Summary

Factors influencing the concentration of uric acid in serum are used to

illustrate the problems posed for physicians in the correct interpretation

of clinical laboratory data. These factors include not only the underlying
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disease state of the patient but his demographic background and living

habits, as well as the influence of drug therapy. 1 he inriportance of the use

of specific analytical procedures in the clinical laboratory is also

discussed.
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It sometimes happens that an analytical chemist, in evaluating the accuracy

of his analysis, subconsciously obtains highly precise and accurate analyses,

when in fact, the method and techniques he uses cannot possibly yield such

results. This can happen even when he uses standard reference materials or

carries out a series of repetitive analyses. Examples of these are discussed

along with examples of other human foibles that may leave the analyst with a

false impression of his accuracy and precision.

Keyw-ords: Accuracy: analytical chemistry: standard reference material:

statistics: syndrome.

One of the most important factors in any analysis is the analytical

chemist and his interaction with his analytical problems. Unless he is

careful he can and will fool himself easily and completely. This can hap-

pen with his use of Standard Reference Materials (SRM). Oftentimes he

may use them as a security blanket. In other words he will cite results on

the SRM as an iron-clad guarantee that his values are accurate.

Over the years I have noticed that reported values tend to agree with

SRM certified values more frequently than would be expected even

though a range of values is involved. An example of this can be seen in

table 1 for tin and molybdenum. Of the nine results cited four were

unusually close to the certified value.

Another example of this security blanket is referred in the analyses of

coal for selenium. These values are in table 2. It will be noted that the

evolution values do not agree very well with the colorimetric values even

though the value found on NBS-SRM 1632 was reasonably close to the

recommended value.
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Table 1. Comparison of certified concentrations to data from recent literature

Metal

Sn

Mo

SRM Found Certificate approved Certificate range

Steel 20e 0.158 0.013 0.011-0.014
.155

Brass 37d .966 .97 .96 - .97

.989

Al-Si87 .060 .63 .05 - .077

.064

Steel lOlC .0127 .008 0.077- .009

.0126

Ounce Metal 124b 4.905 4.93 (Provisional)

4.912

Si Steel 125 0.0067 0.007 .005-0.008

.0067

BCS 320 .19 .22 .21 - .22

DCS 322 .042 0.045 .040- .050

BCS 325 .16 . 16 .15 - .16

Table 2. Analysis for selenium in coal {Se in ppm)

Sample/Method Evolution Colorimetric X ray

AA

A 0.52 2.7

B .95 2.8

C 3.6 5.7

D 2.7 2.5

NBS-SRM 1632 (2.7) 2.0 3.7,5.7
NBS-SRM 1633 (9.3) 3.2 9.7
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Another syndrome associated with the analytical chemist is that of

replicate analysis, that is, a fairly large number of replicates are analyzed.

An example of this can be seen in table 3. where out of 1 1 determinations,

10 agree to 3 significant figures. When this analyst was given a separate

group of samples of about the same carbon content but with differences in

sample weights and with the carbon values unknown to him, his repeata-

bility as seen in table 4 was reduced by a factor of about 5.

Table 3. Repetitive analysis ofNBS-SRM 169 for carbon

CO, c
Net Wt Wt %
mg

2.2 0.0441

2.2 .0441

2.2 .0441

2.2 .0441

2.2 .0441

2.2 .0441

2.2 .0481

2.2 .0441

2.2 .0441

2.2 .0441

2.2 .0441

2.

2

.0441

Average 0.0444.

Estimated repeatability 0.0021.

Sample size 1 . 3645 g.

^ Certified value 0.043, range 0.037 to 0.050.

Table 4. Analysis of blind samples for carbon (in wt %)

NBS-SRM 169 19 Cr-35 Ni^

0.0409 0.0460
.0437 .0390

.0464 .0499

.0464 . 0465

.0437

Average 0.0442 Average 0.0454

RepeatabilitN 0.0062 Repeatability 0.012

^ Carbon concentration 0.042 wt percent.



Accuracy in Trace Analysis

This leads to another blind side sometimes seen in the analyst, namely

that of extending an analytical method beyond its useful limits. In the case

of the gravimetric carbon analysis just cited, a 0. 1 mg balance error was

used. As in any gravimetric determination four weighings are involved —
two for the blank and two for the sample. In table 5 we have calculated the

error involved for carbon with balance errors of .05, 0.1, and 0.2 mg for

different sample sizes. In comparing the precision of the analyst just men-

tioned with the values of table 5 it can be seen that his 1 g sample and its

reproducibility reflects a balance error of 0. 1 mg. Similar considerations

of extending a method beyond its limits apply to almost any analytical

method.

Table 5. Evaluation of weighing error

Balance errors

Sample size

g 0.2 mg 0.1 mg 0.05 mg

<T R <j R <T R

5 0.0022 0.0061 0.0011 0.0031 0.0005 0.0014
3 .0036 .0102 .0018 .0051 .0009 .0026
1 .0109 .0307 .0055 .0153 .0027 .0076

^ Data in percent carbon.

Another peculiarity of the analytical chemist is his "smugness syn-

drome." For example, in one method involving the determination of iron

in niobium with orthophenanthroline, fuming with sulfuric acid to remove

the fluoride used to dissolve the sample is employed (fluoride interferes).

But on a calibration curve prepared using fuming, a slope of 3.77 x 10-^

was obtained as compared to a slope of 3.98 x 10-^ obtained when the

fluoride is complexed with tartaric and boric acids.

Another type of smugness is involved in a method for antimony in steel.

The original method gave good results in our laboratory and in the hands

of exceptionally competent analysts. However, in order to make the

method work in routine labs, it was necessary to make seven simplifica-

tion changes.

There also appears to be a tendency among analytical chemists to use

statistics as an indicator of precision and accuracy rather than as a valid

tool for the evaluation of a method. There is too much tendency to discard

outlier results. This can be devasting in a round robin for evaluation of a

method. If one uses as a tool the comparison of the within-lab error with

the among-lab error, it can be quite useful. In one example where this was

done, a factor of 3 to 10 difference in these error parameters was ob-

served. A careful examination of the procedure showed some critical

points in the method.
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The extension of accuracy in trace element analysis to the ppb level cannot

be based directly on the study of Standard Reference Materials because most

of these are certified only at the ppm levels. Control of accuracy at such low

levels may be achieved by an analysis of precision which serves to detect un-

known sources of variation in replicate measurements. This approach was used

to locate errors in connection with the determination of arsenic in human

serum by neutron activation analysis. Successive applications of the analysis

of precision led to the detection of two unknown sources of variation. In addi-

tion, the analysis of precision indicated that the current evaluation of small

photopeak areas was not entirely unbiased. The apprehension of these errors

led to changes in the methodology which in turn yielded both better precision

and improved accuracy at the ppb level of concentration.

Keywords: Accuracy; analysis of precision; a priori error; a priori

precision; a posteriori precision; chi-square test; precision;

precision of analytical method; ultratrace level.

I. Introduction

The value of an analytical result is strongly dependent on its precision,

while its validity is determined by its accuracy. Both attributes are in-

dispensable for satisfactory reporting of analytical work.

Accuracy and systematic errors are accepted as characteristic of the

analytical method, whereas precision and random errors are traditionally

considered to be rather more characteristic of the results. With a suffi-

ciently accurate specification of the analytical technique [ 1 ] , precision

also becomes truly characteristic of the analytical method. This view
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becomes more and more appropriate as the automation of analytical work
increases, and the interaction between analyst and equipment is reduced.

The precision of an analytical method has been defined [2] as a set of

quantitative instructions for the estimation of the precision of a single

analytical result.

The resultant estimate for a particular analytical result is referred to as

its a priori precision [3 ] , in contrast to the variability of actual results cal-

culated a posteriori. In the analysis of precision [2] the a priori pYQcision

is compared with the actually observed variation between individual

results for identical samples.

II. Precision of Analytical Methods

The problem of establishing the precision of an analytical method

usually has to be solved in two steps. First a determination by whatever

procedure deemed appropriate of the magnitude of all known or suspected

random errors, as well as of their contribution to the overall precision.

Then a verification of the estimated a priori precision for a series of

duplicate, analytical results, by the analysis of precision with a chi-square

test [2].

A. Classical Methods

For many classical analytical methods with incomplete theoretical

bases, the overall random errors are determined — along with possible

systematic errors — by repeated analysis of samples to which known quan-

tities of determinand are added [4] , or of Standard Reference Materials

with certified concentrations of determinand. In this case the analysis of

precision may be used to justify the assumption that the a priori precision

thus determined, is also applicable to analytical results for real samples.

The range of such methods is limited to the range of concentrations and

matrices for which experimental tests of precision and accuracy have

been made [5 ] , The methods may therefore be suitable for trace analysis,

but not for elements at the ultratrace level, i.e.,< 10 ppb, a concentration

below which no Standard Reference Material has as yet been certified for

any element.
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B. Contemporary Methods

For analytical methods with a precisely known theoretical basis, the in-

dividual sources of variability are well defined, and their corresponding

contribution to the overall precision may be determined by specific mea-

surement, instead of implicitly by actual analysis of samples.

Here the analysis of precision serves to verify the algorithm for the esti-

mation of overall precision from knowledge of individual variance com-

ponents. This is again most properly done by repeated analysis of Stan-

dard Reference Materials at different concentrations and in different

matrices.

If good agreement is achieved in all cases between actual and estimated

variability of results, then the precision of the method is well established.

Hence it can be expected to give accurate estimates of a priori precision

also outside the range of materials and concentrations for which experi-

mental tests were made.

These methods are therefore to be preferred for analysis when no suita-

ble Standard Reference Material is available, or indeed for elemental

determinations at the ultratrace level, where not even an acceptable blank

can be found.

C. Activation Analysis

For nuclear activation analysis with carrier addition and radiochemical

separation, the a priori precision is completely independent of the concen-

tration of the determinand. The precision of a single, analytical result

must, however, be supplemented with an estimate of the precision of the

counting process based on Poisson statistics.

With the inclusion of this so-called counting statistics in the overall

precision, the analysis of precision based on duplicate analysis of actual

samples may again be performed with a chi-square test [2 ]

.

Particularly neutron activation analysis, with its enormous range,

benefits from the constancy of a priori precision. This may be verified by

the repeated analysis of Standard Reference Materials at the trace level or

even higher concentrations, where the contribution from counting

statistics is negligible. The adequacy of estimates of counting precision

may be tested separately if necessary.

The extension of precision to the ultratrace level should therefore be a

matter-of-course.
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III. Control of Accuracy at Ultratrace Levels

Although perhaps a dozen different analytical techniques can claim sen-

sitivities high enough to measure elemental concentrations at the ultra-

trace level (< 10 ppb), the accuracy of results obtained is often difficult to

ascertain.

No Standard Reference Materials have so far been certified at this

level, and calibration by the addition of determinand to a real sample may
not be a very reliable technique at these low levels. In addition, the

absence of truly representative blanks makes a distinction between matrix

effects and small contents of determinand quite difficult.

The greatest problem is, however, the risk of contamination, to which

all methods are susceptible, except activation analysis. Nuclear activation

analysis with carrier addition and radiochemical separation is therefore

the method of choice for ultratrace element analysis [6]. In addition,

calibration may be based on comparator standards with several orders of

magnitude higher concentration of determinand than the real samples, and

the precision of the method may be checked by the analysis of Standard

Reference Materials at similar, high concentrations.

This does not mean, however, that activation analysis automatically

yields unbiased estimates of true concentrations of determinand in actual

samples. A brief search of recent literature demonstrates that a method

for the detection and elimination of erroneous results at the ultratrace

level is still greatly needed.

A. Rejection of Results

Elimination of unusual results is practiced under various guises by vir-

tually all analysts, perhaps more or less consciously:

a. Chauvenet's criterion permits an observation to be discarded if the

probability of its occurrence is less than or equal to 1/2N, where

N is the number of observations.

b. Dixon's test for outliers assumes a normal distribution, and per-

mits the rejection of observations with a probability below some

appropriate level chosen in advance.

c. Duplicate analysis which permits elimination of the highest of

each pair.

While the rejection of results on purely statistical grounds is not per-

missible, the application of a. or b. may well draw attention to sources of

error, which may then be eliminated. However, only the most perspicuous

errors are detected, and the mere absence of outliers does not ensure

adequate control of accuracy.
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Duplicate analysis with rejection of the highest result does in fact

reduce the influence of contamination, but doubles the analytical ef-

fort -perhaps needlessly.

B. Analysis of Precision

Results of duplicate analysis ofM different materials are much more ef-

ficiently utilized in the analysis of precision, where the statistic T was

shown to be approximated by a chi-square distribution,

T - E ^^^-^r^ (1)

with M degrees of freedom [2 ]

.

Here Yim and Y-im are the dupHcate resuhs for material m, and &xm and

cr-zm their estimated standard deviation, calculated as the combined effect

of a priori precision and counting statistics.

The detection of unknown sources of variation by this method usually

results in the detection of unsuspected systematic errors. On the other

hand, if the presence of unknown sources of variation is not indicated, the

number of duplicates to be analysed may be reduced considerably.

According to Heraclitus it is not possible to step twice into the same

river, which means that duplicate samples are not always easy to obtain.

On the other hand, samples that cannot be duplicated are probably not

worth analysing; the analytical effort is then not only halved, but wasted.

IV. Analysis of Human Serum for Arsenic

The measurement of arsenic concentrations by neutron activation anal-

ysis has been carried out in this laboratory by essentially the same method

for a number of years [7 ] , although additional steps have been introduced

from time to time to increase the number of elements determined in the

same sample.

Samples of serum are irradiated for 30 minutes in the pneumatic tube

system of the Danish reactor DR 2 at a thermal neutron flux density of 7

X 10i=^n-cm-2-s-i.

Multiple carrier addition with 1 mg of arsenic is followed by sample

decomposition with sulphuric and nitric acid. After a cupferron scaveng-

ing, the arsenic is precipitated with thioacetamide, redissolved in ammoni-

um sulphide and transferred to a counting vial.
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After counting in a Nal(Tl) scintillation detector, the samples are re-ir-

radiated for 10 minutes, and the chemical yield is measured in an ioniza-

tion chamber [8].

A. Phase 1970

The accuracy and precision of results were studied in the concentration

range 2 to 200 ppb by the analysis of Bowen's Kale and by repeated anal-

ysis of 1 8 different actual samples covering this range [9 ]

.

Assuming that the standard deviation of a single result could be ex-

pressed as

= Sa^ + S,2 + Se^ (2)

with Sc" representing the contribution from counting statistics, an attempt

was made to resolve the remaining variance into contributions from ab-

solute and relative, random errors. By successive approximations it was

found that the observed variation between duplicate results could be ex-

pressed as Eq. (2) with an absolute, random error of 2 ppb and a relative

error of 5 percent.

The precision of the method was not established at that time, but later

studies showed that random differences in the neutron flux density to

which sample and comparator were exposed in both irradiation and re-ir-

radiation, gave rise to a relative, random error of 5 percent [10]. No
source of variation in the analytical method was found to account for an

absolute random error of 2 ppb, and its origin was ascribed to contamina-

tion under the primitive field conditions, under which these samples were

taken.

B. Phase 1971

The precision of the method was therefore assumed to contain only

contributions from counting statistics together with the applicable coeffi-

cient of variation in irradiation conditions. This was tested by repeated

analysis of two Standard Reference Materials, NBS-SRM 1571 Orchard

Leaves and NBS-SRM 1577 Bovine Liver, for which results are given in

table 1 along with their calculated standard deviation and the initials of the

particular analyst.

With the results arranged in numerical order the names of the analysts

are met in random order, indicating that the personal touch does not sig-

nificantly influence the results. All results were therefore pooled, and the



Heydorn 133

Table 1. Experimental test of accuracy and precision of the analysis for arsenic in

standard reference materials

NBS-SRM 1571, NBS-SRM 1577,

Standard reference material Orchard leaves Bovine liver

Arsenic, ppm Analyst Arsenic, ppb Analyst

9.32 ± 0.33 TC
9.42 ± .54 KH
9.45 ± .54 KH
9.68 ± .34 TC
9.76 ± .35 TC
9.79 ± .50 ED
9.86 ± .35 TC
10.09 ± .42 MH

54.1 ± 2.9 LR
55.7 ± 2.9 MH
56.3 ± 3.0 MH
56.6 ± 3.1 LR
57.4 ± 3.0 MH
60.1 ± 3.3 LR

Number of results 8 6

Weighted mean 9.68 it 0.14 56.6 ± 1.2^

Degrees of freedom 7

T 2.83

Pix" > T) 0.90

* This result has been published in Ris0-M-1633 (1973).

analysis of precision did not indicate the presence of unknown sources of

variation. The weighted mean values of arsenic concentrations in the two

Standard Reference Materials were in good agreement with results re-

ported from other laboratories.

The precision as well as the accuracy of the analytical method seemed

now under full control, and a series of samples of human serum taken

under good, standard hospital conditions was analysed in duplicate.

The results are presented in table 2 along with their calculated standard

deviations. The analysis of precision clearly indicates the presence of ad-

ditional sources of variability, not accounted for in the precision of the

analytical method.

The analysis of variance in table 3, last column, estimates a residual

random error of 0.84 ppb and indicates that the observed differences

between samples may be real; this is a slight improvement in comparison

with earlier results for Danish samples [9 ]

.

Sampling conditions were tested by assuming the same absolute ran-

dom error as was found from previous results. Table 3 shows that the

variability of duplicate samples is significantly reduced, which means

that — as was to be expected — sampling conditions have been con-

siderably improved.
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Table 2. Uncorrected duplicate results for arsenic in human serum taken under good,
standard hospital conditions

Results

Sample
ng/ml ng/ml

A 1.29 ± 0,,12 1.37 =t 0. 12

B 3.33 ± .,25 2.71 d= .,16

C 3.52 -I- ,25 2.61 -I- . 16

D : 2.33 ± ,.15 1.44 db ,.12

E 0.65 .08 .083 ± . 12

F .53 ± .11 1.98 .17

G 1.69 .16 0.46 .09

H 2.71 ± .19 2.36 .15

I 1.52 zh .13 1.79 ± .15

J 5.74 + .36 2.58 zt .17

K 2.79 ± .34 2.34 zt .16

Number of samples 11 11

Degrees of freedom 11

T 201.6

P(x' > T) <io-9

Table 3. Comparison offield sampling conditions with good, standard hospital conditions

Sampling conditions: field standard hospital

Standard error, ppb: Sa = 2 Sa = 2 5a = 0.84

Variation between: duplicates duplicates samples

Number of Materials 18 11 1

Number of Results 39 22 11

Degrees of freedom 11 10

Test parameter T = 2.00 F = 2.48*

Probability <0.0015 <0.08

* Estimated population variance relative to the a posteriori precision of a single determi-

nation with 1 1 degrees of freedom.

Other sources of error were therefore sought, and it was found that in

some cases interference from Br-82 was not negligible. Hence, the calcu-

lation of results was changed to correct for this influence by evaluation of

the 777 keV peak in the sample spectrum [11] and the subsequent

elimination of the contribution to the 559 keV peak by means of a Br-82

reference spectrum.
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Results corrected for bromine interference are presented in table 4, but

it is obvious that all sources of variability have not yet been brought under

control.

The analysis of variance gives a residual random error of 0.27 ppb, and

the precision of a single result is now sufficient to detect with high sig-

nificance actual differences between samples.

Table 4, Duplicate results for arsenic in human serum of the 1971 series

Results^

Sample No.
ng/ml ng/ml

270755 2.06 ± 0..17 2.11 d= 0,,35

081250 0.31 ± ..18 1.11 zt .. 17

180149 1.40 ,15 0.70 .14

150248 0.36 .25 .24 .14

190745 1.34 .14 1.35 .16

230645 1.54 zb ..20 2.22 .21

230641 0.22 .18 0.65 .10

170241 1.02 ,15 1.21 . 14

040940 2.00 .21 2.65 .30

260226 2.74 it ..40 2.34 .20

120923 2.49 .17 2.76 .48

110212 0.27 .13 0.29 .22

Number of samples 12 12

Degrees of freedom 12

T 37.23

Pix'> T) 0.00020

^ Results published in Ris0 Report No. 271 (1973).

C. Phase 1972

Simultaneous determinations of manganese in the same samples of

human serum showed that the good, standard hospital conditions were not

good enough to avoid significant contamination with manganese [2]. A
set of samples taken later under the most stringent conditions was there-

fore analysed for both arsenic and manganese, and a highly significant im-

provement was demonstrated for manganese [2 ]

.

The corresponding results for arsenic are presented in the left part of

table 5, and it can be seen that the reduction of variation between

duplicate samples has now reached the point where it is significantly

smaller than prescribed by the precision of the analytical method.
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Seeing that the analysis of precision for uncorrected arsenic results in-

dicates the presence of excess variation, just as was to be expected, the

procedure for correcting for Br-82 interference was carefu]l\ scrutinized.

It was found that the peak boundary selection method currently used

[12] introduces a nonrandom component into the evaluation of very

small photopeak areas, such as the ke\' Br-82 peaks in the present

spectra. In this respect a recent method for peak boundary selection [13]

seemed preferable, and the results were recalculated on that basis.

The revised results are presented in the right part of table 5. and it -will

be noted that excellent agreement has now been achieved between the

precision of the anah tical method and of the analytical results.

V. Discussion

The analysis of precision of duplicate results of arsenic determinations

in human serum has brought about a deeper understanding of the sources

of variation that ma\' influence the results. The process has reached the

stage where all significant sources of variation have been brought under

control, and the precision of the analytical method accurately predicts the

precision of an individual result.

Two unexpected sources of variability \\ ere identified in the process:

sampling conditions and bromine interference. Both of them influence the

results, but in different ways: table 6 shows the summary of results at

various stages of the process.

Sampling conditions influence the a posreriori precision, which leads to

their detection, but the\ also significantly influence the estimated stan-

dard deviation of the population, but barely so the mean. Bromine inter-

ference changes the mean value, but has practically no effect on the popu-

lation standard deviation.

It is characteristic that the anah^sis of precision is a much more power-

ful method than a simple comparison of means: such detection of the dif-

ference between the previous and the alternative method of correction for

bromine interference at the same level of significance would require an in-

finite number of determinations instead of 10 duplicates.

However, it must be remembered that statistical inference based on re-

peated calculations on the same original data set is not made at a well-

defined level of significance. It is therefore pertinent to refer to the sub-

sequent application o: the revised correction method to routine analysis

under controlled sampling conditions. Thus, in 1973 a new set of serum

samples was taken in duplicate under almost perfect conditions with the
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purpose of studying diurnal variations in arsenic concentrations. The
results were corrected for bromine interference by the alternative

procedure, and the analysis of precision confirmed that all significant

sources of variation are under control.

Table 6. Arsenic in serum from normal Danish subjects

Sampling Correction Number of a posteriori Mean and s.e.m. Population s.d.

conditions method subjects error a ng/ml ng/ml &p ng/ml

none 16 2.4 2.4 0.6 1.9

none 11 0.85 2.1 ± .3 0.85
usual 12 .32 1.4 .3 .85

usual 10 .12 0.94 ± .14 .44

alternative 11 .11 1.07 .14 .44

VI. Conclusion

The control of accuracy and precision at the ultratrace level of concen-

trations cannot be based on Standard Reference Materials certified at

trace levels.

The analysis of samples in duplicate is a well tested way of lending

greater credibility to uncertain results. In combination with an analytical

method of established precision and accuracy, such as our present

neutron activation analysis method for determination of arsenic, unex-

pected sources of variation may be detected by the analysis of precision.

The identification of these unknown sources of variation is no simple

task, and their elimination may be even more difficult. However, it is

usually possible by changing experimental conditions to confirm or in-

validate, by the analysis of precision, the assumption that a particular fac-

tor is crucial. Only then may efforts be made to circumvent, reduce, or

randomize their effect.

Among unexpected sources of variability, sample heterogeneity is par-

ticularly troublesome, but without analytical methods of known and

established precision, reports on insufficient homogeneity of well-charac-

terized materials should be taken with some reservation.

The ultimate goal of analytical pursuit is to provide meaningful results

for actual samples and, like experiments that cannot be repeated, results

that cannot be duplicated are not meaningful. Results that are not
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meaningful are often misleading, and it is the responsibility of the analyti-

cal chemist to identify such results promptly and not to release them from

his laboratory.

The analysis of precision is believed to be an important tool in the per-

formance of this task.
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The Youden technique has been modified in order to monitor systematic

error between runs. When a laboratory appears to have systematic error

problems, it is important to know whether or not this is typical of the routine

operation. The procedure to be described examines the sum and difference of

the results obtained on each of two control samples. Simple statistics permit

long-term analysis of the results of such control analyses to separate within-

run, or random effects, from the systematic effects occurring between runs.

This simple sum/difference approach has been applied in a wide variety of

water and wastewater analytical procedures. The blank determination in trace

analysis has been implicated, in many cases, as the most significant source of

systematic error.

Keywords: Analytical performance: between-run; calibration: precision:

quality control; systematic error; Youden plot.

I. Introduction

The need for control of systematic error within the analytical laboratory

is well evidenced by the number of interlaboratory comparisons which

have shown by means of Youden's technique [1] that it is the most sig-

nificant source of deviation between laboratories. Many analysts, when
queried directly, are unable to comment on the extent or even existence

of systematic error in their laboratory. Since intercomparisons are carried

out infrequently, insufficient data is available to determine whether an ob-

served error in the result reported by a given laboratory applies only to

the run in which the result was obtained or whether it is typical of that

laboratory's routine work.

141
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Systematic error can be separated from random deviation by the use of

two similar control samples or standards. This technique was applied by

Youden to interlaboratory comparison in which several laboratories

analyzed each of two control samples. We have applied the same

technique to intralaboratory work by analyzing the two control samples

once per analytical run over a period of 15 or more runs, and have been

able to detect and correct significant systematic error as it occurs.

II. Theory

The object in controlling analytical performance is to ensure immediate

detection of any deterioration in instrumentation, technique and/or stan-

dardization. Most observed deviations in analytical results can be con-

sidered insignificant when measured against routine performance.

Unusually large deviations should then occur only rarely as long as the

system produces results distributed normally about the mean value. The
standard deviation, s, of the available data is commonly used as the mea-

sure of performance and is used to infer that deviations larger than 2s

should occur less than 5 percent of the time. This inference is true if the

data is "normally" distributed as is usually the case when it has been ob-

tained under one set of conditions. If the data is provided from different

analytical runs, errors made in determining either the blank or calibration

slope will result in a broader non-normal distribution of data. However,

there is usually insufficient data to demonstrate this, unless two samples

run simultaneously show the same error.

If the theoretical relationship between concentration C and instrument

response R can be written

C = Co + kR, (1)

where Co = concentration required for nil response and A = linear slope

relating C and R. Then the estimated concentration C for an observed

response R will be given by the equation,

C = (Co^eo) + kR{\+e,)^Cr, (2)

where eo = systematic error in the blank, ek = systematic error in the slope

and Cr== random deviation. Thus the total deviation can be described by

the formula

c=(C-C) = Cr^e
= Cr+eo^ekC (3)

At levels of analysis close to Co {e.g., trace analysis) the most signifi-
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cant source of the systematic error e is in estimating the blank value C,

and e is independent of concentration. At higher levels e becomes increas-

ingly proportional to concentration due to the term e^, but since the ran-

dom component c, is not necessarily proportional to concentration, the

observed total deviation {Cr^e) need not increase linearly with concentra-

tion. (For these reasons the common practice of reporting relative stan-

dard deviations, rather than absolute standard deviations, can be mislead-

ing.)

The separation of systematic and random deviations is achieved in the

following manner. When several analyses are performed on each of two

control samples, A and 5, the deviations a and /?, observed for a given pair

of results about their mean values A and B, can be separated into their

random components cir and br and their systematic error component e.

Provided that A and B are close in concentration, the error component e

will be common to both^ and B. Thus

a = {A - li) = Qr ^ e (4a)

b = (B - B) = br + e (4b)

(a + b) = {T - f) = a, + br + 2e (4c)

(a - b) = (D - D) = Qr - br (4d)

where T= (A+ B) and D= (A — B). Note that since the values Qr and br

are each normally distributed and randomly associated {i.e., some pairs of

Qr, br are at least partially self cancelling), not all of the observed deviation

common to^ and B is due to systematic error.

By means of the usual formula for calculating variance namely:

, _ - AY _ Sa^

(n - 1) (n - 1)

it can be shown that

Sa' = ^^—^y^Gr' + e- -f 2ear) (6a)

sb' =
,

^
,

• ^(br' + + 2ebr) (6b)
(« - 1)

1

St' = ; -• ^[ar' + b;' + 4e- + 4e(ar + br) -f 2^7A] (6c)
{n - 1)

sd' =
("TZl)- + - ^^^W (6d)
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it can be shown that

a) within-run variance = r^— (7)
2(n - 1)

.
- ' = y2(sD') + i:arbr/(n - 1)

b) systematic variance Se' =
(n - 1)

% = y2(sT' - Sa' - Sb') - j^^^ (8)
{n - 1)

c) total variance 5^ = {sr' + Se')

= ViW + ^z>' - Sa' - Sb') (9)

= y^isA' + ^£2)—J—7^ (10)
in - \)

= + ; 77- (11)
{n - 1)

Provided that there is sufficient data so that ar, hr and e can exert their

random association, the cross-product terms will be negligible. The actual

value of the term in equation (10) can be calculated by comparison to

equation (9), but the value of the cross-product term in equation (7) and

(8) cannot be determined so that for insufficient data the within-run vari-

ance will be over-estimated by an indeterminate amount. Note that equa-

tion (9) is to be preferred when calculating total variance using data from

different analytical runs.

III. Application

The primary purpose of the two-sample control procedure is to flag

those analytical runs which may result in significant systematic error. The
control technique involves recording the values of A and B obtained for

each of the control samples, calculating their sum T and difference D, and

plotting these values in time sequence. If no systematic error is present

then St will equal sd but in general this is not found to be true. Warning

limits of ±25d and control limits of ±35/j can be used to define outliers.

Outliers in the T plot confirm the presence of significant systematic error

whereas outliers in the D plot indicate a significant level of random devia-

tion. In practice control limits are based on a previous set of control data.

Care must be taken not to set control limits tighter than those the system

is routinely capable of maintaining.
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It is also useful to maintain a sequence plot of B vs A (Youden plot) in

order to clarify the long-term performance of the analytical system. In the

absence of systematic error, the lines joining sequential^ , B points will be

randomly oriented. As systematic error increases these lines will tend to

be oriented from upper right to lower left quadrants and the points will

change from a circular into an elliptical distribution along this axis, pro-

vided only that variance ofA and B are approximately equal.

Any reasonably stable material can be used to prepare the two control

samples. Sufficient material or sample is required to provide for at least 20

to 30 analyses over a period of 1 to 2 months. As few as 10 sets of

analyses have proved useful however. Both artificial and natural samples

have been used with success, depending upon whether control of instru-

mentation only, or control of the entire analytical process was required.

The choice of concentrations to be used for ^4 and B control samples or

standards depends upon the relative significance of eo versus eu type

systematic error. Two controls at the upper end of the operating range will

control slope error and will be relatively unaffected by blank error,

whereas two low-level controls will monitor systematic error in the blank.

Since most trace analysis is performed at the low end of the operating

range, the control of eo error is critical if small changes in the environmen-

tal levels are to be detected. Notice that the actual strength of the check

samples need not be known in order to apply this control technique so that

stabilized field samples can be used to provide control at the actual level

of interest.

Figure 1 demonstrates the use of this technique to document the effect

of systematic error in the taring of 50 ml porcelain dishes (weighing about

40 g), for use in the gravimetric determination of total dissolved solids.

Each day two tared dishes arbitrarily assigned A and B were filled with

50.0 ml of distilled water and dried overnight at 103 °C along with the rou-

tine samples being analyzed. After cooling in a desiccator the next morn-

ing the dishes were reweighed and the "blank" values were calculated.

Although most results fell in the range ± 10 mg/1 some values were as high

as 28 mg/1. Examination of the T and D and B vsA plots points up the sig-

nificance of systematic error which results in a between-run precision of

10 mg/1 (2 1/2 times the within-run precision) as shown in tables 1 and 2.

Because of this, the use of specific conductance has been adapted, for

natural water samples containing less than 400 microsiemens/cm, as a

more precise measure of dissolved solids in this type of sample.

Figure 2 documents systematic error in the analysis of sulphur in

vegetative material by x-ray fluorescence. In this case the A and B
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A 2.6

B 5.0

10.8 19.7

s 6.2
D

between-run s 10.3 mg/1

within-run s 4.4 mg/1

systematic s^ 9.4 mg/1 5.0 mg/l/div.
niiiiiiiiiiiii}iiimmiiiiii,

D vs time

Figure 1. 50 ml distilled water blanks, dried overnight at 103 °C in pretared 50 ml porcelain

dishes arbitrarily labelled A and B, to demonstrate use of T, D and Youden control charts.
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Figure 2. Percent sulphur in vegetation by XRF analysis, over a period of 6 months. Equip-

ment overhauled at time indicated by arrow. Note variation in A not equal to variation of
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Table 1. Summary of control data used to plot the figures

A B SA SB St Sd

ffig/i solids (fig. 1) 2.6 5.0 10.8 9.9 19.7 6.2

Percent sulphur

raw data (fig. 2) 0.256 0.672 0.013 0.031 0.042 0.023

before (fig. 3) .249 .220 .0092 .0094 .0167 .0083

after (fig. 4) . 263 .227 .0118 .0102 .0218 .0044

Table 2. Calculated level of random versus systematic standard deviation

Within-run Systematic

Se

Between-run

s

mg/1 solids (fig. 1) 4.4 9.4 10.3

Percent sulphur

raw data (fig. 2) analysis not valid Sa 9^ SB see text

before (fig. 3) 0.0059 0.0073 0.0093

after (fig. 4) .0031 .0106 .0110

samples were selected to be at about 15 and 45 percent of full scale. Pel-

lets were prepared from each sample and were reanalyzed once per run

until they started to disintegrate, at which point fresh pellets were

prepared from the same two samples. The data was accumulated over a

period of 6 months. It is obvious from figure 2 that systematic error is oc-

cuiriog but since the standard deviation of the data is proportional to con-

centration, direct analysis of the raw A and B data is invalid. (This is not

a common observation for most of the procedures run in our laboratories.)

in order to investigate this system the B data was therefore arbitrarily

divided by three, and in addition the data was split into two portions

covering periods before and after a major instrument overhaul The
results of this treatment are shown in figures 3 and 4 and tabulated in ta-

bles 1 and 2. Examination of the B vs A plots demonstrates that the over-

haal was successful in reducing sources of random deviation but that

systematic error was not eliminated.
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Range 0.02 - 1.50%S

A .2486 s, .0092

B .2201 ;

between-run

vri thin- run

systerr.atic

0094

0093

0059

0 07 3

.0167

.00 83

warning lirr.its + 2s ^ on T and D

ccntrci -ir.its ± 3s,

(before servicing)

0. 005%S/di'

%^ ^
D vs time

Figure 3. Replot of XRF data prior to overhaul of the instrument {B values are 1/3 those

shown in fig. 2 ). \'ouden plot shows random deviation.
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Range 0.02 - 1 50 %S

A 0.2632
"a

0.0118 = T
° 0218

B 0 2 2 71 0 . 0102 0044

between-run s 0.0110

within-run s
r

0.0031

systematic s
e

0.010 6

warning limits + 2s^ on T and D

B versus A

(after servicing)

.005 %S/div.
iiimiiiHimiimmiii

control limits + 3s,

A D vs time

Figure 4. XRF data after equipment overhaul (B values are 1/3 those shown in fig. 2). Ran-

dom deviation has been reduced leaving gross systematic deviation. Note large number of

outliers in the T plot.

When consideration is taken of the field sampling variability and other

effects, the between-run precision of ±4.4 percent in the range 0.25 to

0.75 percent is more than adequate. However, this evaluation suggests

that the precision could be improved to ± 1.5 percent if necessary by con-

trol of systematic error.

In this XRF study the A and B data was accumulated only, but it is ob-

vious that, had the need existed, the A and B samples could have been

used to control the instrumental calibration. It is this potential for control

via daily analysis of the T and D plots that makes this technique most

valuable.
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In the past it has been difficult to accurately interpret the information pro-

vided by trace elemental analysis, especially when concerned with biological

and geological studies where there may be many variables involved other than

simple elemental distributions. Utilizing a combination of hierarchical cluster

analysis, factor analysis, and canonical correlation, data is presented showing

how these three statistical methods may be combined to study the relation-

ships of trace elemental concentrations in geological and biological matrices.

Clusters of elements are found which are not readily apparent from examina-

tion of either raw data or simple correlation matrices.

Keywords: Air particulates: blood: chemistry: computer graphics:

geochemistry; medicine: pattern recognition: trace elements.

I. Introduction

The field of trace analysis is intimately concerned with finding, measur-

ing, and interpreting trace levels of substances in order to understand or

predict the relationships that occur in natural phenomena. A tremendous

amount of time and effort is expended by scientists in this endeavor. Pat-

tern recognition, of which cluster analysis, learning machines, factor anal-

ysis and canonical correlations are various techniques, will provide new
and different insights into the meaning of experimental data. Results of

trace analysis treated by the new pictorial methods presented in this paper

will greatly increase the scientist's understanding of the interrelationships

in his data.

"To whom correspondence should be addressed.
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Pattern recognition [1-6] is a developing branch of artificial intel-

ligence. The technique has been applied to many diverse scientific areas

such as computer recognition of handwriting, speech analysis, cell counts

in clinical laboratories, photographic processing, and fingerprint identifi-

cation. In chemistry, pattern recognition has been applied to gamma-ray

[7] , infrared [8] , nuclear magnetic resonance [9,10] , and mass spectra

interpretation [11], classification of archeological artifacts [12], and

structure-activity relationships of drugs [13]. The authors have applied

the various techniques of pattern recognition and statistical analysis to

trace element concentrations in atmospheric particulate samples from the

South Pole [14], surface and sub-surface sea water samples [15],

geological sediments from the East Rudolf lake region in Kenya, Africa

[16], and in human blood [17]. The correlafions and relationships are

presented in the new pictorial methods developed by the authors.

II. Method

The computations presented in this paper were performed on an IBM
370/155 computer of the University of Rhode Island's computer labora-

tory. The graphical representations presented were made on a Broomall

2000 plotter in the same facility. The computer programs used in this

work were developed from various sources. The IBM SYSTEM 360

Scientific Subroutine Package, HGROUP (a clustering program authored

by D. J. Veldman of the University of Texas) and seven computer pro-

grams written by the authors complete the computer programming

package.

All of the pattern recognition programs were designed to accept either

of two forms of new data input; from cards or from general disk stor-

age data banks. Both columns and rows of the data matrix may be

given characteristic names for later ease of identification. Two methods

of pattern recognition were used. The first method called FACTOR, is a

form of factor analysis in which the linear combinations of a set of corre-

lated data are developed. Various methods of correlating the data, the

preliminary step in this procedure, can be used, including product moment
correlation coefficient, distance coefficient, cosine coefficient, and

Horner coefficient. FACTOR takes these coefficients and determines a

set of eigenvalues for the linear combinations, the cumulative percentage

of these eigenvalues, the eigenvectors, and finally the loaded factor matrix

for each of the eigenvalues. These values in the loaded factor matrix can

then be graphically represented with the new routines developed by the

authors.
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The other method, HGROUP, clusters the variables based on some
predetermined definition of similarity. Those most similar will group first,

and an error calculation is made to determine the similarity of the

clustered variables. A dendrogram can then be made of the series of

clusters to once again give a graphical representation of the data.

III. Results and Discussion

Pattern recognition is a mathematical technique that can be applied to

any type of experimental data. The clustering programs used in this work
can pretreat the raw data with various statistical techniques which

develop a new data matrix containing all the information in the original

data. A typical method for cluster analysis is to normalize the various

rows or columns of the data set using the standard deviation and the

mean.

Any statistical method that develops a correlation matrix from the raw

data can be used as a preprocessing technique for factor analysis. The
resulting output of eigenvectors is used by the new three-dimensional rou-

tine for representation of the experimental data. Types of correlations are

listed in the Methods section. The correlation method used in the follow-

ing examples is the product moment correlation coefficient:

= ^(^^ - 'x)(yi - y)
'''''

[Z(x^ - xy-Y''-[Ayi - yfY"

between each x and y which are the experimental variables and J and y
which are the means. The authors have applied all the various techniques

discussed in this paper to experimental data from trace element values in

atmospheric particulates, clinical variables in cancer patients, trace ele-

ment levels in sediments from the East Rudolf lake area in Kenya, Africa,

and the elemental composition of particulates in sea-surface and sub-sur-

face sea water samples.

To completely illustrate all the various techniques that can be used for

this type of data analysis is outside the scope of this paper. These pattern

recognition techniques do not replace conventional data analysis methods

already in use by scientists; rather, they supplement and extend the in-

vestigator's understanding of his experimental data. Three examples have

been chosen to demonstrate the advantages of these techniques.

The first six figures depict the typical graphical output of the programs.

The experimental data presented in these figures is from the trace element



154 Accuracy in Trace Analysis

concentrations in atmospheric particulates collected at the South Pole

courtesy of Zoller et al. [14]. Figures 1,2, and 3 are normal 2-dimen-

sional plots of the interrelationships for the first three eigenvalues of the

loaded factor matrix. Figures 4 and 5 present the new pictorial method of

representing three eigenvalues on one graph. The peaks at the rear three

corners (figs. 4 and 5) represent 0.0 on a — 1.0 to + 1.0 scale, as do the

other two axes. The advantages of figure 4 and 5 over the first three are

readily apparent when one realizes that all of the information of figures 1

,

2 and 3 is contained in figure 4 or 5.

It is possible to rotate the 3 -dimensional representation in any of the

three axes with respect to the viewer. The best view is data dependent

because cluster representations can mask each other. Interpretation of the

interrelationships among the 1 5 elements in the samples becomes much
clearer with this technique. The first three eigenvectors represent about

70 percent of all the variation in this data set, whereas each of the first

three vectors alone contained only about 25 percent.

The elements Al, Sc, Co, and Fe exhibit similar patterns in their varia-

tion from sample to sample. The tentative hypothesis one could develop

from this figure 4 is that Al
, Sc, Co, and Fe have the same source and/or

undergo similar physical-chemical processes in the atmosphere. Similar

hypotheses can be drawn for the pairs: Ce and Zn; Na and Mg; Se and

Br. The variation of the elements in the sample (loaded factor matrix) is

quite different from each other, and suggests that each grouping has ex-

perimental or natural variables that are different and/or independent from

each other. Relating these correlations to actual physical-chemical

processes in the atmosphere is not difficult.

The correlations suggest that each grouping has a unique source and/or

undergoes markedly different physical-chemical processes in their trans-

port by the atmosphere.

Figure 6 is a dendrogram of the experimental data. This figure is the

typical result of a pattern recognition program using hierarchical cluster-

ing. This technique asks if a set of elemental variables can be associated

into groups based upon their similarity within the samples. The program

groups variables one at a time at consecutively larger and larger relative

error until all variables are divided among two groups. The first groupings

(fig. 6) are Na-Mg, Al-Sc-Co-Fe, Zn-Ce-V and Se-Sb-Br. These

groupings basically agree with the factor analysis presented in figures 1

through 5. The final three groups contain Na-Mg, Al-Sc-Co-Fe-Mn-Eu-

Th and Zn-Ce-V-Se-Sb-Br, which could be respectively associated with

sea-salt from the oceans, normal crustal weathering and anthropogenic or

high-temperature processes.
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0. 00

VECTOR ONE

Figure 1. Loaded-factor values of South Pole air samples for principal-axis factors one and

two.

0. 00

VECTOR ONE

Figure 2. Loaded-factor values of South Pole air samples for principal-axis factors one and

three.
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NA.MG

Figure 4. The three-dimensional representation of South Pole air samples for the loaded-

factor values of the first three principal-axis factors shown at an angle of 60° by 45°.



Figure 6. The dendrogram of South Pole air samples with respect to clustering of the 1 5 ele

ments versus the relative error associated with the clusters.
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An illustration of the same techniques applied to biological variables in

the blood of cancer patients is presented in figures 7, 8, and 9. Figure 7 in-

dicates the relationships between the values of hemoglobin, sex, age

weight, white blood cell counts, platelet counts, sodium values and

chloride levels. The associations or similarities are not as well defined in

this example as in the first one. Na and CI levels indicate similar patterns,

as do platelet and white blood cell counts. The other four vanables in-

dicate little, if any, interdependency. Figure 8 is the dendrogram depicting

the relationships given by the clustering program. The groupings are Na-

Cl-weight, sex-hemoglobin-age, and white blood cell count with platelet

counts These are exactly the relationships one would expect from these

variables. The process can be reversed and the patients (fig. 9) can be stu-

died with respect to their variables (fig. 9). The patients are labeled by

sample number on this plot.

The third example is a collection of trace element values m sea-surface

and sub-surface (20 cm) sea water samples collected under the sponsor-

ship of NSF-IDOE program. Eight elements (Cr,Cu, Pb, Fe,Cd V, Mn,

and Al) have been determined in 23 pairs of surface and sub-surface sea

PLAT

Figure 7. The three-dimensional representation of eight biological parameters using the first

three loaded factors.
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Figure 8. The dendrogram of the biological blood parameters with respect to clustering of

the eight variables versus the relative error associated with each grouping.

Figure 9. The three-dimensional representation with the cancer patients as parameters

using the first three loaded-factors. This is the same experimental data as depicted in

figure 7, but with the raw data matrix inverted.
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water samples. Figure 10 presents the three-dimensional pictorial of the

elements. The similarity of the variation of Pb, Cu, and Fe within the sam-

ples is quite obvious. Tentative groups of Al, Mn, Fe, and V also show up

in figure 1 0. Figure 1 1 shows the dendrogram of the same experimental

data. The groupings are composed of Al and Mn; Fe and V; Cu, Pb, Cd
and Cr. It is tempting to explain Mn and Al as coming from crustal

weathering but that leaves out Fe. The other elements (Cr, Cu, Pb, Cd, V)

could be associated with anthropogenic sources. It becomes obvious that

there are some samples that have markedly different values than those in

the middle.

As with any statistical analysis technique, these are also limited by the

accuracy of the experimental measurements. There is no substitute for

well-planned experiments or sample collection programs with careful

analytical procedures. If the experimental measurements are accurate,

these techniques of pattern recognition can greatly improve a scientist's

understanding of multi-interrelationships within his experimental data.

Figure 10. The three-dimensional representation of the eight trace elements in the sea-sur-

face and sub-surface sea water samples using the first three loaded-factor values.
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Figure 1 1. The dendrogram of the eight trace elements in the sea-surface and sub-surface

sea water samples versus the relative error associated with the groupings.
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Fift\" herring Opisrhonemu o^linum iLe Sueur^ uere collected from

Boqueron Ba\\ Pueno Rico m one gill net haul. Each whole fish was wei-

digested and anah zed as a separate sample in triplicate for Fe. Zn. Pb. Cd. Cu.

and Mn using atomic absorption spectrophotometry. Results were correlated

to the size of the fish. The concentration of Fe. Zn. Cd. and Cu were signifi-

canth" higher in the pooled small fish as compared to the pooled large fiish. The

Pb concentration showed no detectable difference between the size classes.

However, the Mn concentration was significantly higher in the pooled large

fish as compared to the pooled small fish. The mean concentrations of these

metals were statistical!}" compared to the results of a pooled sample offish col-

lected and analyzed identically and to a pooled sample of thread herring col-

lected in another location at a different time. No significant difference was

found between these two pooled samples of medium size fish or between the

trace metal values for the individual medium size tlsh. A determination of the

sample size necessar\ to detect a 15. 20. and 25 percent difference between

t\^"o significanth" different means sho\^ ed that a minimum sample size to detect

that magnitude of difference would be 124. "0. or 50 tlsh respectiveK".

Keywords; Atomic absorption spectroscopy; fish analysis; sample size

variations; trace analysis; trace metals.

1. Introduction

Considerable emphasis is being placed on the accurac\ of trace element

analyses for environmental samples [ 1 ] . This is. of course, important and

necessary. However, often this is done w ith a considerable effort while no

attention is gi\ en to adequate sampling and the high natural variation in

trace element content among indi\"iduals. size classes, and populations of

163
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the same species.

In fish the concentration of trace elements varies from 3 times to an

order of magnitude in one population [2-4].

In fallout studies it has been found that the concentration of

radioisotopes varies from 2 to 3 times between size and age classes of fish.

This was caused by the changes in the diet of the fish [5,6] , and in the

turnover-time of the radioisotopes and that particular element [7,8] as

the fish grow.

The objectives of this study were: 1 . to compare the variability of iron,

zinc, cadmium, lead, copper and manganese values in samples of a single

species of the fish, Atlantic thread herring {Opisthonema oglinum) due to

analytical procedures and to differences between individual fish; 2. to

compare the concentration of trace metals in different sizes of fish and

fish from different locations; and 3. to develop criteria for obtaining

adequate and representative sample sizes for trace element analysis in fish

populations.

II. Methods

Fish were collected with a 3/4 inch gill net in Boqueron Bay on the west

coast of Puerto Rico. Fish were caught during three trips. On May 27 and

28, 1974, a total of 108 fish were caught in two net hauls at Station MPS
1 (fig. 1). These fish were assumed to belong to one population. The fish

were divided into 50 individual samples of medium size fish (12 to 14 cm
long), a pooled sample of 33 medium size fish, a pooled sample of 13 small

size fish (10 to 12 cm), and a pooled sample of 12 large size fish (14 to 16

cm). On July 23, 1974, fish were collected at Station MPS 2 (fig. 1) about

1 km away from the first sampling site. These fish were assumed to belong

to another school A pooled sample of 16 medium size fish was selected

from this catch. The length and fresh weight of each fish was measured

immediately.

The fish were cut in small pieces with a glass knife, dried at 105 °C,

";;:'eighed and ground. Three subsamples of 2=000 g (dry weight) of each in-

dividual fish, 30 replicates of the pooled sample of medium size fish, and

10 replicates of other pooled samples were analyzed with a Perkin-Elmer

Model 303 atomic absorption spectrophotometer after a wet digestion

procedure. The accuracy of the technique was confirmed by analysis of

12 subsamples of NBS-SRM-1577 (bovine liver).

A 2.000 g of dried samples was boiled at 80 °C with 25 ml of inverse

aqua regia (3 parts of concentrated HNO3 and 1 pan of concentrated
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HCl) in a 150 ml beaker until 1 ml was left. The sample was cooled and 30

ml of 30 percent H2O2 was added. It was boiled down to 1 ml and 10 ml of

inverse aqua regia was added slowly. It was boiled down to 1 ml. After

cooling, 10 ml of 30 percent H2O2 was added and boiled down to 1 ml. If

the solution was not colorless, the inverse aqua regia and H2O2 steps were

repeated. When colorless, 6 ml of 2N HCl was added and boiled down to

3 ml. This step was repeated. The sample was cooled and centrifuged for

20 minutes at 2000 rpm. The solution was decanted and diluted to 10 ml.

The solution was used directly for Cu, Cd, Pb and Mn analyses. For Fe
analyses it was diluted 1 0 times and for Zn analyses 1 00 times.

All glassware was washed with Alconox®, rinsed with distilled water,

refluxed with concentrated HNO3 and rinsed again with deionized

distilled water.
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The accuracy was tested by analyzing the NBS-SRM 1577 (bovine

liver). The values for Fe were slightly higher, but for Zn and Cu were

within the 95 percent confidence limits with values given for the NBS
standard (table 1).

Table 1. Determination of accuracy for zinc, copper, and iron using NBS Bovine Liver
Standard and method ofpresent study

Metal
Concentration (/xg/g dry wt)

Zn Cu Fe

Observed value: X 141

S 24

95% confidence ±16
limits

186 324

13 27

±7.9 ±16

NBS value: X 130 193 270

95% confidence ±10 ±10 ±20
limits

III. Results

A. Variation Between Size Classes

The concentration of most elements studied was higher in the pooled

sample of small fish than in the pooled sample of large fish (table 1). Lead

showed no significant differences between any of the size classes. Only

manganese was higher in the large fish. This was surprising as small fish

usually have a faster metabolism [12] and turnover-time of elements than

large fish [7]. As can be seen from table 2, elements seem to behave inde-

pendently without a similar pattern between closely related element pairs

such as Fe-Mn and Cd-Zn.

B. Comparison of Populations

Only iron showed a significant difference (p < 0.05, t test) between the

pooled samples of the two populations (table 3). The similarity was ex-

pected as the locafions were similar and reasonably close together (fig. 1).
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Table 2. Mean values of different trace metals in the pooled samples of small (12 cm),
medium (12 to 14 cm) and large {14 cm) Thread Herring {Opisthonema oglinum)from Boqueron

Bay

Concentration (^g/g dry wt)

No. of analyses

Fe Zn Cd Cu Pb Mn

Small 11 X 261 136 0.69 5.

1

8.5 13.6

S 16.7 8.9 .03 0.5 1.4 0.9
Medium 29 X 111 91.5 0.54 3.0 8.5 13.3

S 23.5 14.0 .06 0.5 1.4 1.6

Large 9 X 91.7 102 0.64 2.6 8.7 16.8

S 10.3 13.5 .04 0.7 0.7 1.3

Significant difference

{p < 0.05) a, b a, b b a, b d b, c

Notes: The codes a, b, c, and d show the significant difference {p < 0.05, / test) between
the size classes.

a = between small to medium
b = between small to large

c = between medium to large

d = no difference between the size classes.

Table 3. Mean concentrations of the elements in pooled samples of Thread Herring in two
different populations from Boqueron Bay

Concentration (/xg/g dry wt)

Sample No. of analyses

Fe Zn Cd Cu Pb Mn

MPS 1 29 X 111 91.5 0.54 3.0 8.5 13

S 23,.5 14.0 .06 0.5 1.4 1.6

MPS 2 9 X 81,.6 92.1 0.63 2.9 8.2 17

S 13,.0 21.8 .07 0.2 0.66 2.0

C. Individuals vs. Pooled Sample

There was a significant difference (p < 0.05, t test) between the mean

concentration of Fe in the pooled sample of medium size fish and the 50

individually analyzed medium size fish, but not for the other elements.

The standard deviation of individual fish was three times as high as that of

the pooled sample for manganese, and nearly 2 times as high for Zn but

only slightly different for the other elements (table 4).
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Table 4. Mean concentration of trace elements in the pooled sample of the medium size

fish and of 50 individuals (3 replicates) of medium size fish

No. of analyses

Concentration (ng/g dry wt)

Fe Zn Cd Cu Pb Mn

Pooled fish 29 X 111 91.5 0.54 3.0 8.5 13

S 23.5 14.0 .06 0.5 1.4 1.6

Individual fish 161 X 90.1 103 0.50 2.8 7.0 15

S 19.9 24.9 .10 0.5 1.1 5.2

The results of the statistical comparison (p < 0.05, t test) of the trace

metal concentration between the two different pooled samples of medium
size fish (table 3) and the comparison of the pooled and individual medium
size fish (table 4) indicated that iron was the only trace metal significantly

different. This difference in iron concentration probably indicates con-

tamination rather than actual differences in the iron content of the fish.

The results for iron in the NBS bovine liver sample (table 1) and a few

high blank values for iron support this hypothesis.

The frequency histograms of different elements (fig. 2) showed a more
or less normal distribution (see [10]). The coefficient of skewness varied

from zero for Cu to 1.3 for Mn.

To test a possible source of error caused by unequal amount of scales

in subsamples, the scales of the medium size pooled fish sample were

analyzed separately from the rest of the ground fish sample. Results

showed that the concentration of cadmium, copper, lead, and manganese

were significantly higher and iron significantly lower in scales than in the

rest of the fish (table 5).

Table 5. Mean trace metal concentration in medium size pooled Thread Herring scales

and whole fish without scales

Concentrations (/xg/g dry wt)

Sample
Fe Zn Cd Cu Pb Mn

Whole fish minus X 89.0 88.5 0.51 2..8 6.4 18

Scales S 2.7 12.7 .04 0.,32 0.82 1.4

Scales X 60.7 95.0 .66 3.,3 12 28

S 10.9 10.2 .06 0. 30 1.3 1.8
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CONCENTRATION OF Fe3+ IN /^g/gDRY WEIGHT CONCENTRATION OF Zn2+ IN ^/g/g DRY WEIGHT

n

L
CONCENTRATION OF Cd^^ IN /ig/g DRY WEIGHT CONCENTRATION OF Cu2+IN ,ig/g DRY WEIGHT

L., [L n lln n nn n n

CONCENTRATION OF Pb^ IN ;ig/g DRY WEIGHT CONCENTRATION OF Mn^* IN ;jg/g DRY WEIGHT

Figure 2. a,b,c,d,e,f: Frequency distribution of Fe, Zn, Cd, Cu, Pb, and Mn, respectively,

in individual thread herring. The ordinate scale is number of individuals and the abscissa

is the concentration of the metal in fji.glg dry weight.

Fish scales were difficult to grind completely and great care had to be

taken to avoid getting an unequal amount of scales in replicates. In spite

of careful mixing some subsamples might have had more scales than

others. This could have increased the variability among the samples.
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rV. Discussion

The concentration of the six elements studied showed less individual

variation than reported by other authors in thread herring [2,3 ] . This was

probably due to the size distribution. In the present study only medium
size fish (12 to 14 cm) were used for analyses of individual thread herring,

while the above-mentioned studies analyzed a random sample. There

were significant differences between different size classes in our fish (ta-

ble 1). Ting and de Vega [2] found the frequency distribution of trace

metals in fish to follow a log-normal distxioution. Our data, however, show
more of a normal distribution. This discrepancy could be a result of the

choice of size class of the different fish analyzed. The concentration of

trace metals in thread herring found in previous studies [9] in Puerto Rican

waters indicated that the Cd(0.62 yitg/g S 0.1 1, N = 0), Pb(4.7 fjuglg) and

Mn(28 /Lcg/g, S 17, N 5) values are very similar but the Fe concentration

(1030 /Ltg/g, S 590, N = 10) is very high compared with the present study.

However, the relative standard deviation of the former was much higher

than the relative standard deviation for this study suggesting Fe^+

contamination in the other study.

The concentration of cadmium was about five times as high as the mean

concentration of cadmium in New York State fresh water fish [4] when

our values were calculated on fresh weight basis (mean wet weight to dry

weight ratio for this study was 3.92, S 0.255, N = 50). There was a signifi-

cant difference in the cadmium content between small and large thread

herring (table 1). Lovett et al. [4] did not find any correlation between

cadmium content and age in lake trout, but their sample consisted of only

1 1 fish.

The quantity of an element in a fish is determined by the concentration

of the element in the water, in the food, and by the turnover rate of the ele-

ment in the fish [8 ] . Since small, medium, and large size fish were all col-

lected at the same location, the concentration of the element in the water

does not apply. In this case, the individual differences in the element con-

tent in thread herring could be caused by differences in the turnover-time

of the element and feeding habits of the fish (see [13]). Thread herring is

a plankton feeder, but the planktonic species it feeds on vary and the turn-

over-time of equal size fish for an element may differ two-fold [8]. Both

these factors can result in a two- to three-fold difference in the trace ele-

ment concentration.

The variation between the pooled samples of medium size fish from two

different locations was less than the individual variation of medium size

fish in one location (see tables 3 and 4).
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In general the variation of an element in a fish population is unknown

and the a priori determination of an adequate sample size is very difficult.

However, if the relative standard deviation observed in the present study

for the trace metal concentration of individual fish is used in the equa-

tion from Sokal and Rohlf [1 1], it is possible to predict the sample sizes

that would have been necessary to detect a 1 5, 20 and 25 percent true dif-

ference with a 90 percent probability of detection (table 6). As can be seen

a minimum sample size of 45 individual fish would have been necessary

to detect a 25 percent difference between two significantly different (p <
0.05) populations whereas a minimum sample size of 70 would be needed

to detect a 20 percent difference and finally at the 15 percent level of de-

tection a sample size of 124 would be needed. For the present study it

would appear that a sample size of 50 fish was adequate for all metals ex-

cept Mn, which would need a sample size of 70.

Table 6, Comparison of predicted sample size of Thread Herring based on the observed
coefficient of variation in the trace metal content for the individual fish

Percentage difference detectable between

two population means
Metal

15% 20% 25%

Predicted sample size**

Pb 25 15 10

Zn 35 20 14

Cu 35 20 13

Fe 46 27 17

Cd 73 43 28

Mn 124 70 45

* The predicted sample size was computed to allow a 90 percent chance of detecting a

15, 20, or 25 percent difference in the means of two populations at the p < 0.05 level of

significance.

V. Acknowledgements

The research was supported by the U.S. Atomic Energy Commission

under contract AT-(40- 1 )- 1 8 3 3

.

We are grateful for the help of Srta. Arlene Ramirez, and Sr. S. de la

Rosa for their aid in analysis and Sra. C. A. Hernandez and Sra. Alice dos

Santos for their help in typing the manuscript.



172 Accuracy in Trace Analysis

VI, References

[1 ] Robertson, D. E., Role of Contamination in Trace Analyses of Sea Water, Anal.

Chem. 40, 1067-1072 ( 1968).

[2] Ting, R. Y. and de Vega, V. Roman, The Nature of the Distribution of Trace Ele-

ments in Longnose Anchovy {Anchoa lamprotaenia Hildebrand), Atlantic Thread

Herring {Opisthonema oglinum la Sueur), and Alga (Udotea flabellum la Mourouy)

in Symposium on Radioecology, Nelson, D. J., and Evans, F. C, Eds. pp. 527-534,

USAEC CONF-670503 (1967).

[3] Ting, R. Y., Distribution of Zn, Fe, Mn, and Sr in Marine Fishes of Different Feed-

ing Habits in Radionuclides in Ecosystems, Nelson, D. J., Ed., Vol. 2, pp. 709-720,

USAEC CONF-710501-P2 (1971).

[4] Lovett, R. J., Gutenmann, W. H., Pakkala, I. S., Youngs, W. D., and Lisk, D. Y., A
Survey of the Total Cadmium Content of 406 Fish from 49 New York State Fresh

Waters,/. Fish. Res. Bd. Canada 29, 1283-1290 (1972).

[5] Kolehmainen, S. E., Hasanen, E., and Miettinen, J. K., i^tCs in the Plants, Plankton

and Fish of the Finnish Lakes and Factors Affecting its Accumulation in

Proceedings of the First International Congress ofRadiation Protection, Snyder, W.

S. , Ed. , Vol. 1 , pp. 407-4 1 5 , Pergamon Press, Oxford and New York ( 1 968).

[6] Hannerz, L., The Role of Feeding Habits in the Accumulation of Fallout ^^^Cs in

Fish, Inst. Freshw. Res. Drottningholm 48, 1 12-1 19 (1968).

[7] Hasanen, E., Kolehmainen, S. E., and Miettinen, J. K., Biological Half-Time of i37Cs

in Three Species of Freshwater Fish: Perch, Roach and Rainbow Trout in

Radioecological Concentration Processes, Aberg, B., and Hungate, F. P., Eds., pp.

92 1 -924, Pergamon Press, Oxford and New York ( 1 967).

[8] Kolehmainen, S. E.,The Balances of ^^^Cs, Stable Cesium and Potassium of Bluegill

(Lepomis macrochirus Raf.) and Other Fish in White Oak Lake, Health Physics 23,

301-315 (1972).

[9] Puerto Rico Nuclear Center Annual Report FY- 1967. Marine Biology Program.

(1967).

[10] Simpson, G. G,, Roe, A., and Lewontin, R. C, Quantitative Zoology. Harcourt,

Brace and World, Inc. , New York ( 1 960).

[11] Sokal, R. R., and Rohlf, F. S., Biometry. W. H. Freem.an and Co., San Francisco

(1969) 776 pages.

[12] Winber, G. G., Rate of Metabolism and Food Requirements of Fishes, Translated

from Russian, Fish. Res. Bd. Canada Transi, Ser. 194 (1956) 202 pages.

[13] Vanderploeg, H. A., Rate of Zinc Uptake by Dover Sole in the Northeast Pacific

Ocean: Preliminary Model and Analyses in Radionuclides in Ecosystems, Nelson,

D. J. , Ed. , pp. 840-848 , USAEC CONF-7 1 040 1 -P2 ( 1 97 1 ).



NATIONAL BUREAU OF STANDARDS SPECIAL PUBLICATION 422.

Accuracy in Trace Analysis: Sampling, Sample Handling, and Analysis,

Proceedings of the 7th IMR Symposium,

Held October 7- 11, 1974, Gaithersburg, Md. (Issued August 1976).

ACCURACY OF CHEMICAL ANALYSIS OF
AIRBORNE PARTICULATES -RESULTS OF

AN INTERCOMPARISON EXERCISE

F. Girardi

Chemistry Division

Joint Research Centre of

the European Commiin

Ispra Establishment, Italy

Since suitable standard reference materials for chemical analysis of airborne

particulates are not available, an intercomparison exercise was carried out

among 40 interested laboratories in order to evaluate the accuracy of various

trace analysis techniques for this specific application. Six hundred grams of

airborne particulates were collected from the inlet filters of the air conditioning

installation of a hotel in the center of Milan. The sample was sieved to remove

coarser particles, thoroughly mixed, and distributed in 1 to 5 gram aliquots.

The homogeneity was checked by relative measurements carried out by three

independent techniques. For 40 elements no inhomogeneity was found to ex-

ceed the analytical error, which was estimated to be approximately 10 percent.

The data of the analytical exercise are being collected and evaluated. Results

are available for 56 elements, but to date only 33 have been determined by

more than one technique. Activation analysis, emission spectroscopy, atomic

absorption, x-ray fluorescence and various wet chemical methods contributed

to the intercomparison. No result was received from mass spectroscopic

methods and, although analyses were specifically encouraged, very few results

were received on the organic components. From a first approximate evalua-

tion a good agreement was found for Al, Fe, Zn, Mn, Ca. Pb, CI, S. Si, Ti. Mn.

while for the other elements no definite conclusion can yet be drawn. An at-

tempt will be made to interpret important cases of systematic errors, a few of

which are already evident.

Keywords: Accuracy; activation analysis; airborne particulates; air filter

analysis; atomic absorption; emission spectroscopy; environ-

mental pollutants; intercomparisons; multi-element analysis;

trace element analysis; x-ray fluorescence.
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I. Introduction

During 1972 an experimental activity on the development of analytical

techniques for the quantitative analysis of environmental pollutants was

started at the Ispra Joint Research Centre (JRC) of the European Com-
munities, within the frame of Environmental Protection Programme. The
aim of this action was both to provide efficient analytical techniques for

the needs of the Joint Research Centre, and more generally to contribute

to the progress of the analytical techniques used for studies associated

with the protection of the environment. The evaluation of analytical

techniques already used or potentially useful is a part of this programme.

Due to the increasing importance of chemical analysis of airborne par-

ticulates both for routine control of air quality and for the identification of

pollution sources, an intercomparison exercise was organized. The pur-

pose of the exercise, which was held as a joint effort of the Joint Research

Centre and the Health Protection Directorate of the European Communi-
ties, was threefold:

a. to characterize an airborne particulate sample as fully as

possible, both for its organic and inorganic components,

b. to offer the possibility to the various participants of evaluat-

ing the accuracy of their analyses by intercomparison of results,

c. to evaluate the potential of various analytical techniques for

the control of chemical compositions of airborne particulates.

II. Sample Preparation and Homogeneity Control

A batch of airborne particulates, weighing approximately 600 grams,

was obtained from the Provincial Laboratory for the study of air pollution

in Milan. The sample originated from monthly cleaning of special filters

installed at the inlet of the air conditioning system of a building located in

the central area of Milan. A composite batch was obtained by combining

samples already collected during winter months of years from 1962 to

1972.

At the Joint Research Centre the samples were thoroughly mixed; they

were then sieved to remove coarser particles through nylon sieve no. 50

of the U.S. Standard Sieve Series (sieve opening 297 ±12 /xm). After

sieving, the sample was again thoroughly mixed in a mechanical

homogenizer and divided into 5 gram aliquots and stored in Lucite con-

tainers at the ambient temperature and humidity.

The homogeneity of the sample was checked at the Ispra JRC by
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choosing at random 10 containers and by taking from each of them, after

exhaustive mixing, three 150 mg aliquots, which were again partitioned

into smaller aliquots and submitted to activation analysis, x-ray

fluorescence and emission spectrography.

A. Activation Analysis

Twenty mg aliquots were irradiated with lO^^n-cm-^-s-i for 40 seconds,

15 minutes, and 8 hours. The activated samples were measured by high

resolution gamma-ray spectroscopy. Relative measurements of the

radioactivity induced in the 10 samples were carried out on the gamma-

ray peaks of the activation products of Ca, Al, Mn, Na, Br, V, CI, Cu, K,

Au, La, Sb, Fe, Sc and Cr. No inhomogeneity was found to exceed the ex-

perimental error which was estimated as ± 1 0 percent.

B. X-Ray Fluorescence

One hundred mg fractions from each sample were analyzed by x-ray

fluorescence with a semiautomated x-ray spectrometer, using Mo, W and

Cr anode tubes and LiF/Graphite dispersing crystals. Relative measure-

ments of the peak heights of the main K and L spectral lines for the ele-

ments Fe, Pb, Ni, Cu, Ba, Sn, Sb, Sr, Zn, Ti, Mn, K, Ca, S and CI were

carried out. Each individual measurement was within ± 5 percent of the

mean value for all the reported elements.

C. Emission Spectroscopy

About 25 mg fractions from each sample were arced by a 10 ampere dc

discharge under identical experimental conditions. The spectra were

recorded photographically. A 7 step rotating sector was used in front of

the spectrograph entrance slit in order to obtain spectra with degrading in-

tensities. The following elements were detected in all samples: Fe, B, Si,

Mn, Mg, Pb, Sn, Cr, Ga, Al, V, Ca, Mo, Ni, Zn, Ti, Cd, Na. The line in-

tensities of each element from the various samples, when normalized for

identical backgrounds, agreed within ± 1 0 to 1 5 percent.

As a conclusion, inhomogeneity of the sample should not lead to errors

greater than about ±10 percent in the evaluation of the elements for

which the homogeneity was tested, provided the sample weight exceeds

20 mg. This upper limit for the error due to inhomogeneity was considered

sufficiently good for the exercise, and no other effort was made to see if
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the homogeneity was better than ± 1 0 percent.

Preliminary semiquantitative elemental analyses were also carried out

at the JRC on 25 elements by activation analysis, emission spectroscopy,

x-ray fluorescence and wet chemistry, in order to obtain an approximate

material balance as an orientation for successive quantitative evaluations.

When this preliminary work was completed, samples were distributed to

38 laboratories who accepted to join the intercomparison exercise. The
samples were distributed during the fall and winter of 1973, and the

analytical campaign was closed on April 30, 1974.

III. Results

Results were reported by 30 laboratories. Three of them reported only

on organic components, which are not discussed in the present report,

while 27 reported on the elemental composition, with a total of 2012

results obtained on 56 elements, A variety of techniques were employed.

In the report they have been grouped as seven groups, although somewhat

arbitrarily.

The large number of data obtained on so many elements and by so

many techniques make the application of known statistical treatments of

data rather difficult and lengthy. The statistical approach used at the JRC
for circular analysis, carried out in the frame of the research programme

"Standards and Certified Reference Materials" consists of a series of dif-

ferent tests (flowsheet in fig. 1).

First the batch of data for each element, technique and laboratory is

checked for normality. If necessary, outliers can be recognized by an ap-

propriate test (Dixon's test). A test on the equality of the variances (Bart-

lett's test) is followed. Depending on the results of these tests the data is

either examined by the one-way analysis of variances or by the Aspin-

Welsh test in order to check the equality of the means. Finally for each

element, technique and laboratory, confidence intervals for both the mean
and the standard deviation are constructed. From this, outlying measure-

ments can be recognized. The final judgement on the significance of outly-

ing measurement is left to the experimenter. The statistical evaluation of

the results obtained for individual elements is presently under way, and

the results will be included in the final report on the exercise.

The described approach requires, however, that circular analyses be

done under experimental conditions which are accepted and followed by

all participating laboratories. This was not the case for the described

analytical campaign, in which the laboratories were left completely free to

adopt their typical working practice. As a consequence and particularly
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Test on normality for each

independent set of measurements

(Kolmogoroff-Smirnoff-Test)

Test to detect

outliers (Dixon-T.)

Data not adequate

for further

processing

Test on homogeneity

of variances for all

sets of measurements

(Bartlett-Test)

I
One-way analysis

of variance

(Homogeneity of means)

Comparison of means

on pairs

(Aspin-VVelch-Test)

Determination of (different

levels) confidence interval

for the mean and the

standard deviation

Determination of (different

levels) confidence intervals

for means of groups of

laboratories

L Discussion of

the results

Figure i , Flowsheet of data treatment used for intercomparison analyses.
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for elements on which not many resuhs were reported, the described ap-

proach cannot be applied and additional analysis will be required.

In order to allow a first exchange of views among participating labora-

tories a simpler preliminary data treatment was carried out. The mean
value obtained per element and technique was calculated for each labora-

tory. The overall mean values obtained per element and technique were

then calculated by averaging the means of the different laboratories. No
data was discarded, unless a large discrepancy was evident. The same

statistical weight was given to means of laboratories who performed a dif-

ferent number of replicate analyses.

The results obtained are reported in table 1 as "means of the means,"

together with the number of contributing laboratories and the relative

standard deviation of the means.
'

A report is given of an attempt to evaluate the results obtained for each

group of elements and for each technique. This analysis is obviously

preliminary and incomplete. The reader should refer to the final report for

a more complete and objective evaluation.

1 . Analytical Techniques

Neutron Activation (NA) allowed the determination of the largest

number of elements (49). However, among the elements of considerable

environmental importance Pb was not analyzed, Cd was analyzed only by

one laboratory, and Si by two. The agreement on the results obtained by

the various laboratories was usually rather good, except for Mg and In.

The few results reported for these two elements showed differences from

30 to over 50 percent. When a comparison with other techniques was

possible activation analysis usually agreed rather well with other

techniques, with the possible exception of Ca, where the mean result ob-

tained is about 20 percent higher than the average of the other techniques.

It is interesting to note, however, that among the five NA laboratories

who reported on Ca, the two reporting the lower standard deviation, were

also in better agreement with the other techniques. Results obtained by

the use of a linear accelerator (LI) (one laboratory only) were kept

separated from NA data in table 1. The agreement between NA and LI

was good.

Atomic Absorption (AA) allowed the determination of 19 elements.

Among the elements of some environmental importance no results were

reported for As, Co, Ti, Se, S and the halides, while Al, Si and V were

determined by just one laboratory and Hg by two. The agreement

between various AA laboratories was not as good as that obtained by NA
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laboratories, but still satisfactory, with the exception of Cr, where the

data by the various laboratories show variations as high as 300 percent.

The mean result obtained for the various elements agreed rather well with

the mean values of other techniques.

Emission Spectroscopy (ES) reported the determination of 21 ele-

ments, which included those of major environmental importance, with the

exception of As, Hg and the halogens. For the other elements the results

were reported by only two or three laboratories and the agreement

between the various laboratories was worse than for NA and AA. A com-

parison with the other techniques can hardly be done due to the paucity of

data available, but no large discrepancy was evident.

X-ray Fluorescence (XF) reported on 2 1 elements. Data were not re-

ported for Hg, Mg and Se. The difference between the various laborato-

ries was rather large (frequently 2 to 3 times) and a comparison with the

other techniques becomes rather difficult under these conditions.

The results obtained by other techniques included in the broad category

of chemical analysis (CA) are too few to allow a comparative evaluation.

2. Elements Analyzed

Group la (Li, Na, K, Rb, Cs). Rb and Cs were analyzed only by activa-

tion analysis techniques, while Na and K were analyzed by many
techniques. Excellent agreement was obtained for both elements between

NA and AA. Wet chemical methods and ES gave higher results. The
results are, however, too few to yield any definite conclusions. Li was not

analyzed by any technique.

Group Ila (Be, Mg, Ca, Sr, Ba). Ca and Ba were analyzed by many
techniques, while no result was reported for Sr. NA gave higher results

than AA for Ca, while excellent agreement was obtained between AA and

a few measurements carried out by ES and wet chemical methods. For Ba
the agreement between the various NA laboratories was good, but rather

large discrepancies exist among different techniques. Mg was analyzed by

many techniques with relatively good agreement in the limits of the few

results reported. The agreement between the various AA laboratories is

rather good. No laboratory reported results on Be, despite its non-negligi-

ble importance for environmental problems.

Group Illb (Sc, Y, rare earths). Only NA reported results on the rare

earth groups. Sc, La, Sm were analyzed by 5 to 7 laboratories with excel-

lent agreement, while larger variations were obtained on Eu which was

determined by 3 laboratories. Results for Dy, Lu, Nd and Yb were re-

ported by one laboratory.
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Group IVb (Ti, Zr, Hf, Th). Only activation analysis techniques re-

ported on Zr, Hf, and Th with relatively large variations (±30 percent

among different laboratories). Ti also was analyzed essentially by NA,
with good agreement among the various laboratories. A few results ob-

tained by other techniques (XF, CA, ES, LI) were in reasonable agree-

ment with those of NA.
Group Vb (V, Nb, Ta). Results were reported for vanadium essentially

by NA, with excellent agreement between nine laboratories. Results re-

ported by AA (one laboratory) were 50 percent higher while larger discre-

pancies were shown by XF and ES, which reported, however, only a few

results.

Group VIb (Cr, Mo, W, U). A few NA laboratories reported on W,
with good agreement. A few results were reported on Mo, and only one

reported on U. Cr was analyzed by many techniques. While the 10 NA
laboratories agreed on a content of 200 ppm ± 15 percent, the AA, Es,

and CA data are scattered between 125 and 600 ppm, while XF reported

much higher results.

Group Vllb (Mn, Re). Results were reported for Mn by N A, AA, XF,
CA, ES, with a good overall agreement. The precision obtained by the

various NA laboratories was outstanding.

Group Villa (Fe, Co, Ni, Ru, Rh, Pd, Os, Ir, Pt). While no laboratory

reported on the noble metals, a large mass of data was obtained for Fe, Co
and Ni. Fe was analyzed by NA, AA, XF, ES, CA with excellent agree-

ment among the different techniques. A reasonable overall agreement was

obtained between NA, AA and ES for Ni, although the deviations among
different laboratories is higher than in the case of Fe. XF reported rather

scattered data. Co was analyzed by activation analysis with good agree-

ment between different laboratories.

Group lb (Cu, Ag, Au). Cu was analyzed by NA, AA, XF, ES and CA
with good agreement among the different techniques. The dispersion of

XF and ES data was however rather large. Ag was essentially analyzed

by neutron activation with relatively large dispersion of data among dif-

ferent laboratories. A few results reported by AA and ES were definitely

lower. Au was only analyzed by neutron activation with good agreement

between laboratories.

Group lib (Zn, Cd, Hg). A large mass of data was obtained on zinc,

with excellent agreement among the techniques (NA, AA, ES) and very

good precision for NA and AA. A rather large dispersion of data was ob-

tained for Cd, for which AA was the most applied technique. Hg was

analyzed mostly by NA, and despite of the difficulties usually encoun-

tered in the analysis of this element, the agreement obtained was relative-
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ly good. A few data reported by AA agreed with NA data.

Group Ilia (B, Al, Ga, In, Tl). Results for this group were essentially

reported for Al, The 8 laboratories employing activation analysis reported

results in excellent agreement. A few results reported by AA were 20 per-

cent lower, while a few results by ES, and CA were somewhat discrepant.

No result was reported for B and Tl, while for Ga and In only a few

results were obtained, with relatively large discrepancies for In.

Group IVa (C, Si, Ge, Sn, Pb). A good agreement was obtained on the

major constituents C and Si by the various techniques applied. More
problems seem to exist for lead analysis, despite of the importance of its

determination. The laboratories applying AA and ES gave results in good

agreement. A few laboratories, however, reported data which were much
higher or lower. Results which were largely different among different

laboratories were also obtained by XF. Tin was determined by only a few

laboratories and the results were different by an order of magnitude. No
laboratory reported on Ge.

Group Va (N, P, As, Sb, Bi). N and P were determined by only a few

laboratories but results do not show large variations. As and Sb were es-

sentially measured by activation analysis, with good agreement among
laboratories. A result reported on Sb by XF agreed with NA measure-

ments. No real resuh was reported for Bi.

Group Via (O, S, Se, Te). S was analyzed by various techniques (NA,

XF, ES, CA and CO) with good overall agreement. Se was analyzed by

many activation analysis laboratories with relatively good agreement

among them. No result was reported for Te. Results obtained by fast

neutron activation on oxygen were reported by one laboratory.

Group Vila (F, CI, Br, I). Only a few results were reported for F and

I, essentially by chemical procedures and activation analysis, with good

agreement, particularly for F. Br and CI were analyzed by many NA
laboratories, with excellent agreement among them. A few results re-

ported by XF and CA did also agree.

IV. Meeting of Principal Investigators

On July 7th and 8th a meeting of the principal investigators of the par-

ticipating laboratories was held in Ispra in order to review the work done

and advise on the continuation of the exercise. Critical appraisals of the

most important techniques used in the exercise were presented by four

experts. The following general observations were made:

Most laboratories analyzed only the inorganic components of the
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aerosol (only six laboratories carried out organic analyses and the results

obtained were far from being conclusive). Work on the organic fraction

was encouraged on an agreed plan of priorities.

Concerning the inorganic fraction the results were considered satisfac-

tory for five elements (Ca, Mn, Fe, Na and Zn).

For 10 elements (As, Al, Br, Cu, C, CI, Sb, K, Ba, Hg) it was felt that a

minor analytical effort could considerably decrease the discrepancies ex-

isting among different laboratories and techniques, and a higher priority

was given to work on As, Al, Cu, C, Sb and Hg.

For 13 elements (Ni, V, Pb, S, F, P, Rb, I, Mo, Ti, Ag, Mg, Si) the

results obtained were not considered satisfactory. Efforts should be con-

centrated on Ni, V, Pb, S, F, and Ti, and the situation be reviewed again

afterwards.

For three elements (Cd, Cr and Sn) the results obtained were rather

bad. In view of their environmental importance, major efforts should be

done to set up more accurate analytical methods for the three elements.

While it was agreed that the sample distributed for analysis was quite

representative of an urban aerosol it was felt that in the future other stan-

dard aerosol samples with different compositions, representative of dif-

ferent sources of pollution should be made available. It was further

recommended that attempts to obtain a certification of the elements

present in the Milan aerosol sample should proceed as quickly as possible

so that it could be classified as an "environmental standard" for general

use.

V. Contributing Laboratories

The contributing laboratories are given below, with names of principal

investigators in parenthesis.

AUSTRIA: Institut fur Analytische Chemie und Mikrochemie
Technischen Hochschule Wien
Wien (H. Malissa)

BELGIUM: Instituut Nucleaire Weteschappen
Rijksuniversiteit Gent
Gent (R. Dams)

Institut National des Industries Extractives

Bois du Val Benoit

Liege (M. Neuray)
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Universiteit Antwerpen
Wilrijk (F. Adams; K. Van Kauwenberghe)

Laboratoire Van Het SCK/CEN
Mol (L. H. Baetsle')

Laboratoire d'Analyse par Reactions Nucleaires

Namur (G. Deconninck)

DENMARK: Research Establishment RISO
Roskilde (K. Heydorn)

FRANCE: INSERM
Laboratoire de Pollution Atmospherique
Vigoulet Auzil (P. Bourbon)

CEA Dept. de Protection

Fontenay-aux-Roses (L. Jeanmaire)

Institut National de Recherche

Chemique Apphquee
Vert-le-Petit (S. Courtecuisse)

CNRS Lab. d'Analyse par Activation

"Pierre Sue" CEN-Saclay (C. Neskovic)

Institut de Recherches de la Siderurgie Frangaise

Maizieres-Les-Metz (G, Jecko)

Laboratoire National d'Essais

Paris (P. Seguin)

Commissariat a I'Energie Atomique
Orsay (J. C. Philippot)

GERMANY: Institut fiir Wasser-Boden und Lufthygiene

Berlin (B. Seifert)

Laboratorien fiir Isotopentechnik

Karlsruhe (R. Haertel)

Med. Institut fiir Lufthygiene und
Silikoseforschung

Diisseldorf (A. Brockaus)

Bundesstelle fiir Umweltangelegenheiten

Pilotstation

Frankfurt a.M. (J. Miiller)

Institut fiir Radiochemie
Kernforschungszentrum

Karlsruhe (C. Keller; G. Heinrich)
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ITALY: Laboratorio Radioattivita Ambientale

CNEN
Roma (A. Cigna; A. Barocas; P. Chamard; G. F. Clemente)

Commission of European Communities
J.R.C.

Ispra (C. Biglocca; G. Bertozzi; A. Colombo; G. Rossi; G. Serrini; C. J.

Toussaint; B. Versino).

Laboratorio Inquinamento Atmosferico

CNR
Roma (L Allegrini)

CNR—Universita di PAVIA
Istituto di Chimica Generale

PAVIA (V. Maxia; E. Orvini; S. Meloni)

Stazione Sperimentale per i Combustibili

S. Donato Milanese (A. Rolla)

Istituto Chimica Industrial

Politecnico di

Torino (N. Piccinini)

The NETHERLANDS: Interuniversity Reactor Institute

Delft (M. De Bruin)

Research Institute for Environmental

Hygiene TNO
Delft (F. J. M. Natan)

Environmental Health Laboratory

Amsterdam (C. A. Bank)

U.S.A.: National Bureau of Standards

Activation Analysis Section

Washington (P. D. LaFleur)

Battelle Institute

Columbus Laboratories

Columbus, Ohio (R. E. Heffelfinger)

International Organizations

:

I.A.E.A., Seibersdorf Laboratory, Austria

Commission of European Communities, Joint Research

Center, Ispra Establishment, Italy
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The 1972 and 1973 I.A.E.A. round-robin exercises concerning trace analy-

sis in environmental problems are reported. Paper filters simulating air filters

were spiked with known amounts of salts of: As, Ba, Cd, Cr, Cu, Fe, Hg, Mn,

Ni, Pb, Se, V, and Zn, in the order of micrograms of an element per one filter.

Only Fe and Pb were present in the order of 200 fxg. Twenty-two laboratories

returned 922 analytical results obtained by 6 different methods -mostly

neutron activation analysis and atomic absorption spectrometry. Tables sum-

marizing the results for each element are presented with special emphasis on

the difference between the true value and the reported results. The need and

the utility of the Analytical Quality Control programme of the Agency is also

discussed.

Keywords: Accuracy; activation analysis; air filter analysis; analytical

quality control; atomic absorpfion spectrometry; environmental

analysis; fresh water analysis; intercomparisons; precision:

round-robin experiments; trace element analysis.

I. Introduction

The aim of this contribution is to document the status of the quality of

trace analysis in environmental problems as it appears in the results from

average laboratories in an average country. The data presented in this

paper were obtained in two round-robin exercises performed by the

•Present address: Technical Research Centre, Reactor Laboratory. SF-22 1 50. Otaniemi, Finland.
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Analytical Quality Control Services of the International Atomic Energy

Agency. The participants in these intercomparisons were recruited on a

voluntary basis. The participating laboratories were asked to perform

more than two parallel analyses and to return not only a laboratory mean
but also the individual results. Most of them did so and it was possible,

therefore, to calculate a within-laboratory precision. For the following

discussion, however, only the accuracy, i.e., the deviation from the true

value, is considered.

Both intercomparisons were performed on artificial samples— the true

values were known with an accuracy estimated to be within ± 3 percent.

All calculations of the overall means for each element, their standard

deviation, standard error and accuracy were performed using the labora-

tory averages rather than the individual results of parallel analyses

returned by the participants.

II. Procedure

A. Analysis of Simulated Air Filters

During the second half of 1972 simulated air filters [1] were dis-

tributed to 23 laboratories located in the following countries: Belgium,

Denmark, Finland, France, Federal Republic of Germany, Hungary,

Korea, Mexico, The Netherlands, Norway, Republic of South Africa,

United Kingdom, United States of America, and Yugoslavia. Most, but

not all of the laboratories are in well developed countries and probably are

well equipped. Two thirds of these laboratories are attached to national

atomic energy institutes, one third to environmentally oriented institutes.

Altogether 922 individual analytical results were returned for 13 different

elements: As, Ba, Cd, Cr, Cu, Fe, Hg, Mn, Ni, Pb, Se, V, and Zn.

Neutron activation analysis was used in 53 percent, atomic absorption

spectrometry in 27 percent of all analyses and 20 percent were carried out

by various other methods. Each participating laboratory received 10

paper filters of 5.5 cm diameter, made of analytical grade paper, which

were loaded with 50 /ml each of a solution containing known quantities of

the above listed elements. The moistened spot which was left for air dry-

ing did not have a regular form and did not cover the whole surface of the

filter. This fact excluded the use of some direct, nondestructive methods

{e.g., x-ray fluorescence) and made necessary the use of the whole filter

for any analytical procedure. No blank filters were distributed, but one

participating laboratory analyzed the same grade filter from another batch
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and found that the blank content of chromium and nickel was in the order

of 10 percent of the spike quantity. For all other elements the blank was

either lower than 4 percent or completely negligible. Where the influence

of blank values on an overall mean could not be entirely neglected (Cr, Ni,

Cu, Ba) a second calculation of accuracy was performed including the

estimated blank values and the results thus obtained are given in brackets

in table 1. No principal elements of aerosol particles were added; this fact

made the analysis of filters much easier than for real air filters (especially

in the case of nondestructive activation analysis).

The amounts of the elements were of the order of 1 to 5 /xg per

filter — with the exception of iron, lead and zinc which were added in 100

fjig quantities. The errors of preparation of the filters were estimated to be

not more than 3 percent. This figure represents the sum of between-filter

fluctuation and inaccuracy of the true value of the contents.

A critical view of table 1 shows that the analyzed elements can be clas-

sified (somewhat arbitrarily) into three groups:

— difficult elements: Cr, Ni, Cu, As
—intermediate group: V, Mn, Se, Cd, Ba, Hg
—elements, for which the precision and accuracy is satisfactory: Fe,

Zn, Pb (Note: the content of these elements was one order of

magnitude greater than that of the others).

This classification is based on the magnitude of standard errors and

deviations from true value (accuracy) and to some degree on the numbers

of outliers. It is a measure of the difficulties in the two analytical methods

used, viz. activation analysis and atomic absorption spectrometry. The
difficulties appearing in the determination of chromium are well known,

but the errors in the determination of copper and arsenic are unexpectedly

large.

B. Comparison of the Accuracy Obtained in Neutron
Activation with that Achieved in

Atomic Absorption Spectrometry

For Fe, Zn, Ni, Mn, Cd, Cu and Cr the number of laboratories which

worked with atomic absorption spectrometry were comparable with the

number of those which used neutron activation [2]. This enabled us to

make an intercomparison between the accuracy obtained using these two

principal methods for trace elements. Table 2 summarizes the results of

the study: for each element and each method the number of laboratories

are given which returned results with satisfactory or with nonsatisfactory

accuracy. The classification was made without using any statistical



N
8

oo
O
in SO

-2.6

O
o— oo — O o fN

00 •n

1

d

>oO o Om
fN

O
fN

fN

OS

o oo

OS

o OS o
vo d O 00 o

+ +
d

in >o o OSm ON
so
oo so

o
oo
o .—

.

n-i 00 o
r- m fN o\ d so' d

1 7 7 7
d

O
[

—

oo

O
1^

On in
in

Ov

O rn (N d m
(N
d d

+ +
OS

m
"n

mmm
OS

r- § OS
soo OS

ooO o
m r- d d d

1

OS

1

d

O in o\ so
On

On
fN (N

— m O r<^ d OO d 00 d
1

^'

1

so

OO oo
9.67

00
tN (N in

O
(N 00

oo oo— ^ d
r-

(N

1 1

o

OO
OS

oo CD
r<l

fN
in

^ OS ^
>o O d in O O • (N o

+ 2 + +

m o
in so"

'sf OS
—

' oo

-H o in —

I

d 2
+ +

in — 'xf

r <u !r: <u

*j CC CO
(U u. (U >-

03

E

(U ^

_> =^ _>
"5 jS "5
C « C 03

C/0

CO c£ ^ 2
S ^ E*T- ^ nj ^

E ^

(N O
d d in -H*

+±+±
OS so in OS

oo o (N — o
O f^i OS oo d fN d m O O in O

^ ^ ^ i03 Q

o ° 2
OS Q. 5 o °

w o (U D O

C 03

— a ^

43 o

O

•-03 O
03 g V- C

u- i)

03 U =
T3 i -a ^

§ 'o i o

00
[2

c

c

'a,

<u

ID

o



GORSKI ET AL. 193

Table 2. Comparison, by elements, of the neutron activation analysis and atomic absorption

spectrometry in the air filter analysis

Element

Content

(Mg/filter)

Accepted
limit of

accuracy

(%)

Number of laboratories

Neutron activation Atomic absorption

Accept,

results

Unaccept-

able

results

Accept.

results

Unaccept-

able

results

Fe 194 7 4 4 4 4

Zn 74 10 7 3 5 2

Mn 4.2 6 7 3 3 3

Cd 3.06 7 2 3 2 2

Ni 5.3 6 3 2 2

Cu 3.04 9 3 4 2 2

Cr 1.85 12 7 2 4

Total absorption 30 22 18 19

Percent absorption 58% 42% 48% 52%

\

test — in most cases there were no doubts about the adherence to the

proper group. In most cases also the precision was found to coincide with

good accuracy. It appears from table 2, that when the same criterion for

accuracy is applied to both methods, atomic absorption spectrometry

gives slightly more inaccurate results. Table 3 gives the classification of

participating laboratories according to the percentage of returned inaccu-

rate results for the above-mentioned elements and methods. Only a few

laboratories returned results which were all acceptable.
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Table 3. Comparison, by laboratories, of the neutron activation analysis

and atomic absorption spectrometry in the air filter analysis

Neutron activation analysis Atomic absorption spectrometry

No. of Accurate Inaccurate No. of Accurate Inaccurate
O
X) elements results, % results, % elements results, % results, %
CC

determined determined

A 5 100 —
B 3 - 100 — 4 75 25

C 6 " 83 17

D 7 71 29

E 6 66 33

F 3 66 33

G 3 66 33

H 6 50 50 7 43 57

I 3 33 66

J 2 100

K 6 100

L 7 71 29

M 3 66 33

N 2 50 50

O 5 20 80

P 4 100

C. Analysis of Fresh Water

During the second half of 1973, a round-robin experiment [3 ] was per-

formed in which 39 laboratories took part. They were located in the fol-

lowing countries: Belgium, Brazil, Canada, Finland, France, Federal

Republic of Germany, Hungary, Italy, Korea, The Netherlands, Norway,

Pakistan, Poland, Mozambique, Sweden, Republic of South Africa,

Turkey, United Kingdom, United States of America, and Yugoslavia. As

in the previous intercomparison, most laboratories were located in

developed countries; only 54 percent of them were attached to national

nuclear authorities or institutes.

Altogether 339 laboratory means were returned, most of them based on

2 or more parallel determinations. The following elements were deter-

mined: As, Ba, Cd, Co, Cr, Cu, Fe, Mn, Hg, Mo, Ni, Pb, Zn, Se, U, and

V. Evaporation was used for separation or preconcentration in most

cases, when the preconcentration method was stated. As the analytical

method, atomic absorption spectrometry was used in 53 percent and ac-

tivation analysis in 2 1 percent of all determinations. Other methods ac-

counted for 26 percent of the results.
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Each participant received three glass ampoules with a concentrated,

acidified solution of the appropriate salts. The solution was to be diluted

by the participants in 2 liters of double distilled, acidified water. The par-

ticipants were asked to perform at least two determinations of the blank

values of water used for dilution and to return the results of these blanks

together with the gross results. Unfortunately in some cases the results

for blanks (or rather the lower limit of detection determined on the blanks)

were not much smaller than the determined amounts, and a simple sub-

straction of the blanks lead to unrealistic values.

One of the ampoules contained the principal elements of fresh water

(SO4, PO4, Si02, C1-, Na+, Ca++, Mg++, and A1+++) so that the water sam-

ple in spite of being artificial was more realistic than the air filters.

The concentration of the above mentioned elements was of the order of

10 ^tg/1; only that of Fe and Pb was of the order of 300 /ig/l; that of U and

Hg of the order of 2 figH

Table 4 summarizes the results of the intercomparison. It can be seen

that for all elements except As, Ba, Cr, Se, V, and U, the accuracy is

satisfactory, but the number of outliers is rather great in all cases. In this

intercomparison the outliers were rejected on the basis of a more selective

test (t-test) [4 ] than that used for the air filters [5 ] . This may explain the

rather good accuracy obtained in the determination of Cd, Cu, Fe, Hg,

Mo, Pb, and Zn. The large percentage of outliers, generally between 20

and 40 percent of participants, may be due to the fact that about one half

of the participants tried to analyze the diluted sample without any precon-

centration, i.e., at levels not far from the limit of detection of their equip-

ment.

III. Conclusions

The results of two intercomparisons of trace element analysis in en-

vironmental samples have shown that:

— some elements contained in trace amounts in such samples are dif-

ficult to determine at the average laboratory {e.g., Cr, As, Ni and

Cu; to a smaller extent also Cd, Hg and Se).

— there is an unexpectedly large number of laboratories which

returned results outside the expected range, proving that the relia-

bility of the analytical procedures in the average laboratory is too

small.
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Three soils, two freeze dried blood pools, two (NBS) plant leaf samples, and

one (NBS) freeze dried liver sample were analyzed in an interlaboratory pro-

gram undertaken by NSF(RANN). Three independent methods produced

agreement within ± 20 percent for the soils and pooled blood. The values for

the plant leaves were within the experimental error as estimated by the stan-

dard deviations given for the round robin results. The liver results showed ex-

cessive scatter.

Subsequent tests included the use of NBS reference samples, the prepara-

tion of secondary reference materials, resubmission of previously analyzed

samples, and the use of several methods for the same determination. Methods

used for cross checking included atomic absorption with and without chemical

separation, nonflame atomic absorption, arc emission spectroscopy, plasma

emission, anodic stripping voltammetry, neutron activation analysis and x-ray

fluorescence. In most cases the agreement between methods was good, but

enough problems were identified and subsequently corrected to establish the

value of the program.

The steps taken in the two laboratories represent an adequate, yet practi-

cally attainable program to assure accurate results in a centralized analytical

support laboratory for a university or other large research organization.

Keywords: Accuracy; anodic stripping voltammetry; arc emission spec-

troscopy; atomic absorption; environmental analyses; inter-

laboratory tests; neutron activation analysis; plasma emission;

round robin; x-ray fluorescence.
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I. Introduction

In any analysis it is always appropriate to question the accuracy of the

determination. The analyst must therefore develop and maintain what

may best be described as a healthy skepticism concerning his results. If

said skepticism develops, quality assurance naturally becomes an impor-

tant, integral part of the routine and nonroutine operation of the analytical

laboratory. In spite of the fact that an analytical chemist deals exclusively

with material things, his reward is often only spiritual, i.e., the satisfaction

that he should derive from knowing that his results have integrity.

Thirty years ago, Lundell [ 1 ] pointed out that there are four important

details of concern to an analyst. These are: the sample to be analyzed, the

analytical method utilized, the accuracy of the result, and the cast of the

analysis. Certainly, the first two have determinative effects on the analyti-

cal accuracy. If the analytical sample is not truly representative of the

material to be analyzed, the validity of the analytical result for the purpose

intended will be degraded even though the method utilized is highly accu-

rate. Neither can the cost of analysis be considered to be totally indepen-

dent of the other three factors of importance. If large numbers of samples

are analyzed as one means of assuring that the sample sets provide accu-

rate representations of the systems under investigation, the cost/time

commitments are affected. The necessity of using a method which

requires complex instrumentation and/or analytical methodology also af-

fects the economic considerations as does the maintenance of a quality as-

surance program. Ironically, cost considerations most frequently serve as

the excuse for failing to carry out even the most rudimentary quality as-

surance checks. This general philosophy appears to prevail even though

it is indisputable that investigations based on the use of erroneous analyti-

cal results may be much more expensive and professionally embarrassing.

Laboratories concerned with analysis of environmental samples are per-

haps most susceptible to the analytical inaccuracy problem. This derives

in part from the fact that a large number of environmental samples

delivered for analysis have been collected by individuals from other

disciplines who have little or no experience with the difficulties that at-

tend the selection of representative samples or with the steps needed to

protect the sample after collection. Many erroneous decisions have been

based on samples which were not worthy of the analytical effort required.

Additionally, environmental samples are inherently diverse in terms of

type and general compositional variability. As Lundell [ 1 ] has pointed

out, numerous methods work well for the determination of elements

which occur alone. Problems with these methods originate because "ele-
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ments never occur alone, for nature and man both frown on celibacy." In

self-defense then the environmental analyst must be fully aware of the

possible effects of compositional variations on his analytical results and

he must educate the users of his services regarding appropriate sample

selection criteria and handling methods. Both are accomplished by main-

taining quality assurance programs, one dealing with the laboratory

analyses and the other with the sampling operations. Since the protocol

for the collection of environmental samples is highly dependent on the na-

ture and purpose of the investigation program in question, an informative

discussion in this area is too complex to be covered here. Quality as-

surance in an analytical laboratory also represents a complex problem,

but the required protocol can be formulated in general terms outside the

context of any particular analysis or analysis requirement. The twofold

purpose of the present communication is to outline approaches for

checking the integrity of analytical methods and demonstrate the utiliza-

tion of these with actual results.

II. The Question

Quality assurance in an analytical laboratory refers specifically to the

question: Are the analytical results valid, accurate, or reliable? Obtaining

an answer to this query is complicated by the fact that all measurements

are subject to random (indeterminate) errors which always exist and, at

the same time, may be subject to systematic (determinate) errors which

may or may not exist for the method. Errors are cumulative so those

which characterize the accuracy of any analysis result may include the

composite effects of: the random errors; the systematic errors inherent in

the analysis method used; and the random and systematic errors charac-

teristic of each particular analyst, laboratory, or set of equipment involved

in the analysis [2]. Random errors may be sufficiently large to obscure

systematic errors. In general, the random errors (the imprecision) must be

smaller than the systematic errors (the inaccuracy) if the latter are to be

detected and their magnitude(s) estimated. If this cannot be done, any

statements regarding the accuracy of the analyses will be limited by the

reproducibility of said results. For these reasons, the evaluation of accu-

racy is not as simple as one might wish. Also, it is well to keep in mind

from the start that the cost of the program must be reasonable. Ac-

cordingly, an operating laboratory must base its accuracy assurance pro-

gram on some combination of several possible strategic approaches.
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III. The Strategy

A good accuracy assurance program must be based on the analysis of

material representative of the general composition and the range of com-

positional variability of the samples themselves. If this representation is

a good one, the quality assurance program can be expected to provide

results which will have integrity in the eyes of even the most critical

referee. Such materials may be: certified standards such as those pro-

vided by NBS, "in-house" (secondary) standards accumulated and docu-

mented in one's own laboratory, or actual samples which are merely

resubmitted to the laboratory. It is perhaps ironic in this age of environ-

mental concern that the key strategy of operation is one of recycling the

materials through the analytical process. By continuing repeat analyses

of the material available, it is possible to obtain evaluations of the integrity

of the results. As illustrated in figure 1 , these evaluations must be based

on a combination of approaches which include spike-recovery studies,

comparison of independent (in-house) methods, and participation in col-

laborative test programs. Each of these approaches will provide specific

types of information relevant to the overall program. Thus it is ap-

propriate to consider each separately.

Spike Recovery

Studies

Comparison of

independent

Methods

Recycled Recycled Recycled

Actual Secondary Certified

Samples Standards Standards

> r r

Estimate Indication Estimate

of of of

Precision Accuracy Accuracy

Collaborative

Test

Programs

Figure 1 . Schematic representation of the steps in an accuracy assurance program.
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A. Recycling OF Submitted Samples

The principal information that can be derived from the resubmission of

user samples to the laboratory is an estimate of the precision of the

analytical method used on a day-to-day or week-to-week basis. All

analyses to be repeated on any material should be based on resubmission

under a disguised sample designation to avoid prejudicing the analyst.

Also, the samples resubmitted must come from a homogeneous batch of

material or sampling errors may disguise analytical problems. It cannot be

assumed that the results are correct unless other independent measure-

ments are carried out for verification purposes because only precision, not

accuracy, is checked in this way.

Typical results from a repetitive sample submission program carried

out over a period of several weeks at the University of Missouri are given

in table 1. Clearly, these results demonstrate that the analytical process is

Table 1. Results of analyses of sample resubmitted to the lab under blind numbers

Element concentration, ppm
Sample submission number

Pb Cd Zn Cu

M10555^ 0.90 0.096 0.24 0.36

M10589 .90 .092 .29 .39

M10793 .90 .090 .25 .37

M21157 .95 .097 .28 .40

M30360 .85 .090 .25 .36

M30430 1.00 .099 .28 .40

Means 0.91 .095 .26 .37

Relative standard deviation 4.2% 4.0% 7.5% 6.3%

ClllAb 22 0.43 59

C112A 24 .41 68

C113A 21 .42 50

C211A 22 .40 54

C212A 17 .38 61

C213A 20 .32 50

C121A 25 .43 64

CI 22A 25 .46 59

C123A 21 .44 57

C221A 24 .41 63

22 .21 59

Relative standard deviation 11.3% 9.4% 10.0%

^ All samples designated M were the same water samples run at the University of Missouri

Repeat runs were spaced over a period of several weeks.
^ All samples designated C were the same soil samples run at Colorado State University.

Repeat runs were spaced over a period of several weeks.
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under control in that the results obtained are reproducible to less than 10

percent.

When two or more analysts are involved in a particular determination,

the sample recycling approach may be used to gauge the proficiencies of

the respective analysts. If one individual consistently produces results

which systematically deviate from the results of others, steps should be

taken to correct the systematic errors inherent in his application of the

method. An example of this type of check is given in table 2. In this case

the fact that analyst C's results were significantly high in several cases

was traced to an error in standard preparation.

Table 2. Use of sample recycling as a means of monitoring analyst proficiency

Sample
number

Analyst

number
Element concentration, ppm ± std. dev.

Cd Pb Zn

1 A 0.43 ± 0.01 22 ± 2 58 ± 5

B .44 ± 0.01 19 ± 2 56 ± 5

C .75 ± 0.08'' 28 ± 2^ 70 ± 5*

"2 A .42 ± 0.02 238 ± 12 71 ± 6

B .35 ± 0.05 225 ± 15 69 ± 7

C .75 ± 0.10* 250 ± 10 83 ± 10

3 A .38 dz 0.04 104 ± 8 62 ± 7

B .33 ± 0.04 102 ± 8 67 ± 5

C .57 zh 0.06 97 ± 10

* Indicates significantly deviant result at the 95 percent confidence level. High results

traced to standard preparation error.

B. Spike-Recovery Studies

The practice of analyzing a sample to determine the native concentra-

tion of the analyte, spiking it with a known amount of the analyte, and

analyzing the spiked material to estimate the accuracy of a method via the

recovery determination is a widely used method analogous to the use of

the method of standard additions. It is generally argued that this practice

subjects the analyte spike to the same interference effects experienced by

the native analyte and it is usually assumed to be a reUable means of esti-

mating accuracy. This assumption may be valid in numerous instances but

can often be rendered invalid by at least three operational hazards. First,

the added analyte species may in fact be quite chemically and/or physi-

cally different than the native analyte and therefore may not undergo the
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same interactions responsible for the interference effect. Second, if the in-

terference in question is dependent on the relative concentrations of the

analyte and the interferent, the spike may cause a change in this depen-

dence with a concomitant shift in the extent of the interference. This latter

problem is particularly critical when the interference effect is nonlinear in

nature. To detect the existence of this type of occurrence, it is advisable

to spike the sample at two or more levels. A systematic trend in the

recoveries observed, i.e., increasing or decreasing with analyte concentra-

tion, generally indicates the presence of an interference of this type. The

third type of hazard is an interference which displaces the signal by a con-

stant amount regardless of the analyte concentration. In such cases spike

recoveries can be perfect but the analysis may still contain large errors.

Uncompensated background effects in atomic emission or absorption

methods are a good example of this effect. Spike recoveries will be totally

unaffected by the background in spite of the large error it can introduce

into the analysis.

A systematic and consistent departure from complete recovery for a

particular matrix is a quite rigorous indication of the presence of an inter-

ferent in that matrix and appropriate corrective steps can be taken. In es-

sence, spike recovery studies such as those summarized in table 3 are

quite easily run and they can be used in a diagnostic sense provided that

other quality assurance procedures have indicated the validity of this ap-

proach for the types of samples and analytes of interest. With few excep-

tions, the recoveries in table 3 are quite satisfactory.

C. Independent Method Comparisons

A convenient means of monitoring for possible analytical inaccuracies

involves the analyses of samples by two or more independent methods. In

this context, the term "independent" strictly denotes that the measure-

ment processes of the methods must be based on totally different

phenomena. Flame emission and flame absorption, for example, would

not normally be considered independent methods because both measure-

ments rely on the same phenomenon, i.e., the production of a free atom

population in a flame. If, however, the sample was delivered to the flame

in two different forms for, say, an atomic absorption measurement, the

methods might be regarded as independent because the production of the

free atom populations would be based on different phenomenological

processes. For example, one might compare results obtained by direct

nebulization of an aqueous sample with those obtained by nebulization of

organic extracts of the same samples (example data are given in table 4).
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Table 4. Comparison of AAS analyses by direct aqueous nebulization and extraction

methods

Cadmium concentration (/ig/g)

Sample number
Direct nebulization Extraction

1170 0,0104 0.011

1172 .0121 .014

1173 .0134 .012

1176 .0147 .015

1178 .0148 .015

1182 .0213 .026

Table 5. Comparison offlame and nonflame AAS results

Lead concentration (/xg/ml)

Sample number
Flame AAS Nonflame AAS

ClOOl^ 0.07 0.07
CI007 <.003 .0008

C1014 .007 .005

C1017 .11 .10

C1018 .003 .0018

C1019 <.003 .0004
M1170b .35 .39

M1174 .40 .38

M1177 .70 .39

Ml 1770 .40 .38

M1179 .30 <.40
M1180 .70 .50

M1181 .35 .39

^ All C samples preconcentrated by a factor of 10 for flame analysis but run directly for

nonflame analysis.

^ All M samples extracted for flame analysis but run direct on nonflame system.

A primary rationale for this type of comparison is based on the separation

of the analyte from interferents by the extraction process. Since the

results agree well, one may infer that interferences are not prominent for

the direct nebulization determination.

Similarly, comparisons in which direct nebulization and nonflame AAS
measurements are used for counterchecking results may be considered

valid (table 5). Comparisons of this type also demonstrate the relative

capabilities of such methods.
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In the above cases atomic spectroscopy was used for both measure-

ments. An even greater degree of independence can be achieved by using

a completely different method such as neutron activation analysis. Table

6 gives results for thallium in contaminated bird kidney using flame emis-

sion and neutron activation analysis (with a chemical separation of the

thallium). The good agreement is assurance that both methods are accu-

rate at least in this concentration range.

In-house independent method comparisons serve as a valuable function

in an assurance program. Although such cross-checks may be time con-

suming, it is not essential that a large fraction of the samples be submitted.

An additional benefit derives from the possible use of such independent

checks as a means of "certifying" concentrations of analytes for in-house

standards. The authors routinely maintain method comparison programs

to monitor trouble points with analytical methods. The analyst who does

not have several methods available is handicapped in this approach but he

need not be defeated. Atomic Absorption determination with and without

a separation provides a good example of a single method being used in two

ways to gain independence.

Table 6. Comparison of thallium in bird kidney by flame emission and neutron activation

analysis

Flame emission Neutron activation

analysis

225 Mg/g 232 Mg/g
223 219

. 227 219

206

235

225 ± 2 222 ± 12

D. Collaborative Test Programs

Although few analysts will admit that they enjoy participating in col-

laborative tests, they do serve a useful evaluation function. The Associa-

tion of Official Analytical Chemists, for example, has the policy of ap-

proving an analytical method only after it has undergone a collaborative

test. The disadvantage of such a program derives from the fact that the er-

rors characteristic of each of the different participant laboratories,
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analysts, instruments, methods, etc., tend to accumulate in the overall

results. Too often the values from various laboratories are so variable that

one wonders if any valid conclusions from them are possible. However,

if the test program is properly designed, it offers a significant advantage,

i.e., sufficient analyses are accumulated to provide reliable statistical

evaluation of the results. The criteria for, and valuable means of analyzing

the results from, a well-designed program have been carefully outlined by

Youden [2]. If the sample materials submitted to the collaboratories are

available in sufficient quantity and if the results from collaborating labora-

tories are in good agreement, this means may be used to certify concentra-

tions. The samples can be used in subsequent quality assurance programs

with greater confidence than those analyzed by only one laboratory. The
results of a limited interlaboratory analysis program involving the deter-

mination of lead in simulated blood samples and actual air filter samples

are summarized in table 7.

Table 7. Summary results on a limited collaborative test program.

Analytical results*

Sample "True" Pb Lab 1 Lab 2

Number and type concentration

(g/ 100 ml) Method MethodABA
1—simulated blood 5 7 5 4.8
2—simulated blood 11 14 16 10.7
3—simulated blood 23 29 26 22.1
4—simulated blood 41 43 41 38.2

llA^—air filter 2.1 2.2

IIB—air filter 1.8 2.3

lie—air filter 2.3 2.0

14A—air filter 25.0 27.

1

14B—air filter 28.0 24.5

14C—air filter 26.8 26.-

* Dropped figures indicate questionable significance.

^ A, B, and C designate replicate sections cut from the same filter.

E. Analysis of Certified and Secondary Standards

If standard materials which closely approximate the general matrix

composition and the analyte concentration ranges of interest are availa-

ble, they may be used as a particularly definitive means of characterizing
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the accuracy of or delineating problems encountered with analytical

methods. An illustrative example may be based on the analysis of the

NBS reference material. Bovine Liver, for lead. Initial triplicate analyses

indicated a mean concentration of 0.75 /itg Pb/gm which was more than a

factor of two above the certificate value of 0.34. Subsequent checks in-

itiated because of discordant set of results demonstrated that a reagent in

use had mysteriously become contaminated. After the problem was

eliminated, repeated recycling of the standard over several weeks

produced a mean analytical value of 0.3 1 ± 0.06.

Comparisons of this type offer the simplest and most reliable means of

checking accuracy. The significance of the reference materials supplied

by NBS cannot be overemphasized. They have been a boon to quality as-

surance programs throughout the world. The approach should not be

abused by extrapolation of accuracy data obtained on one sample type to

another which is entirely different. For the best test of accuracy, any stan-

dard submitted to the laboratory should be disguised so it is not given

more care and attention than samples.

All of the methods for assuring precision and accuracy add to the work

and expense of the laboratory and are likely to be carried out only in cen-

tralized analytical laboratories. Many researchers prefer to do their own
analytical work but it is difficult to justify the expense of an adequate

quality control program unless it can be spread over large numbers of

samples. The person supervising the work must be acutely aware of the

ways in which the methods can fail and know alternate ways to get the

results when a given approach does fail. In the authors' opinion, a central-

ized analytical facility, equipped for several different methods, staffed by

careful analysts, and supervised by a well-trained analytical chemist is

one of the better ways to assure quality in the results.
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y-ray activity. For most elements measured, there was excellent interlaborato-

ry agreement between the four participating laboratories and with the National

Bureau of Standards values for elements measured by them and in this work.

In cases of most elements for which comparisons can be made, instrumental

nuclear methods used in a round-robin study of the standards provided more

accurate average concentrations and smaller interlaboratory dispersions of

values than the other major techniques used, atomic absorption spectrometry

and optical emission spectroscopy.

Keywords: Analytical methods; coal; environmental samples; environmen-

tal standards; fly ash; instrumental neutron activation analysis

(INAA); instrumental photon activation analysis (IPAA); natu-

ral radioactivity; standard reference materials; trace elements.

I. Introduction

Many laboratories are involved in the measurement of trace-element

concentrations in environmental samples. These measurements often

present a more severe demand upon analytical methods than most stan-

dard industrial or research laboratory analytical problems. In environ-

mental studies, one must often analyze samples that contain a complex

mixture of substances, many of which are difficult to dissolve completely.

Furthermore, within a given class of environmental samples, there are

frequently such large sample-to-sample variations of composition that

matrix effects and inter-element interferences'^'also vary greatly. Because

of these difficulties, analytical methods that work well with less complex,

more easily soluble samples, may not be adequate for some classes of en-

vironmental samples. It is thus essential that the methods in use for trace-

element analyses be tested via the use of standard reference materials that

are quite similar to the samples that are to be analyzed routinely. Labora-

tories engaged in environmental trace-element studies should check their

procedures by the use of such standards, since very important decisions

may be based upon the results of their analyses, e.g., decisions on trace-

element ambient and emission standards having great importance for

human health and the spending of enormous sums for pollution controls.

In view of these large implications, we must insure that our analytical

methods provide accurate answers.

The need for well-characterized environmental standards was demon-

strated by a limited round-robin study of coal, fly ash, residual oil and

gasoline samples prepared by the Environmental Protection Agency

(EPA) and distributed to nine laboratories selected by EPA for their ex-

perience in trace element measurements [ 1 ] . The results of this round-
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robin study, as reported by von Lehmden et al. [ 1 ] , were shocking, as

there were often order-of-magnitude ranges of values reported for given

elements in particular standards. Although that study demonstrated the

problem, it did little to help solve it: since the true elemental concentra-

tions were not known, one could not determine which laboratories and

methods provided accurate results and which needed improvement.

In 1972, EPA asked the National Bureau of Standards (NBS) to

develop standard reference materials (SRMs) for coal, fly ash, residual oil

and gasoline and to help conduct a more extensive round-robin study of

trace-element concentrations. The SRMs were distributed to about 75

laboratories and, simultaneously, NBS began measurements for ultimate

certification of them for concentrations of about 18 (mostly toxic) ele-

ments of prime interest to EPA. Results from the 50-odd laboratories that

turned in data and the NBS preliminary values were discussed at a meet-

ing held at EPA in May 1973. This round-robin study was more valuable

than the earlier one because, for many elements, we have the NBS values

available as a "bench mark" by which to evaluate the accuracy of the vari-

ous techniques used by participating laboratories.

It should be noted that some critics at the meeting questioned the use of

NBS values as the true values for comparison with other reported data.

Obviously, one cannot be 100 percent certain that the true values lie

within the ranges reported by NBS. However, for all elements certified by

them, there must be agreement within experimental errors for the concen-

trations as measured via the use of two distinctly different phenomena.

Furthermore, the Bureau's excellent reputation for accurate analyses

stands behind their values. Some participants suggested that the average

of all round-robin results should be taken as the true value. The fallacy of

that suggestion was clearly demonstrated by the round-robin Cd concen-

trations, which were almost universally greater, often by large factors,

than the NBS values (discussed below).

Our four laboratories participated independently in the NBS-EPA
round-robin analysis, employing instrumental nuclear methods of analy-

sis. At the meeting at EPA in May 1973, we found that the results from

our laboratories for coal and fly ash standards were in generally good

agreement with each other and with the NBS values. Since NBS has cer-

tified the standards for only 12 and 14 elements of primary interest to

EPA, we felt it would be of value to other trace-element laboratories for

us to publish our concentrations for about 40 elements in the coal and fly

ash standards (SRM 1632 and 1633, respectively). In the course of

preparation of the results for publication we have evaluated the accuracy

and precision of several methods that were used extensively in the round-

robin study. Below we briefly note the experimental techniques used in
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this work and evaluate the results obtained both in terms of interlaborato-

ry agreement and in comparison to other methods used in the round-robin

study.

II. Experimental Methods

All of our laboratories employed instrumental neutron activation analy-

sis (INAA) as their major technique. In general, samples of coal and fly

ash of up to 100 mg each were irradiated in nuclear reactors along with

elemental monitors for two or three durations ranging from 30 s up to

several hours to emphasize products of various half-life ranges. Following

irradiations, y-ray spectra of the irradiation products in the standards and

monitors were taken at several times with Ge(Li) detectors of about 45

cm^ or greater volume, which produced photopeaks of 2.0 to 2.3 keV full

width at half maximum for the 1332 keV line of ^^Co. Details of the

techniques used have been given previously [2-5 ]. In addition to INAA,
the Maryland group used instrumental photon activation analysis (IPAA)
to observe several elements that cannot be measured by INAA and to

serve as a cross check for other elements that can be measured by both

[6]. Samples were irradiated with bremsstrahlung produced by 35 MeV
electrons from the NBS electron LINAC. Also, the Battelle group mea-

sured concentrations of K, Th, and U by observing the natural y-ray ac-

tivity of these elements in 100-g samples with anti-coincidence-shielded

Nal(Tl) multi-dimensional y-ray spectrometers [7]. Elements measured

by the various techniques are listed below in table 1.

III. Interlaboratory Agreement

The total number of laboratory and method values obtained for the vari-

ous elements measured in this work are listed in table 1. In cases where

five values were measured, all four of our laboratories measured the ele-

ment by INAA and Maryland or Battelle also determined the concentra-

tion by IPAA or y counting of natural radioactivity, respectively. Con-

centrations of 37 elements in coal and 41 in fly ash were measured. In

preparing our recommended values for the concentrations of the various

elements in the coal and fly ash standards, we rejected individual labora-

tory values that were in considerable disagreement with the average of the

other laboratory values. It is remarkable that among the total of 230
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values reported, only 6 had to be rejected (one value each for Na, Ti and

Hf in coal and for Ba, Hf and La in fly ash).

As a measure of the interlaboratory agreement of concentrations mea-

sured by our laboratories, we calculated the relative standard deviations

(crlX, also called "coefficient of variation") of laboratory values for all ele-

ments for which 2 or more values were determined. The six values re-

jected from the averages were included in the calculation of relative stan-

dard deviations; however, the Sb concentrations in coal were not in-

cluded, as our sample-to-sample variations of Sb concentration were so

large as to indicate an inhomogeneity of Sb in coal for samples of 100 mg
or less. (It should be noted that our sample sizes were less than the 250-

mg samples in which NBS measured Al and Mn in their homogeneity

checks.)

Table 1. Elements measured in NBS Standard Coal (SRM 1632) and Fly Ash {SRM 1633)
in this work

Number of Elements

laboratories

and method values Coal Fly ash

5 K,^ Ti,b, As,b, Th^ Ba,b Ti,b As,b Sb,^ Th^

4 Na, Ba, CI, Br, Sc, V, Cr, Fe,

Co, Se, Sb, Hf, La, Eu
Na, K,^ Sc, V, Cr, Mn, Fe, Co,

Hf, La, Eu

3 Rb,b Cs, Ca,^ Al, Mn, Ta, Sm Rb,b Cs, Ca,b Al, Se, Ta, Sm

2 Mg, Sr, Ni,b W, Ce, Tb Mg, Sr, Ni,^^ W, Ce. Tb. Yb

1 Zn, Ag, In, Lu, Yb, CI, Br, I.'' Si,^^ Zn.b Zr.^ In,

Pb,'^ Y,b Lu,

^ Includes one value obtained by observing natural 7-ray activity.

^ Includes one value by IPAA.

In table 2 are listed the relative standard deviation ranges for the 30 ele-

ments in coal and fly ash, except Sb in coal, for which 2 or more values

were reported. For 17 elements in coal the standard deviation is less than

10 percent, and for 25 out of 30, less than 1 5 percent, and all are ^ 25 per-

cent. For fly ash, the fractional standard deviation was < 10 percent for

16 out of 30 elements, ^ 1 5 percent for 26 out of 30, but two values were

> 25 percent (W and Yb, both of which are marginal elements by IN AA).
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Table 2, Relative standard deviations among laboratory values for various elements reported
in this work^

Relative Std. Dev. ( %) Coal Fly ash

Cr Fp Th Rb, Al, Sc, Ti, Cr, Mn, Fe, Co

5-10 Rb, Ca, Ba, Al, Sc, V, Mn, Co,
Se, Ce, Th

K, V, Ni, As, Sb, La, Sm, Th

10-15 Na, K, Sr, CI, Br, Ti, Hf, La,

Sm, Eu
Na, Cs, Ca, Ba, Se, Hf, Ta, Ce,

Eu, Tb

15-20 Ni, Ta , ; Sr

20-25 Mg, As, W ,

^ ; .
Mg

>25 W, Yb

* Includes all elements for which there were two or more laboratory or technique values

except Sb in coal, which was found to be inhomogeneous.

IV. Comparison with NBS

In table 3 we list the average concentrations measured in this work for

elements for which NBS has reported certified values [8]. For both coal

and fly ash, there is agreement within the limits of error of the two sets of

data for all nine elements measured both by NBS and in this work. For

most elements, the ranges of uncertainty are comparable for the two sets

of data. Major exceptions are Ni, Zn and As in coal. Nickel is difficult to

measure by INAA as it is observed by an (n,p) reaction induced by fast

neutrons. In this work we have only two values for Ni, one obtained at

Washington State using a Triga reactor (which has a large fast neutron

flux) and the other by the less sensitive technique of IPAA at Maryland.

Zinc is difficult to determine by INAA in samples having an abundance

pattern similar to that of the earth's crust because the 1115 keV y-ray

peak of ^^Zn is small compared to the intense 1 120 keV line of ''^Sc. (By

contrast, Zn is so highly enriched relative to crustal material in at-

mospheric particulate matter in U.S. cities that it can be measured accu-

rately [9] .) In the case of As we had five values, three centered near the

NBS value and two at 8.0 ppm, but there was no basis for rejecting either

group.

For most elements in fly ash, the relative uncertainties are smaller than

for coal both for our work and for the NBS values, probably because the
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Table 3. Comparison of concentrations observed in this work with NBS values for elements
with provisional certification

Concentration (ppm unless % indicated)

Element Coal (SRM 1632) Fly Ash (SRM 1633)

This work NBS'' This work NBS«

V 36 zb 3 35 ± 3 235 zb 13 214 zb 8

Cr 19.7 dr 0.9 20.2 ±0.5 127 zb 6 131 zb 2

Mn 43 ± 4 40 zh 3 496 zb 19 493 ± 7

Fe 0.84% ± 0.04% 0.87% zb 0.03% 6.2% ± 0.3%
Ni 18 ± 4 15 zb 1 98 ± 9 98 ± 3

Zn 30 d= 10 37 zb 4 216 ± 25 210 zb 20

As 6.5 ± 1.4 5.9 zb 0.6 58 =b 4 61 zb 6

Se 3.4 ± 0.2 2.9 ± 0.3 10.2 dz 1.4 9.4 zb 0.5
Pb 30 zb 9 75 zb 5 70 zb 4

U 1.41 ± 0.07 1.4 zb 0.1 12.0 ± 0.5 11.6 lb 0.2

* See reference [8].

concentrations of most elements observed are several-fold higher in the

fly ash. The ranges of the two values for V in fly ash barely overlap. This

is surprising, as the y-ray peaks of 3.4-min ^^V stands out well in spectra

taken shortly after irradiations. We suggest the error may be in the timing.

The fractional dead time of the analyzer system is often very large in spec-

tra taken within minutes after irradiations and it changes appreciably dur-

ing counts because of rapid decay of the dominant 2.3-min ^^Al and ^^v.

V. Comparison with Other Methods Used in the Round-Robin

In table 4 we compare the results of this work with those of the two

other techniques for which many data were reported in the round-robin

study: optical emission spectroscopy (OES) and atomic absorption spec-

trometry (AAS). The four elements chosen were the only ones meeting

the criteria: provisional NBS values available, large number of values re-

ported from AAS and OES, and element measured in this work. In the

upper half of table 4 are shown the fractional errors of the mean values ob-

tained by the various techniques, where fractional error is defined by:

Fe (%) = X 100,
-^true

where A'=mean value and Z^true is the true concentration, which we take

to be the NBS value.
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Fractional errors alone do not give a complete evaluation of the relia-

bility of the various techniques. Since our average values agree with the

NBS values within limits of errors of the two sets of data and, as our un-

certainties are of magnitude comparable to those of the NBS values for

most elements, the true value for many elements could lie just as close to

our value as the NBS value. Thus, when the two data sets agree so well,

the fractional errors become rather meaningless. Nevertheless, we see

that in four out of the eight cases (Cr in coal and Cr, Mn and Ni in fly ash)

the fractional errors for our values are the smallest listed.

Table 4. Fractional errors of mean values and relative standard deviations of laboratory

values for concentrations ofseveral elements in coal andfly ash as measured by three methods

Fractional error ( %)*

Element
This work All INAAb AAS^ OES^

Coal

V -5.6(7) 0.4(6) 22 5 r4)

Cr -2.5 (4) -4.2(7) 16.5 (12) 15 (4)

Mn 7.5 (3) 11.2(7) 1.0(14) 2.7 (3)

Ni 20 (2) 21.5 (14) 12 0 (4)

Fly Ash

V 9.8 (4) 1.3(7) 3.1 (7) 22.9(3)
Cr -3.1 (4) -19.1 (7) -12.2 (13) 10.7(3)

Mn 0.6(4) 5.7(8) -15.3 (14) 4.8(3)

Ni 0 (2) 8.2(15) 12.0 (3)

Relative Standard Deviation ( %)

This work All INAAb AASb OESb

Coal

V 6.3 15.7 21.5 29

Cr 4.8 24 76 30

Mn 9.5 16 19.5 17

Ni 17 34 38

Fly Ash

V 6.4 11.4 39 29

Cr 3.2 32 60 20

Mn 3.8 15 27 23

Ni 9.3 41 22

* Values in parentheses indicate number of laboratory values used in computing average

and standard deviation.

^ Reference 10 corrected to latest NBS values [81. Note that data from our laboratories

make up nearly one half of the "All INAA" data.
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An equally important test of the methods is the relative standard devia-

tion of all laboratory values for each technique, as given in the lower half

of table 4. Here we see that, although in some cases the mean of all labora-

tory values is close to the NBS value, that may simply represent the

average over a very wide range of individual values in which the positive

errors happen to balance the negative errors. Take V in fly ash as deter-

mined by AAS as an example. The fractional error of the mean value is

only about 3 percent, which is quite acceptable; however, the relative

standard deviation is 39 percent. This means that there is a 32 percent

probability that any particular laboratory value is in error by more than 39

percent! Thus, it is quite important to consider both fractional error and

standard deviation in evaluating the methods used.

When considered in view of both factors, it would appear that, with the

exception of Ni, the analyses performed by our laboratories, largely by

INAA are superior to those done by the other major techniques used in

the round-robin. When all round-robin INAA data are included, the frac-

tional errors are somewhat larger and the standard deviations much
greater. (It should be noted that nearly half of the "All INAA" data were

contributed by our laboratories.) Although the fractional errors for AAS
are often reasonably small, the standard deviations in nearly each case are

much greater than for the other major methods, especially for Cr. The
results for Cd are even worse by AAS. They are not included in table 4

because there are no INAA and OES data available. For coal and fly ash,

the fractional errors for Cd by AAS are > 400 and 180 percent, respec-

tively, and the relative standard deviations are 76 and 44 percent! Perhaps

surprisingly, the OES technique, which many consider an out-of-date,

fairly insensitive method, was intermediate in performance between

INAA and AAS for the four elements in table 4.

In view of the large deviations of values discussed above, especially for

AAS, we examined the data more carefully to see if perhaps it was just a

few participating laboratories that were causing the large deviations. In

the upper half of table 5 we show the average fractional errors for each

laboratory for up to six elements for which large amounts of AAS values

were reported: Cr, V, Hg, Mn, Ni and Pb. Because of the very poor

results for Cd, we have not included those values in this analysis. These

results indicate that the errors were very large for nearly all laboratories

that used AAS, being rarely less than 20 percent. However, two laborato-

ries stand out as doing accurate work with AAS, Laboratories 19 and 22.

Although we do not know the identities of those laboratories, the data

suggest that they used great care in performing the analyses. It may be

noteworthy that neither laboratory reported Cd concentrations as they
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Table 5. Average of absolute values offractional errors (FE) for laboratories using AAS
and OES for NBS standards^

Laboratory Coal Fly Ash

FF ( V) l^n plpTTipntQ FF r plpmpntQ

AAS^ - \

2 24 2 48 2

4 25 3 16 2

5 59 2 71 2

7 30 5 32 5

8 44 6 27 6

10 37 5 34 6
1

1

1

1

J /u L

12 24 6 26 5

19 9 3 3 16 4

22 12 6 9.5 5

23 26 5 18 5

37 67 4 66 5

47 40 5 18 4

50 80 4 18 4

52 26 4 49 4

OES'^

2 . 27 3

3 15 3 13 3

3 36 4 19 4

12 20 4 32 4

* Based on Akland's statistical analysis [10], updated to present NBS values [8].

b Elements considered: Cr, V, Hg, Mn, Ni, Pb; there were also many data for Cd, but

agreement was so poor that all were omitted from this analysis.

Elements considered: Cr, V, Mn, Pb.

apparently recognized difficulties with Cd analyses that were not obvious

to the other AAS groups that reported values. The good results obtained

by these laboratories suggest that it is possible to obtain reliable analyses

for the six elements by AAS, but that most laboratories using the method

did not use proper care in attempting to do so.

Among the four OES laboratories, Laboratory 3 stands out as being

quite accurate and the others had smaller errors than most AAS laborato-

ries.

Average fractional errors for INAA laboratories are given in table 6.

For our own laboratories, we have used the values reported during the

round-robin rather than our final values that incorporate slight refine-

ments resulting from additional analyses done since the round-robin was

completed. For the most part our laboratory errors are much smaller than

for laboratories that used AAS and OES. Only the analyses of coal at
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Livermore gave average errors > 20 percent. Among the other participat-

ing laboratories, Laboratories 6 and 9 had errors comparable with those

of our laboratories and only Laboratory 14 had extraordinarily large er-

rors.

Table 6. Average of absolute values offractional errors (FE) for laboratories using INAA
for NBS standards

Laboratory Coal Fly Ash
Number

FE(%) No. elements FE(%) No. elements

This work*

Maryland 7.1 3 9 3

Washington State 15 3 3.7 3

Battelle 8 4 5 4

Livermore 21 4 11 4

Others* ^

6 14 2 15 2

9 11 4 14 4
14 75 2 55 2

25 24 3 27 3

44 27 3 33 4

* Elements considered: Cr, V, Mn, Se
Based on Akland's statistical analysis [10] updated to present NBS values [8].

VI. Discussion and Conclusions

In the round-robin analysis of the NBS coal and fly ash standards, we
have shown that INAA and related nuclear methods can provide reliable

analyses of the highly complex, "real world" samples for nearly 40 ele-

ments. There was excellent agreement among our 4 laboratories for the 30

elements determined by more than 1 laboratory. There was good agree-

ment between our average values and the NBS certified values for the

nine elements in each matrix for which comparisons could be made. Ex-

cept for Laboratory 14, the results from all of the participating laborato-

ries that used INAA were acceptable.

By contrast, there were very large errors in the data reported by most

laboratories that used AAS, especially for Cd and Cr. However, the accu-

rate results obtained by Laboratories 19 and 22 showed that, with con-

siderable care, reliable results can be obtained by AAS. Results from the

few laboratories that used OES were intermediate in accuracy between

INAA and AAS.
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Why do we observe the big difference in reliability between INAA and

AAS? The biggest difference is probably that for AAS, one must dissolve

the samples — a long, difficult procedure by which volatiles can be lost, in-

soluble residues may be left behind, contaminants may be introduced in

the solvents, or there may be exchange of species with container walls, if

proper care is not used. Also there may be interferences between ele-

ments during the AAS measurements. There are also some interferences

in INAA, i.e., between y rays of different species or of reactions on dif-

ferent elements that lead to the same product, but these interferences are

rather well known, so one can correct for them or not report concentra-

tions for the element affected.

Despite the excellent performance of nuclear methods in this applica-

tion we would not, of course, suggest that they should replace all other

techniques. The nuclear methods have their disadvantages, too: they

require access to reactors, expensive equipment, and personnel highly

skilled in fundamental nuclear techniques. Furthermore, the turn-around

time of analyses for elements with long-lived products is usually at least

2 weeks and there are several important elements for which no adequate

nuclear technique is available, notably S, Be and Cd. (Unfortunately, the

round-robin results show that there is no other adequate method for Cd,

either.) However, despite these disadvantages, the nuclear methods have

so many attributes that they can be used very effectively in many difficult

trace-element applications.
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The Mahoning River flows through a highly industrialized section of eastern

Ohio. It is used as a dumping ground for both solid and liquid wastes by both

industry and municipalities along its banks.

Both water and sediment samples were collected at predetermined sites on

a section of the Mahoning River running from its headwaters into and beyond

one of the industrialized areas. The water samples were analysed for trace ele-

ments by neutron activation analysis (NAA) employing Youngstown State

University's 10 mg Califomium-252 neutron source, wet chemical techniques,

and atomic absorption (AA). Certain trace elements, Ca and Mg, in the water

samples were detected by all three methods. Comparison of results showed

good agreement between NAA and wet chemical analysis for most samples.

AA data, for the most part differed considerably from both NAA and wet

chemical analysis. Subsequent tests have shown that organics, which are plen-

tiful in the Mahoning River, are responsible for erroneous results in AA analy-

sis.

Neutron activation analysis was shown to be the simplest of the three

methods for trace element analysis and the location of possible sources of pol-

lution.

Keywords: Atomic absorption analysis; Califomium-252; Mahoning River;

neutron activation analysis; pollution; sediment; trace ele-

ments; water; wet chemical analysis.

I. Introduction

In December 1971, Youngstown State University began trace element

studies of the Mahoning River System. This paper summarizes the collec-

tion and analysis procedures and results of studies done on a section of

that river running from its headwaters to the outskirts of the city of

Youngstown.
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The Mahoning River has been used for many years as an open sewer by

heavy and light industry in the area. Located along its banks are a number

of steel mills and metal processing and fabricating plants; until the late

1960's raw and partially treated sewage was also being dumped into the

river rystem.

The section of the river chosen for sampling runs from a region of rather

clean water to a heavily industrialized section.

Since trace elements can vary both horizontally and vertically in a given

river cross section, samples were collected in consistent fashion. The col-

lection of samples consisted of lowering a 10-quart galvanized pail

weighted symmetrically with several lead discs into an approximate mid-

stream position from a bridge. At a few collecting sites this procedure was

impossible. The alternative procedure involved tossing the bucket into

midstream and drawing it to shore.

Containers used for storage of the water samples were 1 liter

polyethylene bottles having screw-type caps. These containers were

rinsed several times with river water from the collection site before addi-

tion of the sample. After a sample addition, the pH of the sample was

reduced to two by the addition of reagent grade nitric acid. This was done

to avoid precipitation or plating out on the container walls of trace ele-

ments [ 1 ] . In addition, temperature and pH measurements were made at

each location with the use of pH paper and a mercury thermometer. The
sample collection sites were distributed in such a way as to test whether

or not village and/or urban pollution existed. Data obtained from the on-

site analysis is given in table 1

.

Analysis of the water samples was performed by three different

methods, these being neutron activation analysis (NAA), wet chemical

techniques and atomic absorption (AA). A Buchner funnel with a double

layer of Whatman No. 1 qualitative filter paper was used with a vacuum

flask to filter the water samples.

A. Neutron Activation Analysis

The NAA work on the filtered water samples necessitated the use of

125 ml of each placed in pre-cleaned polyethylene screw-top bottles of

uniform size. The samples were irradiated for 1 hour in the Youngstown
State University (YSU) Californium storage and experiment facility using

a 10 mg Cf2^2 source. After irradiation the samples were permitted to

decay for 30 seconds then transferred to a Plexiglas cup surrounding a

Ge(Li) detector (the arrangement yielding a very efficient counting
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geometry) and counted for 20 minutes using a 400 channel analyser.

Quantitative analysis was performed by comparison of peak areas of sam-

ples to peak areas of standards. Volume size of the sample, irradiation and

decay times, and the geometry of the counting system was the same both

for samples and standards.

B. Atomic Absorption

The AA analysis was performed using a Perkin-Elmer Model 107

Atomic Absorption Spectrometer. The water samples were prepared in

exactly the same manner as those for the NAA determinations. Both

water samples and standards were analysed according to the procedures

outlined in the General Information Manual supplied with the spectrome-

ter. Due to the limited number of lamps available only five elements were

detected: these were Ca, Cu, Mg, Pb and Zn.

Because the Mahoning River contains many organic compounds it was

decided to check the addition of certain organics to standards used in the

AA analyser. Table 2 summarizes these results for two elements tested.

These studies show that the results of YSU's AA apparatus for Ca and

Mg are significantly affected by the presence of certain organics.

C. Wet Chemical Analysis

Wet analysis followed very closely the procedures detailed by Brown
et al in U.S. Geological Survey, Book 5 [2 ]

.

II. Discussion

Comparison results were obtained for Mg, Cu, CI, and Ca. In general,

excellent agreement was obtained between wet analysis and NAA. The
AA data, in most cases, differed considerably from both NAA and wet

analysis. The authors believe this to be due to interfering substances such

as the organics discussed earlier.

The authors believe the Mg results obtained from wet chemical data by

subtraction of calcium values from the total hardness values, show that in

the Mahoning River, other elements, particularly iron as iron (II) ion con-

tribute significantly to total hardness.

Distribution of the results shows a significant and abrupt increase in

nearly every element detected at site 12, and this is believed to be due to
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elements introduced into the Mahoning River by Mosquito Creek.

It was generally concluded that of the three methods used, AA results

were least reliable and internally consistent as they appeared to fluctuate

because of interfering elements and compounds present in the river water.
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Seven trace elements (Co. Cu. Fe. Mn. Mo. Se. Zn) and four bulk elements

(Ca. K, Mg. Na) were analysed by means of neutron activation analysis and

flame orflameless atomic aborption analysis.

The organic material was destroyed by wet or low temperature ashing. Four

different possibilities of analysis result from this arrangement. Time of analy-

sis, accuracy, reproducibility and real, not theoretical, detection limit will be

reported for each arrangement. The analyses were carried out with the 1577

NBS liver standard and our own liver standard. The techniques will be

discussed in reference to clinical and research applications. The reported

results will be based on analysis of liver biopsies and animal experiments.

Keywords: Atomic absorption spectroscopy (AAS): comparison between

NAA and AAS: neutron activation analysis (N.AA): time of

analysis in NAA and AAS: trace element content in liver biop-

sies: trace element content in tumor bearing animals: Wilson's

disease.

I. Introduction

Neutron activation analysis and atomic absorption spectrosco-

py, which are used in our laboratory, are among the most sensitive analyti-

cal techniques known for trace element determination. Our objective was

to test the precision, or reproducibility, of both methods. A secondary ob-

jective was to investigate the accuracy of the techniques, using our stan-

dard solutions. These have been used for 1 year. All analyses were per-
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formed using the NBS liver standard 1577. All tests were done with the

assistance of trained technicians under routine laboratory conditions. We
did not intend to retest the composition of the liver standard.

II. Experimental

The NBS liver standard was used for the determination of seven trace

elements (Co, Cu, Fe, Mn, Mo, Se, Zn), and four bulk elements (Ca, K,

Mg, Na). About 10 g of the standard were divided into 30 portions, each

weighing between 150 and 200 mg. Three separate sets, each containing

10 samples, were formed.

Ten samples were placed into quartz containers, which were thoroughly

sealed. They were irradiated together with standard solutions in a reactor.

The irradiation was carried out in the rotating position of the TRIGA
Mark I reactor, at the German Cancer Research Center. The irradiation

lasted 50 hours in a thermal flux of 2 x lO^^n cm-^ s-^ After a "cooling

period" of about 14 days the samples were measured by gamma-ray spec-

troscopy without further handling. The measuring equipment consisted of

a sample changer with a Ge(Li) detector, and a 4000-channel analyser

(Didac 4000, Intertechnique) connected on line to a 12K-computer

(Multi-8, Intertechnique). The detector was a 60 cm^ Ge(Li) detector,

with 12 percent efficiency and 2.3 keV resolution. The concentration of

the elements Co, Fe, Se and Zn was determined using 2 hours counting

time. The statistical error was less than 3 percent. All calculations, neces-

sary for the quantitative determination, were performed by the computer;

it also controlled the sample changer.

The next 1 0 samples were placed into polyethylene containers. The ir-

radiation was carried out in the fast pneumatic facility of the above men-

tioned reactor. The irradiation time was 2 minutes, in a thermal flux of 4.8

X lO^^n cm2 s-^ The elements Ca, CI, Mg, Mn could be measured after 1

minute waiting time. The counting time lasted 2 minutes. After this the

samples were irradiated again in the rotating position for 4 hours. After

the end of the irradiation the samples were wet ashed by means of H2SO4
and H2O2. The volume was adjusted to 5 ml by adding bi-distilled water.

The solution was divided into equal parts. The first part was used for

direct measurement of the elements K and Na. The concentration of the

elements Cu, Mn, Mo and Zn was determined after radiochemical separa-

tion [ 1 ,2 ] . The other half of the solution was used to measure the ele-

ments Ca, K, Mg, Na, Cu, Fe, Mn, Mo and Zn by means of the atomic ab-

sorption technique (see below).

The last 1 0 samples were placed into wide quartz containers and ashed
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in a low temperature asher (Tracerlab LTA 600). The ashing time was 40

hours. The residual was dissolved in 1 ml of 0.1 m HCl and divided into

equal parts. The concentration of the elements Cu, Mn, Mo, Zn, K and

Na was determined by means of neutron activation analysis, as described

above. From the second half of the solution the elements Ca, Co, Cu, Fe,

K, Mg, Mn, Mo, Na and Zn were measured using atomic absorption spec-

troscopy. For this technique we used a Perkin Elmer spectrophotometer

300, a carbon rod atomizer HGA 72 and a deuterium compensator. The
concentration of the elements Ca, Fe, K, Mg, Na and Zn was determined

using an air-acetylene flame. The other elements studied, Co, Cu, Mn and

Mo, were measured by using the carbon rod atomizer. All parameters, for

the different element determinations, were chosen as recommended by

the manufacturer. In an additional experiment we tried to determine

which part of the various procedures used in flameless atomic absorption

spectroscopy is responsible for the total variance. For this purpose three

normal rats were killed, and their livers removed, freeze-dried and

homogenized. From each Hver, three samples weighing about 1 50 mg were

ashed. After ashing, three dilutions were prepared from all samples. Three

single detections for copper were done for each solution. Eighty-one

determinations resulted from this arrangement. With the aid of an analysis

of variance it was possible to detect where the variabiHty had its source

[3 ] . Error was sought in the animals, the ashing equipment, the dilutions

and the single analyses.

III. Results and Discussion

The results of the investigation are presented in tables 1 through 6.

Tables 1 and 2 show the mean and the single standard deviation values

of the investigated elements for neutron activation, and atomic absorp-

tion analysis respectively. Both methods are in good agreement with

each other. High Zn values resulted from atomic absorption spectroscopy

using wet ashing. This was not found by low temperature ashing. The
results furthermore indicate that no loss or large contamination occurs

during the low temperature ashing process. The activation analysis of Ca
and Mg can only give a hint as to the element concentration. The counting

efficiency for Ca is too low for reliable measurement. Since the photopeak

of Mg (840 keV) is superimposed onto that of Mn (845 keV), the sample

must be recounted after the decay of Mg. The contribution of Mn in the

sample is subtracted from the original counts. This double measurement
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Table 1. Analysis of the NBS liver standard 1577 by means of neutron activation analysis

{fig/g dry weight)

Element Set 1» Set 2^ Set 3^ NBS^
n = 10 n ^= 10 n = 10

Ca 80 ± 30 123

Co — 0.21 ± 0.02 0.18

Cu 191 ± 6.2 185 ± 6.8 193

Fe 265 ± 16 275

K 10400 ± 300 9700

Mg 659 ± 82 605

Mn 10.2 ± 0.45 10.1 ± 0.5 9.9 ± 0.47 10.3

Mo 3.3 ± 0.3 3.5 tL 0.2 3.2

Na 2330 ± 60 2430

Se 1.04 ± 0.07 1.1

Zn 124 =b 7.3 127 ± 8.0 123 ± 5 130

CI 2550 ± 100 2600

* Samples ashed prior to irradiation by low temperature ashing.

^ Samples wet ashed after irradiation with H2SO4 and H2O2.
" Instrumental neutron activation analysis.

Mean values published by the NBS [4].

».b,c Mean ±1 standard deviation.

Table 2. Analysis ofthe NBS liver standard 1577 by means ofatomic absorption spectroscopy

(lug/g dry weight)

Element Set 1* Set 2b NBS'^

n = 9 n = 10

Ca 106 db 3.2 123

Cod 0.20 ± 0.016 0.18
Cud 186 ± 5.5 188 ± 9.8 193

Fe 272 ±9.5 266 ± 10 275

K 9600 ± 600 9700
Mg 605 d= 32 605
Mnd 10.3 ± 0.36 9.6 ± 0.6 10.3
Mod 3.4 ± 0.15 3.2

Na 2400 ± 200 2430
Zn 128 ± 3.6 147 ± 7.3 130

" Samples low temperature ashed.
b Samples wet ashed by means of H2SO4 and H2O2.
" Mean values pubhshed by the NBS [4].

Analyzed by flameless technique, a, b mean.
^•^ Mean ±1 standard deviation.
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resulted in a counting error of about 1 2 percent.

The mean values published by the National Bureau of Standards are

listed in the last column of each table [4]. A comparison of these values

with those which we found show that the accuracy is better than 10 per-

cent, excepting Ca (13%) and Co (16%). The relative standard deviations

are listed in table 3. These make it possible to compare the precision

within the different sets. This shows that atomic absorption spec-

troscopy is slightly more precise than neutron activation analysis.

This may be the result of the examination procedure used. One measure-

ment of each sample was made using neutron activation analysis,

while three measurements were performed with the atomic absorption

technique. Atomic absorption resulted in a high variability of K and Na.

This may have been caused by contamination. The results show once

again that high precision may not yield good accuracy. Our precision was

3 percent while our accuracy was 1 3 percent for the Ca determination.

Table 3. Comparison of the relative standard deviations of the described analytical methods

Element INAA AAS
(%) (%)

Ca 37 3

Co 9.5

Cu 3.6- 3b

Fe 6 3.5

K 3 6

Mg 12 5

Mn 5 3.5b

Mo 9a 4.5b

Na 3 9

Se 7

Zn 4 3

CI 4

* Neutron activation analysis.
b Flameless atomic atsorption spectroscopy.

The results of the analysis of variance are presented in table 4. The

mean squares ana the expected mean squares are shown for the copper

determination using low temperature ashing and the carbon rod atomizer.

The biological variability between the animals influenced the total vari-

ance most. The repeated measurements of samples also contributed con-

siderably to the variance. The smallest errors were caused by ashing and

dilution.
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Table 4. Analysis of variance for the determination ofcopper using the carbon rod atomizer

Source of Degrees of Sum of Mean Expected

variation freedom squares square mean square

Animals 2 30.6 15.3 0.55

Ashing 6 2.2 0.4 0

Dilution 18 V 7.5 .5 .04

Replicates 54 20.5 .38 .38

The time of analysis for 20 samples is recorded in table 5. One man-day

was calculated at 6 hours. The values do not include the time for the low

temperature ashing or irradiation. The atomic absorption technique is

faster, if only one element has to be analysed. The time for a multi-ele-

ment analysis is slightly less with neutron activation. The last two

columns of table 5 show the detection limits for the described techniques.

These concentrations result in a measurement error of 10 percent. For

neutron activation the limits can easily be lowered two to three powers of

ten using longer irradiation and measuring times and when applying Nal
detectors instead of Ge(Li) detectors.

The results show that both techniques are comparable in the determina-

tion of the investigated elements.

Table 5. Time of analysis and minimum determinable amounts of the investigated elements
referring to the described analytical methods

Element
Time (man-day) Amount (ng)

NAA AAS NAA AAS

Fe 0.5 10,000b 200«

Zn .5 500b 50°

Co 0.5 1
3b Id

Se 100»

K 0.5

Na .5

Cu 1
5b 1^

Mn 2.5 1 lb 0.5«

Mo 1
100b .5d

Zn 0.5 500b 59«

* One man-day equals six hours.
b This amount should be in a sample weighing about 10 to 200 mg.
Concentration (ng/ml) for the flame-technique.

^ This amount of the element is necessary for the flameless-technique.
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IV. Application

We use neutron activation analysis for the determination of Cu, K, Mn,

Mo, Na and Zn, and atomic absorption spectroscopy for the detection of

Ca, Co, Fe, Mg and Zn, because both techniques are available to us.

When we work with small samples, we use neutron activation omitting the

determination of Ca and Mg.

We use both methods for studying the behavior of trace elements under

normal and pathological conditions. We have made extensive studies of

the behavior of Cu, Mn and Zn in different organs while experimental tu-

mors were growing in rats [5]. In tumor bearing animals the concentra-

tion of Cu was significantly higher in spleen and plasma and lower in the

kidneys than in the control groups. The Cu-concentration was identical

in the liver of the experimental and control group. The concentration of

Mn was significantly lower in the liver and the kidneys of the tumor bear-

ing animals, while the spleen showed no difference to the non tumor

group. The concentration of Zn in the experimental group was signifi-

cantly lower in plasma, higher in the liver and the kidneys. The Zn-con-

tent of the spleen showed no difference between the two groups.

Table 6. Cobalt, calcium, iron, manganese and zinc concentration in liver biopsies taken

from four sisters (/dg/g dry weight)

Subject Biopsy taken

(year)

Co Cu Fe Mn Zn

1969b 86

1
1970 74
1971 63 4.0 670

1972 1.2 42 370 6.5 814

1969b 118

2
1970 34

1971 0.91 39 260 8.4 1020

1972 1.2 31 490 7.7 1170

1969b 1890

3^ 1970 1550

1971 0.81 1140 45 6.2 1660

1972 .59 1320 160 4.0 1230

1969b 1000

4a 1970 1050

1971 0.69 1210 108 4.0 1480

1972 .71 1100 90 6.5 1630

" The Cu-determination in 1969 was performed by Dr. I. H. Scheinberg. Albert-Einstein

College, New York.
b Subjects suffering from Wilson's disease and treated with pencillamine.
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Parallel to the animal experiments we are investigating the trace ele-

ments Co, Cu, Fe, Mn and Zn in liver biopsies. Up to now we have in-

vestigated too few biopsies to draw definite conclusions. Table 6 shows

the results ofthe biopsies offour sisters, two of whom suffer from Wilson's

disease [6]. The copper content is typically elevated in the two patients.

The high copper concentration could be lowered slightly by treatment

with penicillamine. The low concentration of Fe was possibly also the

result of the treatment with this drug. The increased Zn values were not

caused by contamination. The livers of all four sisters showed pathologi-

cal alteration, fibrosis, which may have been the reason for the high Zn
values.
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Zinc determination results in environmental matrices as reported by dif-

ferent laboratories in some recent interlaboratory comparisons, seem to have

large biases. In order to achieve a better solution of the problem, an evaluation

of four different methods for the determination of zinc content in environmen-

tal matrices is underway in our laboratory.

The suggested methods are: a) XRF x-ray fluorescence, b) NAA(I) instru-

mental neutron activation analysis, c) NAA(RC) neutron activation analysis,

via radiochemical separation, and d) AAS atomic absorption spectrometry.

Each of these techniques gives information on some critical step typical of each

different method. XRF and N AA(I) require no sample treatment or dissolution

or chemical procedures, and insure no loss of any component and no danger of

contamination. Unfortunately some interference due to some matrix content

may occur, affecting in both methods the accuracy of the results. NAA(RC)
techniques give results free from interferences from contamination, but require

wet dissolution of samples or high temperature treatment which may affect the

analytical results. AAS analysis may be affected by contamination from re-

agents and by the difficulties related to the sample dissolution. A critical

evaluation of results acquired through these different methodologies on a dust

sample is discussed.

Keywords: Accuracy; atomic absorption; environment; neutron activation

analysis; precision; x-ray fluorescence.
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I. Introduction

As we move down from the field of measurements in interference free

or easily soluble samples into applied measurements, the task of making

accurate measurements becomes increasingly difficult. This statement

seems to be true not only for elements such as mercury, selenium and

other highly volatile elements, but also for many "common" metals as

zinc.

Zinc determination results in environmental matrices as reported by

different laboratories in some recent interlaboratory comparisons [ 1 ,2 ]

,

seem to be affected by large biases. In order to achieve a better solution

of the problem, an evaluation of four different methods for the determina-

tion of zinc content in environmental matrices was carried out in our

laboratory. The methods investigated were: a) XRF x-ray fluorescence,

b) NAA(I), instrumental neutron activation analysis, c) NAA(RC),
neutron activation analysis, via radiochemical separation, d) AAS, atomic

absorption spectrometry. The results acquired by each of these

techniques give information on some critical steps typical of each dif-

ferent method.

XRF and NAA(I) do not require sample treatment or dissolution or

chemical procedures, and insure against loss of any component and

against danger of contamination. Unfortunately, interferences due to

some matrix content may occur in some element determinations affecting

in both methods the accuracy of the results.

NAA(RC) techniques give results free from interference from con-

tamination, but require wet dissolution of samples or high temperature

treatment which may affect the analytical results.

AAS analysis may be affected by contamination from reagents and by

the difficulties connected with the sample dissolution.

The matrices actually examined with each of these methods were the

NBS-SRM 1633 (Fly ash) and an environmental sample of urban par-

ticulates, collected by Euratom in the central area of Milan, during winter

months.

II. Experimental

A. X-Ray Fluorescence (XRF)

The energy dispersive analysis [3] via semiconductor detector was
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adopted for the zinc content determination. A-'^^Am 10 mC annular

source was used as the exciting radiation. The electronic equipment em-

ployed was a Si(Li) semiconductor detector connected to a LABEN 400

channel pulse-height analyzer. The total resolution of the system,

FWHM, was 200 eV at 6.4 keV (FeK gamma-ray energy). The method of

additions analyses on a single sample was adopted for each determination.

Samples of approximately 50 mg were counted in a polyethylene vial

stoppered with a Mylar thin film. The samples were counted upside down,

with only the Mylar thin film interposed between the sample and the de-

tector.

Each sample was first counted as such and afterwards spiked with a

standard zinc solution. After each addition, the sample was freeze-dried

and well homogenized by thoroughly mixing with a silica rod and then

recounted on the x-ray fluorescence spectrometer.

The base concentrations of zinc in the SRM 1633 and in the Urban

Dust sample were determined by fitting a least squares regression to the

individual results. The least squares fit gave a base concentration of 2 1 3.5

and 7472 respectively. The individual results are given in table 1.

Table 1. Determination of zinc content by x-ray fluorescence, using method of additions

Zinc found

Sample
NBS SRM 1633^ Urban dust^

(ppm) (ppm)

210.6 7340

3 213.5 7437

3 215.3 7255

4 212.2 7530

5 216.0 7800

Average 213.5 ± 2.2b 7472 ± 210^

* Content evaluated by least squares,
b Errors are standard deviation.

B. Instrumental Neutron Activation Analysis NAA(I)

The instrumental neutron activation analysis for the zinc determina-

tions was performed with a high resolution Ge(Li) gamma-ray spectrome-

ter coupled to a LABEN 4096 channel pulse-height analyzer. The total

resolution of the system, FWHM, was 2.5 keV at 1332 keV (^^Co gamma-
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ray energy). The long-lived ^^Zn isotope was chosen as the most suitable

for this purpose. Samples of approximately 50 mg were irradiated for 10

hours in the sample-holder rotating position of the LENA reactor, at a

flux of ~ 0.5 X lOi^n • cm-2 • s-^ Each set of samples to be analyzed,

sealed in plastic snap-top vials, was irradiated together with a primary

reference standard of zinc, which was made by adsorbing a known
amount of a standard solution on a strip of filter paper and freeze-dried be-

fore being sealed in the plastic vial. The irradiation and the counting

geometry are of primary importance on the precision of the instrumental

measurements. It is not possible to resolve the 1115 keV gamma ray from

^^Zn and the 1 120 keV gamma rays from ^eSc.

A correction of the ^^Sc interference in zinc determination via ^^Zn

isotope is essential for reliable results. Both the ^^Zn and ^^Sc are long-

lived isotopes, and a long decay period of the irradiated samples is not an

acceptable solution.

The correction for the ^^Sc contribution on the ^^Zn 1115 keV gamma-
ray photopeak is easy to evaluate via the interference free 890 keV
gamma-ray photopeak from ^^Sc. In this instrumental determination the

scandium contribution was taken into account, and the results of the zinc

content, after a proper correction for the Sc contribution are given in table

2.

Table 2. Determination of zinc content by instrumentation neutron activation analysis

Zinc found
Sample

NBS SRM 1633

(ppm)
Urban dust

(ppm)

1

2

3

4
5

260.2

165.3

180.1

170.5

263.2

7800

7670

7550
7500
7600

Average 208.1 ± 49' 7624 ±117-

^ Errors are standard deviation.

C. Neutron Activation Analysis via Radiochemical

Separation NAA(RC)

The high temperature distillation method [4] was utilized in the

radiochemical separation of zinc. Since the wet chemistry dissolution
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method is a "must" in atomic absorption spectrometry, a completely dif-

ferent method was adopted for the neutron activation analysis determina-

tion of zinc via radiochemical separation.

This method consists mainly in a combustion of the sample in an ox-

ygen stream and then a distillation of volatile elements as Zn, Cd and As

in a CO stream, which reduces all the metal compounds to elemental

form. The distilled elements are collected in a liquid nitrogen cold trap,

and counted on a high resolution Ge(Li) pulse-height analyzer.

In this way, any interference from ^^Sc gamma radiation is prevented.

The results of the analysis carried out with this method are reported in

table 3.

Table 3. Determination of zinc content by neutron activation analysis with radiochemical
separation

Zinc found
Sample

NBS SRM 1633 Urban dust

(ppm) (ppm)

1 190.2 7400
2 200.3 7300
3 210.5 7300
4 198.2 7200
5 203.4 7400

Average 200.5 ± 7.4^ 7320 ± 84"^

* Errors are standard deviation.

D. Atomic Absorption Spectrometry (AAS)

For the atomic absorption determination, a Jarrel-Ash spectrometer

was used. An acetylene-air flame was utilized for the flame atomizer,

which was a laminar flow burner. Fifty to 100 mg samples were treated

during each analysis and the perchloric-nitric acid process was adopted

for the dissolution. The process was completed in a Teflon beaker and a

few drops of hydrofluoric acid was added after the first perchloric-nitric

attack. A final recovery with hydrochloric acid was adopted, and the solu-

tion brought to volume.

The results of these analyses are summarized in table 4.
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Table 4. Determination of zinc content by atomic absorption spectroscopy

Sample NBS SRM 1633

(ppm)
Urban dust

(ppm)

1

2

3

4

5

190.3

170.5

180.2

185.2

177.3

5800
5800
5900
5700

5750

Average 180.7 ± 7.6^ 5790 ± 74^^

^ Errors are standard deviation.

III. Results and Discussion

A comparative review of the analytical results obtained with each single

method is summarized in table 5. In this table the quoted errors are ex-

pressed as standard deviation in percent.

For the NBS-SRM 1633, the certified value is 210 ppm [4] and some

considerations can be made if we compare this value with the experimen-

tal values obtained with the four different methods. X-ray fluorescence

gives good results both for precision and accuracy. The limitation is the

sensitivity for trace content at the ppm level. Moreover the additions

method, though the most accurate and reliable, is time consuming and not

handy for routine determinations.

The instrumental neutron activation analysis seems to give good results

when the interference from ^^Sc in the photopeak used in the determina-

tion of zinc is low.

In fact, the larger en or in the determination of zinc content in the NBS-

SRM 1633 is mainly due to the high content of scandium in the fiy ash.

The urban dust [5] has a comparatively lower content of scandium and

gives better results. More precise results are obtained with the

radiochemical separation of zinc, but the results seem to be lower than the

certified value.

As for the atomic adsorption results, they give precise results but the

experimental values are somewhat lower than those obtained with the

other techniques, probably due to some loss of zinc during the dissolution

process.

The reported values of the experimental results may be affected by
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the quality and the actual conditions of the technical equipment utilized

and by the skill of the experimenters in the different processes.

The results of these intercomparisons illustrate the actual situation of

the laboratory where the analyses were done.

Table 5. Comparative review of results for zinc determination

Sample XRF NAA (I) NAA (RC) AAS
(ppm) (ppm) (ppm) (ppm)

NBS SRM 1633 213.5 ± 1 208.1 ± 24 200.5 ± 4 180.7 ± 4

Urban dust 7472 ± 3 7624 ± 2 7320 ± 1 5790 ± 1

* Error expressed as percent standard deviation.
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An interlaboratory study of trace metal analyses involving seven different

laboratories has been carried out, using river water samples and "synthetic"'

standards. The analytical precision for the flameless atomic absorption with

graphite tube atomization was also established for eight different metals at

various trace concentrations. The flameless atomic absorption method with

graphite tube atomization is compared with 16 other techniques and methods

used in the interlaboratory study, and the conclusion is reached that for a

number of commonly determined metals the flameless atomic absorption

method of measuring trace concentrations in dilute fresh water is as accurate

a method as other more established methods. The relative standard deviation

for interlaboratory determination of traces of zinc is consistently large, which

indicates that this metal is relatively more difficult to measure accurately than

most other metals that were investigated. The available analytical data for ar-

senic is small but sufficiently discrepant to indicate that arsenic is a most dif-

ficult metal to measure accurately at trace levels by most of the methods tried.

The accuracy of determination for most of the metals investigated would ap-

pear to lie within 20 to 45 percent, at the concentration levels prevalent in un-

polluted fresh water.

Keywords: Accuracy; flameless atomic absorption; freshwater; inter-

laboratory comparison; method evaluation; trace metal analy-

sis.
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I. Introduction

An interlaboratory study was conducted in which seven different

laboratories participated. The purpose of the study was to compare trace

metal determinations on dilute water samples by flameless atomic absorp-

tion using graphite tube atomization with determinations by other

frequently used methods, and in this way obtain an estimate of the accura-

cy of this method for the direct determination for trace metals in fresh

water. Useful previous evaluations of this method exist. Segar and Gon-
zales [ 1 ] evaluated the heated graphite atomizer for its applicability to

determining directly several trace metals in sea water. Such an evaluation

is not readily extrapolated to the analysis of fresh water. Bernard and

Fishman [2] have made an evaluation of the usefulness of this method

for routine determination of trace metals in water. In each case the com-

parison is made with a single analytical method, namely flame atomic ab-

sorption. The present study differs from previous studies in that a number

of different methods and techniques, rather than a single method, are used

as a basis for comparison. The analytical precision of the flameless

method for a number of different elements was established by different

workers, for example Fernandez and Manning [3,4], as well as others

[5,6].

Unlike precision, the accuracy of an analytical method cannot be ascer-

tained by comparison to a single method because no single method can be

relied upon absolutely. The constant errors inherent in each instrument

and method only collectively assume random character and in this way
are revealed. Only by comparing analytical data from different sources

obtained with different instruments and different methods can the relia-

bility of a method ultimately be verified and practical certainty be at-

tained.

Some discrimination in the selection of laboratories was exercised.

Laboratories that participated in this study all have a well-established

reputation in trace metal analysis. The purpose of the study was revealed

in advance to the participants, and this probably induced most of them to

analyze more carefully and not treat the samples as routine samples. It is

therefore reasonable to assume that the analytical results given here

represent a best achievement under present conditions. Since the object

of the study was not evaluation of performance but evaluation of a method

the departure from the more common practice in interlaboratory studies

where laboratories are chosen more indiscriminately and the samples are

treated as unknowns, is desirable and possibly a necessary condition for

an evaluation of this type.
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n. Results and Discussion

It is evident from the analytical results, tables 1,2,3,4, that cadmium,

cobalt and chromium in fresh water and synthetic aqueous samples can be

determined by flameless atomic absorption with graphite tube atomization

(Massman, method 6A) as reliably as by any of the other methods. Zinc

and lead are determined in some samples (and not in others) somewhat

too low by this method, while iron manganese and copper are determined

somewhat too high in some instances. However, in three out of four sam-

ples zinc and lead determinations by the Massman method agree with the

interlaboratory average within the interlaboratory deviation, and for other

metals such agreement is only lacking in the case of sample 3 (spiked

natural water). With the possible exception of flame atomic absorption

with preconcentration of sample by evaporation (method 1 ) which gives

distinctly more concordant results for iron, the Massman method of mea-

suring trace metals in dilute waters by direct injection of the sample with-

out any pretreatment appears to be as good a method as any for the other

metals also. It is also apparent that unless the concentration of iron to be

measured is relatively low, the flame atomic absorption method in con-

junction with complexing, extraction and aspiration of the organic solvent

(method 4A) without prior acid digestion, determines iron consistently

too low. A difference in preanalysis treatment of the sample can obviously

introduce a substantial systematic error which can then denigrate the re-

liability of the method itself. This emphasizes the importance of maintain-

ing uniformity in preanalysis sample treatment when evaluating a method

especially when different laboratories are involved. It may very well be

that part of the confusion in the past over the reliability of the flameless

atomic absorption method for measuring trace metals was due to variation

in pretreatment of samples.

The arsenic concentration in all samples was sufficiently low to

preclude successful determination of this metal by flameless atomic ab-

sorption by direct injection of the aqueous sample (Method 6A. this

work). An arsenic electrodeless discharge lamp which would have per-

haps made possible such determinations was not available commercially

at the time these analyses were made. The available arsenic data as a

whole (table 5) are too small in number and too discordant to give

meaningful standard deviations. Means and deviations were therefore not

calculated for arsenic. In some cases the arsenic values obtained by dif-

ferent methods for the same sample differ by a factor larger than 1 .000.

That these discrepancies were analytical and not due to errors in

arithmetic or manipulation was verified subsequently with the respective
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Table 5. Some arsenic values for four different water samples as determined by different

laboratories using different analytical methods

Laboratory Method Sample 1 Sample 2 Sample 3 Sample 4

1 3 <1 1 25 21

3 8 195-

9 <20 20 10* 80*

4 13 10

5 11 20 4
6 9B 200*

Synthetic (EPA) 22

* In mg/1.

laboratories. This indicates that arsenic is one of the more troublesome

metals to measure reliably, and that not all the popular means of measur-

ing arsenic are satisfactory.

In table 6, are given some operational parameters for the flameless

atomic absorption method (Method 6A) and analytical precision esti-

mates for this method as obtained by the author for three different con-

centrations for each metal. The estimates were obtained from repetitive

injections (10 to 12) of demineralized water-metal solutions of the respec-

tive metals. Except for Pb, the precisions are worst at the lowest concen-

trations, and in general improve with increasing concentration provided

the upper concentration limit of the linear response range is not exceeded.

As expected, the precision for each metal, even at the lowest concentra-

tion level, as given in table 6, is still better (except for Co at the lowest

concentration) than the relative standard deviations in tables 1 through 4.

The latter deviations were calculated from the individual concentration

values obtained by the different methods of analysis and different labora-

tories. These errors are therefore inter-method errors, and as such they

are reasonable estimates of accuracy rather than mere precision.

Considering the total number (30) of relative standard deviations tabu-

lated (tables 1-4) i.e., for each metal and each sample, 80 percent of this

number have a magnitude smaller than 45, 73 percent of this number have

a magnitude smaller than 33, and 30 percent of this number have a mag-

nitude smaller than 20. The distribution of coefficients of variation is

shown in figure 1 , where the magnitude of all the coefficients of variation

is graphed in increments of 10 percent against the relative number (%) of

coefficients of variation within each such increment. The dashed vertical

lines delimit the range, 20 to 45 percent, which contains the largest

number of coefficients of variation. It would therefore appear that most of
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b40-

30-

20-

10-

5 25 45 65 85 105 125

MAGNITUDE OF COEFFICI ENTS OF VARIATION (7o)

Figure 1 . The magnitude of coefficients of variation of all metals and samples in successive

increments of 10 units (%) v^. the relative number (%) of coefficients of variation within

each such size increment.

the metals analyzed for can be determined with an accuracy of 20 to 45

percent at the concentration levels generally prevailing in unpolluted fresh

water.
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APPENDIX I

DESCRIPTION OF SAMPLES DISTRIBUTED FOR
ANALYSIS

Sample 1

A 20 liter water sample containing trace metals and approximating the

composition in major ions (except nitrate) of natural water was made from

the appropriate metal nitrates, chlorides and sulfates. The water sample

was acidified with nitric acid to pH 3.3. Major ion concentrations

(synthetic) are given in the accompanying table. Distilled, demineralized

water was used. The acidified bulk water sample was stored for 4 months

in the cold room (4 °C) and 1 week at room temperature prior to distribu-

tion for analysis. The synthetic trace metal concentrations are listed in the

table of analytical results for Sample 1.

Concentrations of major ions synthetic in sample 1.

Aluminium 120 )Lcg/l

Calcium 45 mg/1

Potassium 2.0 mg/1

Magnesium 12 mg/1

Silicon 1.2 mg/1

Sodium 30 mg/1

Chloride 18 mg/1

Sulfate 87 mg/1

Nitrate 2806 mg/1

Sample 2

Forty liters of river water were collected from the OLD CROW river

(Yukon) and stored for 4 months in the cold room at 4 °C. The entire sam-

ple was then filtered through 0.45 jjum membranes, acidified with nitric

acid to pH 2.8, and stored for an additional 2 months in the cold room.

The sample was equilibrated at room temperature for 2 weeks prior to dis-

tribution for analysis. Major ion concentrations (analytical) are given

below.
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Concentrations of major ions in sample 2

Silicon

Sodium

Chloride

Sulfate

Calcium

Potassium

Magnesium

5.0 mg/1

0.24 mg/1

1.8 mg/1

2.9 mg/1

1.1 mg/1

5 mg/1

101 mg/1

Sample 3

Sample 2 was divided into two equal portions after filtration and acidifica-

tion. One portion was spiked with trace metals. The spiked bulk river

waters sample constitutes sample 3. This sample was otherwise treated in

exactly the same way as sample 2.

This is a synthetic water sample supplied by the U.S. Environmental Pro-

tection Agency and designated by them as EPA Reference Sample, Trace

Metals number 1. The sample is supplied in sealed glass ampoules as a 20

ml concentrate. This sample was made up according to instructions by

using 5 ml of the concentrate and 1 .5 ml of nitric acid and diluting to 1 liter

with demineralized water. The pH of the final solution was measured as

2.96. This sample does not contain major cations found in natural water,

but contains trace metals only. The "true" concentrations of trace metals

as supplied by EPA, which are the synthetic concentrations are listed in

the table of analytical results for sample 4.

Sample 4
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APPENDIX II

DESCRIPTION OF METHODS

Method 1 : Flame atomic absorption.

Treatment

Sample was acidified with HNO3, preconcentrated twenty-fold by

evaporation to near dryness, made up to volume with demineralized water

and aspirated. r

Method 2: Flameless atomic absorption using graphite rod atomization.

Background absorption corrected with hydrogen continuum radiation

from hydrogen hollow cathode lamp.

Treatment

Direct injection of aqueous sample (5 ^\) without prior treatment or

preconcentration.

Method 3 : Flameless atomic absorption as in method 2.

Treatment

Aqueous samples were acidified with HNO3, photooxidized in quartz

vessels for 4 hours, reduced (AsV — AsIII) with sodium metabisulfite and

complexed with diethylammonium diethyldithiocarbamate (DDDC) and

extracted into CCI4. The organic phase was injected and analyzed.

Method 1 A: Flame atomic absorption.

Treatment

Direct aspiration of aqueous sample without preconcentration or pretreat-

ment.
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Method 4: Flame atomic absorption.

Treatment

Sample was digested w ith HNO.^. complexed w ith ammonium pv rrolidine

dithiocarbamate (APDC) and extracted into meth\l-isobut\ 1 ketone

(MIBK). The organic phase was aspirated into flame.

Method 4A: Flame atomic absorption.

Treatmenr

Same as in method 4A. except no prior acid digestion.

Method 5 : Neutron activation using a thermal neutron reactor flux of 1 x
IQi-n • cm-- • s-^

Treatment

Pre-irradiation concentration b>- complexing with (APDC) ammonium
pyrrolidine dithiocarbamate (at pH 2,8). extraction of complex into

CHCI3 and removal of solvent b>' evaporation. Residue in poKethylene

vials irradiated for 5 hours concurrenth' with 100 of standard

deposited on glass-fiber filter. After cooling overnight, sample residue and

standard dissolved with aqua regia and HCl respectively, transferred to

counting bottle and made up to 15 ml. Activit\- measured and spectrum

anah'zed in the same way as in method 9 A.

Method 6: Flameless atomic absorption using graphite tube atomization

with deuterium arc and nonabsorbing line correction for background ab-

sorption.

Treatment

Direct injection of aqueous sample without prior digestion or preconcen-

tration.

Method 6A; Flameless atomic absorption using graphite tube atomization

without correction for background absorption.
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Treatment

Same as in method 6.

Method 7: Flameless atomic absorption using atomization from a molyb-

denum filament at 2100 °C.

Treatment

Samples of 5 to 60 ^tl were directly evaporated on a molybdenum filament

at 100 °C. The filament temperature was then raised to 700 °C for 15

seconds to remove organic matter before sample atomization. Hydrogen

was the purge gas for all elements except cobalt and nickel. For the latter

5 percent hydrogen in argon was used.

Method 8: Emission spectrography using a graphite electrode im-

pregnated with polystyrene.

Treatment

Samples were concentrated tenfold by evaporation in Teflon beakers. 80

lA aliquots were evaporated in each electrode. Excitation was by DC arc

at 10.5 amps for 108 seconds, and spectra were recorded on SA-1 Kodak
film.

Method 9: Neutron radioactivation using a reactor neutron flux of 1 X
10^3 n • cm-2 . was used to determine arsenic.

Treatment

Samples were irradiated in high purity polythene containers for 15

minutes. After separation of 24Na activity by adsorption on hydrated an-

timony pentoxide the induced ^^As activity was determined using a

Ge(Li) detector and a y-spectrometer.

Method 9A: Neutron activation using a thermal neutron reactor flux of 1

X 10i4n-cm-2-s-i.
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Treatment

300 fA sample aliquots and corresponding aqueous standard solutions ir-

radiated in sealed thin-walled quartz tubes for 100 hours. After 3 days

cooling and removal of --^Na activity by adsorption on hydrated antimony

pentoxide, activity was determined with a Ge(Li) detector and spectra

analyzed with a computer.

Method 9B: Neutron activation using a thermal neutron reactor flux of 1

X 1012 n • cm-2 • s-i.

Treatment

1 ml sample aliquots and corresponding aqueous standard solutions ir-

radiated in polyethylene vials for 10 minutes. Activity determined after 4

minutes to 1 hour cooling, in the same way as in method 9A.

Method 10: Direct colorimetry using 2.4.6-tripyridyl-s-triazine (TPTZ)
as the color forming agent.

Treatment

Samples were digested in 0.015 percent hydrochloric- 0.-02 percent

thioglycolic acid for 5 hours at 70 C to ensure solution of any iron present

in particulate form. The solution was buffered to pH 5. TPTZ added and

the absorbance determined at 590 nm.

Method 1 1 : Flameless atomic absorption using an electrically heated sil-

ica tube for atomization. No correction for background absorbance was

appHed.

Treatment

Arsine was generated from acidified (HCl) aqueous samples by reduction

with zinc. Argon gas was used as a carrier medium to sweep arsine into

the silica tube for atomization.

Method 12: Direct colorimetry using diphenylcarbazide as the color

forming agent.
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Treatment

Samples were reduced with H2S04-Na2S03, evaporated to fumes (15

min), diluted and boiled with KMn04, and excess KMn04 destroyed with

sodium azide. After addition of diphenylcarbazide absorbance read at 540

nm.

- \

Method 13: Colorimetry using silver diethyldithiocarbamate as a com-

plexing agent for arsine.

Treatment

Arsine was generated from acidified aqueous samples by reduction with

zinc in the usual way and passed into pyridine solution containing silver

diethyldithiocarbamate. The absorbance was read at 5 10 nm.
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The study of mercury in natural water supplies requires a Standard

Reference Material (SRM) with a certified concentration at the 1 ng/g level.

NBS SRM's have been prepared with nominal mercury concentrations of 1.5

fxgjg and 1.2 ng/g. Confirmation of these values was obtained by neutron ac-

tivation, atomic absorption, and isotope dilution-spark source mass spec-

trometry (IDSSMS). Nitric acid and trace amounts of gold were added to

achieve a stable mercury concentration. The precautions observed for clean-

ing the glass and Teflon containers, preparation of mercury solutions, and the

packaging of the SRM's are given. As an example of the care needed in the

analysis of mercury at these levels, specific details are presented for the

chemistry required to prepare samples for the spark source mass spectrometer

(SSMS).

Keywords: Atomic absorption spectrometry; isotope dilution analysis:

mercury in water, trace analysis: mercury in water, stabilization

of; neutron activation analysis: spark source mass spec-

trometry.

I. Introduction

Maximum permissable levels for mercury in water have not been rigidly

established, however the levels of interest are in the 0.01 to 1.0 ng/g

range. Although trace mercury analyses have greatly improved in recent

years, most of the levels reported were in the 10 to 1000 ng/g range. Un-

fortunately, it is at the lower concentration levels where significant

analytical problems still exist. Data recently published by the Environ-

267
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mental Protection Agency [ 1 ] indicated that below 1 ng/g, mercury

analyses, as performed by most water laboratories, had large errors.

Accordingly, the National Bureau of Standards has recently completed

work on two mercury-in-water Standard Reference Materials (SRM's)

which should help the scientific community in this very difficult area of

trace mercury-in-water analysis. SRM 1641 is a concentrate, 1.49 /jLg

Hg/ml, designed for use as a "spike" solution for standard addition

methods. SRM 1642, 1.18 ng Hg/ml is intended for use as received as a

benchmark trace standard to be used for analytical methods development.

As with all SRM's issued by NBS, two of the most important criteria in

developing these standards are the homogeneity and stability of the cer-

tified species. While homogeneity is no problem for mercury in water, sta-

bility has been a constant problem for anyone storing solutions containing

trace mercury. Mineral acids have been employed successfully in the /xg/g

range and above, but in the ng/g range significant mercury is lost to the

container wall even when large amounts of acid are added. A study of

various mechanisms to stabilize trace mercury solutions was undertaken

and a successful procedure has been found.

Solutions were prepared containing 1 ng/ml of mercury with carrier free

mercury-203 added to give a count rate of ~ 30,000 counts/min per ml of

solution. One ml aliquots of these solutions were withdrawn at successive

time intervals and counted at a fixed geometry to determine the mercury

concentrations. Solutions stabilized with acid were found to lose about 20

percent of the mercury content per month (fig. 1 ) while EDTA stabilized

solutions lost about 90 percent of the mercury content per month. After

36

1 ,0 ng / m Hg m 05N HNO3

til' i

28-
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Figure 1 . Mercury loss in water.
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16 days, the addition of 1 ^tg/ml of gold tetrachloride solution was found

to restore mercury concentrations to their original level in acid stabilized

solutions.

Subsequent studies with gold at levels of 0.01 and 1.0 ^tg/ml in Teflon,

borosilicate glass, and polyethylene containers demonstrated the effec-

tiveness of the gold and nitric acid combination (table 1 ). For more than

1 year, all solutions have maintained constant mercury concentrations

within error limits of the mercury-203 count rate. Further, actual analyti-

cal results obtained from samples of the prepared SRM's show the same

long-term stability. While a period of stability or shelf life of only 1 year is

claimed for SRM"s 1641 and 1642. their actual shelf life may be much

longer.

Table 1. Stabilization of mercury solutions ^vith gold

Date
Container

Teflon'^ Glass^ Polyethylene^

9 6 73 1.00 1.00 1.00

10 4 73 0.98 1.00 1.00

10 12 73 1.02 1.00 0.99

10 24 73 1.00 1.01 1.01

1 4 74 1.02 1.02 1.00

3 25 '74 0.97 1.00 0.99

^ Solutions contain— 1.0 ng Hg ml; 10 ng Au ^/ml in 0.5A' HNO.3.

II. Preparation of SRM's 1641 and 1642

All acids and distilled water used were high purity materials prepared

at NBS by a sub-boiling distillation procedure [2]. Preliminary cleaning

of the 25-ml glass ampoules and one liter Teflon bottles was accomplished

with dilute (1^1 and 1 ^5 respectively, volume acid and volume water)

reagent grade nitric acid. Following a rinse, the final cleaning was done by

filling the containers with distilled water and storing them for 2 weeks in

a clean room. The glass ampoules were dried in a Class 100 clean air

[3] oven while the Teflon bottles were air dried in the clean room.

SRM 1641 was prepared by weighing the required amounts of disdlled

water and nitric acid into a clean 20-liter carboy. The resulting 0.5 mol/1

nitric acid solution was then spiked with enough gold tetrachloride solu-

tion to give a final concentration of ~ 1 fxglg. After blending the gold with

a magnetic stirrer, an aliquot of a standard mercury soludon was pipetted
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and mixed by stirring for 24 hours. An automatic ampouling machine was

used to fill and seal all of the ampoules for SRM 1641. All tubing and

pump liquid contact parts were constructed of glass or Teflon and were

thoroughly cleaned before use.

For SRM 1642, the mercury solution used for SRM 1641 was carefully

diluted by weight into a clean 2-liter Teflon bottle and stabilized with gold

tetrachloride. Each 1 -liter Teflon bottle was weighed and individually

filled by weight with predetermined amounts of distilled water and nitric

acid. Sufficient gold was added into the nitric acid to produce a final con-

centration of ~ 10 ng/ml. A 10.00-ml aliquot of the dilute mercury solu-

tion was then added to each of the 1 -liter bottles previously filled with 0.5

mol/1 nitric acid.

Where used, pipets were calibrated. Conversion from weight/weight

units used in the preparation of the SRM's to weight/volume units was ac-

complished by determining the density of the solution. All of the preced-

ing operations were performed under a Class 100 clean air environment.

III. Certification Testing

Random samples of SRM's 1641 and 1642 were selected by a statistical

process. Certification analyses were performed by neutron activation,

atomic absorption spectrometry and isotope dilution spark source mass

spectrometry (SSMS). Activation analysis used a modification of the

combustion separation developed for the determination of mercury in

biological materials [4]. Four grams of water containing 10-^ g Hg/ml

was sealed in a precleaned quartz vial and irradiated for 30 minutes at a

thermal neutron flux of ~ 6 x lO^^ n • cm-^ • sec-^.

Following irradiation, the sample was cleaned of possible exterior con-

tamination, frozen in liquid nitrogen, opened, and placed in a quartz com-

busfion tube. Approximately 5 mg of HgO carrier was added, and the

sample was distilled in the combustion tube through a hot silver wool plug

and trapped in a liquid nitrogen cold trap.

The distillate was washed into a 50-ml beaker with 5 ml of nitric acid

and three successive 10-ml rinses with deionized water. The solution was

then neutralized with 5 ml of concentrated NH4OH and the mercury was

precipitated with thioacetamide as the sulfide. The precipitate was then

filtered and the 77 keV photon from the decay of ^^^Hg was counted

directly on a 25 cm^ Ge(Li) gamma detector coupled to a 4096 channel

pulse height analyzer. The results were quantified by comparison to stan-

dards treated in the same manner. Due to the relatively high level of mer-
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cury in SRM 1641, a direct determination of mercury without the com-

bustion process was carried out using a low energy photon system (LEPS)

with the detector connected directly to a 1024 channel multichannel

analyzer.

The atomic absorption instrumentation and reagent preparations have

been previously described by Rains and Menis [5]. The mercury hollow

cathode lamp (HCL) was connected to a dc power supply and the current

adjusted to 10 mA. The absorption cell was wrapped with a heating tape

and with an argon flow through the reduction cell and absorption cell of

0.25 1/min, the surface of the absorption cell was maintained at a tempera-

ture of 200 °C with the aid of a variable autotransformer. After the mercu-

ry HCL had stabilized, the wavelength of the monochromator was peaked

to read 100 percent transmission at the mercury resonance line (253.7

nm).

To prepare a working calibration curve, a mercury solution containing

0. 1 )Ltg Hg was added to the reduction cell and the sample volume diluted

to 25 ml with a solution containing 1.0 mol/1 HNO3 and 2.4 mol/1 H2SO4.

Then 20 ml of reducing solution (5% SnCl2 and 3% NaCl in 1.75 mol/1

H2SO4) was added and immediately the system was closed.

The absorbance signal reached the maximum peak within 20 to 30

seconds and then slowly decreased to zero. The time required for the

signal to return to background under these conditions was about 2

minutes. To speed up the return of signal to baseline, the aeration tube

was removed from the reduction cell after peak absorbance was recorded

and inserted into a clean flask containing dilute HNO3. The analysis was

complete within 1 minute if this technique was used.

Aliquots of the samples were transferred to the reduction cell and the

procedure was followed as previously outlined. Then the concentration of

the unknown solution was determined with a computer using a least

square fit.

The spark source mass spectrometer (SSMS) was used in its electrical

detection mode rather than its photoplate mode. The size of the sample

taken for isotope dilution analysis met several criteria, all of which were

aimed at insuring the degree of precision and accuracy necessary for cer-

tification of an SRM. The first of these criteria requires that the sample

size taken be at least 20 times the measured blank. Another is that the Hg
concentration in the sample electrode loaded into the SSMS must be at

least 10 to 100 times the "detection limit" concentrations. Finally there

must be enough total sample to permit the measurement of a dozen or

more replicate determinations of the altered isotopic ratio of mercury.

These criteria are met with the procedure used when a sample of ~ 0.3 /xg
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or more of mercury is available. For SRM 1642 this required the precon-

centration of a 300-ml aliquot of the sample.

Thus, samples of SRM 1642 were taken by weight (300 to 400 g) and

placed in clean glass beakers. Ten mg of Ag as AgNOs solution was added

to each sample followed by a spike of a known amount of ^oiHg. After

mixing, H2S was passed through the solution to precipitate the sulfides.

After adding 100 mg of pure Ag powder (< 10 /itg/g detectable impurities)

to a membrane filtration apparatus, the sample solution was filtered

through to collect the sulfide precipitate.

The membrane filter with its contents was removed and allowed to air

dry. This, like all previous operations, was carried out under a Class 100

clean air environment. Finally, the mixture of silver powder and the sul-

fide precipitate was transferred to a vial, mixed in a mechanical shaker,

and then pressed into electrodes for the mass spectrometer. To prevent

sample loss, all of the chemical operations were performed just prior to

the analysis of the sample in the SSMS. The combination of the sulfide

precipitate and the pure Ag powder converts the mercury sample into a

nonvolatile form which is stable during sparking in the 10-^ Pa (10-^ torr)

vacuum of the SSMS source chamber. Replicate measurements of the

mass 201 and 202 mercury isotopic ratio were made and used to calculate

the mercury concentrations [2 ] from the standard formula.

Due to the relatively large (~ 4%) contribution of the chemical blank

(primarily from the Ag powder) and its variability, as many blanks as sam-

ple determinations were made for SRM 1642. For SRM 1641 the blank

contribution was insignificant and fewer blanks were determined. In

general, the procedures used for SRM's 1641 and 1642 were identical, ex-

cept for the much smaller sample size required for SRM 1 64 1

.

Tables 2 and 3 present a summary of the analytical results obtained by

these three analytical techniques for SRM's 1641 and 1642. The results

show agreement between the analytical techniques to be within their

respective error Hmits as well as in good agreement with the values ex-

pected from dilution of the mercury solution from which these SRM's

were made. The final certificate values adapted were 1.18 ±0.05 ng/ml

for SRM 1642 and 1.49 ±0.05 /xg/ml for SRM 1641 at 25 °C. Repeated

analyses of these solutions have confirmed long-term (1 year or more) sta-

bility. The excellent agreement between the analytical methods as well as

their good precision have led to two well characterized SRM's for a dif-

ficult element. These SRM's should be of considerable value in helping in-

vestigators improve the accuracy of trace mercury determinations in

water.
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Table 2. Comparison of cenificaiion analyses - Standard Reference Material J 641

Certified value

Theoretical value

Concentration

(ng Hg/ ml)

1.49 ± 0.05*

1.495

Anal\ tical technique

Neutron activation analysis 1.48 = 0.02^

Isotope dilution spark source mass spectrometr\ 1 . 50 ± 0.02^

Atomic absorption 1 . 52 zt 0.02''

^ 95 percent confidence limit.

^ Standard deviation.

Table 3. Comparison of certification analyses - Standard Reference Material 1642

Certified value

Theoretical value

Concentration

(ng Hg/ml)
1.18 ± 0.05*

1.23

Analytical technique

Neutron activation analysis 1.21 ^ 0.06^-

Isotope dilution spark source mass spectrometry 1.18 m 0.02'"

Atomic absorption 1.17 ± 0.03^

* 95 percent confidence limit.

^ Standard deviation.
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Good laboratory accuracy in blood lead analyses can be obtained under

some conditions but evaluation of the consistency of analyses of blood sam-

ples feasibly obtained from workers in industrial lead plants continues to

present significant problems. The need for accuracy in blood lead analyses for

industrial lead h\ giene control is misunderstood because more than 45 years

ago. long before there was any knowledge of blood lead levels, control of clini-

cal lead cases had been achieved, and by 1949. 20 years of successful main-

tenance of such control was reported. The desirability of having an objective

criterion, such as a maximum allowable blood lead level, for protection of the

health of industrial lead workers is evident. However, adequate consistency of

trace element analyses, even in relatively simple inorganic materials, is often

not experienced even under some of the best conditions. Therefore, those who

are concerned with reducing the lead hygiene control process to a routine, that

can be administered in part by paramedical or nonmedical personnel, and

those who are concerned with attempts to establish and enforce maximum al-

lowable blood lead levels urgently need a clear statement that specifies the

limits of the capability of the present technology to demonstrate the accuracy

that would be essential to meet these objectives.

Keywords: .Accuracy: blood lead analyses: clinical chemistr\': industrial

lead hygiene: interlaboratory correlations: lead hygiene control:

occupational exposure standard criteria: occupational health

control: precision: trace element analyses.
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I. Introduction

To determine which interpretations made from blood lead analyses are

scientifically valid, analytical accuracy and precision must be considered

as fundamental parameters. The accuracy and precision need to be evalu-

ated from empirical data that are derived from appropriately designed ex-

periments, and the data need to be applied with care to avoid invalid in-

terpretations.

Illustrations taken from two particularly pertinent reports are used to

demonstrate the importance of these considerations. The demonstrated

capability of other trace element analyses is used to illustrate widespread

problems that are encountered in making scientifically valid applications

of these analyses.

When blood lead analyses in lead hygiene control are used for purposes

other than contributing partial diagnostic information to a physician, it is

particularly important that the scientific justification for interpretations be

carefully evaluated.

Since highly successful control of clinical lead cases among workers in

a lead industry can be achieved without any knowledge of blood lead

levels, it is easy to misinterpret success in a lead hygiene control program

where blood lead data are used by taking the success to imply a higher

level of analytical accuracy than is in fact achieved.

There are indications that a maximum critical allowable blood lead level

exists and can be identified. If there is a critical level that can be

identified, simplified procedures for lead hygiene control are feasible, and

the procedure for defining and enforcing protective standards is sim-

plified. The evaluation of the scientific validity of these concepts depends

on the analytical quality of individual blood lead analyses; it is therefore

important that the limits of capability of the analytical procedures, and

that the implications of these limits be clearly understood.

IT. Discussion

Good laboratory accuracy in blood lead analyses has been reported

[ 1 ,2 ] , but evaluation of the consistency (accuracy and precision) of

analyses of blood samples feasibly obtained from workers in industrial

lead plants continue to present significant problems [3]. A comprehen-

sive report from the U.S. Public Health Service (USPHS) Laboratory

[ 1 ] reports a mean lead recovery of 97. 1 percent and a percent relative

standard deviation (%rsd) of replicate analyses of 4.0 to 9.5 percent. A
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recent paper by Evenson [2] at University Hospitals, Madison, Wiscon-

sin, which discusses the capability of a carefully controlled application of

flameless atomic absorption (AA) spectroscopy, reports lead recoveries

in the range of 96 to 103 percent, and within run percent relative standard

deviation in the range of 7 to 9 percent.

The value of these analyses for practical use in the control of lead ab-

sorption by workers in lead industry is considerably less than the data

might seem to imply [3]. The classical method is not only costly to use,

but hmits replication because it requires blood samples of several mil-

Hliters for each determination. Furthermore, the consistency of replicate

determinations by the USPHS laboratory over a period of 2 months is

considerably less, and the consistency of results between laboratories is

even less. The newer, more sophisticated AA method is less costly to use

and it requires less than 10 /jlI of blood. On a between run basis, its re-

ported precision is somewhat less than that reported for the classical

method, but the small sample volume and the economy of operation make
replicate determinations routinely feasible. Use of this method may, in-

deed, change the picture when there has been time for sufficient inter-

laboratory comparisons and when suitable reference materials become

available. However, the method does have the practical accuracy and

precision limitations which are inherent in micro sampling.

The present active, demonstrated state of the art limits the validity of

results from an individual blood sample if they are to be related to an ex-

ternally specified norm. Not only precision, but the verification of accura-

cy needs to be improved significantly for the method to be scientifically

valid in this type of application.

An industrial lead hygiene control program, reported in 1949 [4] , was

administered so successfully that there were no cases of clinical lead disa-

bility within a group of approximately 100 workers over a period of 1

1

consecutive years. Blood lead analyses were not used at all; the diagnostic

procedure depended on other, generally even less precise, criteria. This

success, achieved without blood lead information, makes it clear that suc-

cess cannot be used as a proof or even as necessarily an indication of ac-

curacy when blood lead analyses are used in such a program. Success in

a lead hygiene control program which uses blood lead analyses as part of

a diagnostic procedure provides no justification for disregard of other

diagnostic factors. Accuracy and precision of blood lead analyses need to

be evaluated independently of a lead hygiene control program in order to

determine when the quality of the analytical results justifies their use to

identify or evaluate a maximum critical blood lead level or to show
whether an individual blood sample has more lead than the critical lead

concentration.
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The desirability of establishing a maximum allowable critical blood lead

level and monitoring blood samples from employees for compliance is

clearly evident [5 ] . Enforcement of hygienic regulations would be greatly

simplified, and implementation of a control program that could be

operated by paramedical or nonmedical personnel would become feasible.

An accurately established value for the critical blood lead concentration

is indispensable for these advantages to be implemented with scientific

validity; it is difficult to verify accuracy without a pertinent certified

reference material.

If a maximum critical blood lead level exists, it would be defined most

logically as the maximum level which a person may have without being in

danger of acquiring symptoms of lead intoxication. The blood lead con-

centration for such a level can be evaluated only by accurate blood lead

analyses of a group of individuals known to be free of unacceptable symp-

toms plus accurate blood lead analyses of a group of individuals known to

have unacceptable symptoms of lead intoxication. The precision of the

analytical method used for the analysis must be sufficient to distinguish

between the two levels with adequate certainty, and the accuracy must be

consistent so that the critical level can be identified with adequate certain-

ty.

Demonstrated, practical analytical capability imposes limitations to

progress toward the goals of adequate precision and accuracy to evaluate

allowable blood lead levels and to monitor individual samples for com-

pliance. Pertinent examples of analytical capability are provided by the

data in the USPHS report and the report by Evenson.

To develop a working description of the demonstrated precision of

blood lead analyses, we can go through the calculations for 95 percent

confidence intervals, although conclusions must be approached with cau-

tion because these parameters will have something less than their full

statistical significance because the available data are too few for their

rigorous application. A quantity, specifically, t x percent relative standard

deviation, is designated the "esdmated percent uncertainty at the 95 per-

cent level" (U95) to distinguish it from a more conventionally determined

95 percent confidence interval.

The USPHS report gives individual replicate results for 10 separate

determinations on each of their samples. Of the six samples used in their

survey, only one is directly pertinent to blood lead analyses for industrial

lead hygiene control; it is the sample designated "S" which is determined

to contain a total lead concentration of 70 ^tg/lOOg {fjLg percent). The only

other one of their samples that contains a lead concentration which does
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not differ from the presumed critical level of 80 ^tg percent [5 ] by a factor

of more than two is totally inorganic and therefore its relevance is in-

definite: overall results are not greatly different, however: percent relative

standard deviation is 4.3 percent for sample S and 3.7 percent for the inor-

ganic lead nitrate sample.

If the data in table 1 of the USPHS repon are assumed to be in

chronological order, calculation of a U95 for the first five determinations

will give an indication of the day to day precision over a 10-day period,

and calculation of a U95 for the last five will indicate the precision over a

period of the next 2 months: these calculations give = 3 and^ 12 percent,

respectively, on the basis of t = 2.78 for five observations. In the more

recent repon. Evenson gives a between run percent relative standard

deviation of = 9 percent for a comparable lead concentration: this is based

on 18 observations for which t is close to 2. and a U95 calculated from

these data would be = 18 percent. Reporting on a new procedure. Even-

son reports no interlaboratory comparisons as were reported in the

USPHS report which discussed demonstrated capability of a 25-year-old

procedure. Ten laboratories were included in the USPHS comparison.

The value of their data has an unfonunate limitation because each deter-

mination reported for the 10 cooperating laboratories is the mean of two

individual determinations. Therefore, the percent relative standard devia-

fion. 11.1 percent is less than it would be for single individual determina-

tions. For the reported means, of which there are 10. t = 2.3 . and a calcu-

lated U95 would be = 26 percent. The scatter of individual determinations

is indeterminate: it would have to be greater than = 26 percent, but could

not be assumed to be as great as l/\ 2 x 26 or = 35 percent.

Accuracy estimates in the two reports are based on recovery of inor-

ganic lead spikes. There are no available certified reference materials

even now. much less for Evenson's investigation, and more so for the

USPHS investigation several years earlier. USPHS reports a mean lead

recover}' of 97.1 percent. Evenson reports a mean lead recovery of 100

percent and with it he reports a range for nine observations of 96 to 103

percent. For nine observations t=2.3. and the calculated U95 is = 6 per-

cent. If the total uncertainty in his individual results is estimated as a root

mean square of the analytical uncertainty (precision) plus the calculated

estimate of uncertainty in the recovery determinations, the value is 20

percent.

To give illustrations that are close to critical operating conditions in in-

dustrial lead hygiene control, the calculated value of U95 can be used with

the often presumed critical maximum blood lead level of 80 fig percent to

see how wide a band of uncertaint\' would be indicated.
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The USPHS replicate analyses over the 2-month period would seem to

represent conditions closest to ordinary operating conditions. The value

ofU95 is 12.4 percent; 12.4 percent of 80 is 10; the interval of 80 ± 10 is

the 20 unit range from 70 to 90. This would suggest that an analytical

result of 80 obtained from an analysis at the USPHS laboratory indicates

a blood lead concentration in the range of 70 to 90 /itg percent.

If the critical maximum blood lead level of 80 /xg percent were to be en-

forced by such analyses, a worker may be removed from his work with a

concentration of a little more than 70 jjug percent. Presumably, analysis of

a sample with a concentration of 89 fjLg percent could yield a result as low

as 79, and that worker could be left on the job. Analogous data from

Evenson would represent a range of 65 to 95 fxg percent instead of 70 to

90 fjig percent.

Conclusions from the interlaboratory data in the USPHS report have

to be more imprecise because the only results given represent the means

of two determinations. These data would be expected to represent condi-

tions that approximate our working conditions even more closely because

analyses for enforcement would come from several sources rather than

one highly experienced laboratory.

We may consider two ranges calculated from these means: the range

calculated from the U95 of the mean values, which is too small, and the

range calculated from these values multiplied by 1/V2, which is too large.

The ranges are 59 to 101 , and 52 to 108. To take some intermediate value,

we might consider the range of 55 to 105 as being a somewhat likely

range.

The conclusion would be that a worker with a real blood lead level al-

most as low as 55 may have to be moved while one with a blood lead level

almost as high as 105 may be left on the job. Statistically, this may not

seem highly objectionable, but if our attention is focussed on the in-

dividuals who might be involved it is more difficult to remain uncon-

cerned.

It may be also pertinent to note that the USPHS laboratory precision

was less over a period of 2 months than over a period of 10 days. We can

only wonder what the calculated ranges of uncertainty might be if we had

similar 2-month data for the individual participating laboratories.

Furthermore, in these illustrations we have not considered the question

of accuracy. Recoveries of lead spikes in the order of 97 to 100 percent

and a range of 96 to 103 percent suggest "good" performance; however,

it would seem that more information is needed if critical decisions con-

cerning the job assignments and tenure of individuals are to be made from

individual analyses by procedures that do not have the benefit of evalua-
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tion and analytical quality control by analyses of certified reference

materials.

Other published reports give some information on trace element

analyses of materials other than blood. Flanagan reports numerous

replicate analyses of standard geological rock samples [6 ] . A group at the

National Environmental Research Center reports a comparison of

selected analytical techniques for trace element analyses of coal, fly ash,

fuel oil, and gasoline [7]. Schnetzler tabulated analyses made by several

prominent laboratories for eight trace elements in moon rock samples

[8]. Patterson reported problems encountered with the accuracy of anal-

ysis of seawater samples for trace quantities of lead [9]. In all these

cases, as in the case of blood lead analyses, accuracy and precision are

limited, even in materials of a simple inorganic composition. Some of the

most outstanding laboratories in the country were involved in the

analyses of the moon rock samples.

Finally, attention is directed to the report of an American Industrial

Hygiene Association interlaboratory evaluation project [10] in which 61

laboratories participated in the analysis of seven blood samples. For the

sample with a target concentration of 85 fjug percent, the percent relative

standard deviation is ± 36 percent.

III. Conclusions

The evaluation of the accuracy of blood lead analyses is highly uncer-

tain in the absence of pertinent certified reference materials. Estimates of

precision realized in practice under critical working conditions are also

highly uncertain. However, the inferences that can be drawn from

published data suggest strongly that a great deal more has to be learned

and accomplished before individual blood lead analyses can be used in a

scientifically valid manner for routine industrial lead hygiene control.

Also the question seems pertinent: If a maximum allowable blood lead

level exists, do the data indicate that it has been or can be evaluated with

sufficient accuracy to make it a scientifically justified basis for enforce-

ment of industrial lead hygiene control?
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The landmass of Canada, with half of its 4 million square miles underlain by

the Precambrian Canadian Shield, encompasses most of the main geological

regions of North America, and presents the geoscientist with a wide diversity

of geological terrains of varying degrees of complexity, economic interest and

inaccessibility.

Among the chief concerns of the Geological Survey of Canada is that of

providing a comprehensive inventory and understanding of the geological

framework through its extensive field and laboratory studies, with emphasis

upon those regions having high potential for the occurrence of additional

economic mineral deposits.

Many factors influence the nature of a sampling program, which may vary

from the taking of single "grab"" specimens to the collection of large numbers

of samples on the basis of a sampling pattern laid out according to a statisti-

cally devised plan, but the primary consideration is always to obtain a sample

that will yield the best answer to the question being asked. Rocks, minerals,

stream and lake sediments, soils, glacial deposits, water samples from lakes,

streams springs, muskeg and other sources, all of these have their use as a

source of compositional, petrographic. isotopic, mineralogical. textural and

other information.

Because of the often unique nature of a sample, the difficulty of obtaining

additional samples, the succeeding extensive and frequently costly work to be

done on the prepared material, and the conclusions that will be derived from

the resulting data, it is of paramount importance that the sample be correctly

prepared. Again, various factors must be considered in the choice of method

to be used, but the overriding concern must be to ensure that the sample

prepared for study is truly representative of the sample submitted.

Keywords: Contamination; geological sample; rocks and minerals; sample

preparation; sampling; trace analysis; water sampling.
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I. The Area to be Sampled

Within the limits of the continental slope surrounding Canada there are

about 5,526,000 square miles, making up 2.9 percent of the surface of the

globe [1 ]. Included in this total are 3,560,000 square miles of mainland

and islands, and 292,000 square miles of freshwater lakes, constituting a

sampling area of mind-boggling proportions in anyone's language. The
main geological regions of Canada, which comprise most of the main

geological regions of North America [2] are outlined in simplified form

in figure 1. The central part contains the Precambrian Canadian Shield,

the outcropping portion of the North American craton which here has an

area of 2,146,000 square miles, or more than half of Canada's landmass.

While it is usually depicted on geological maps as a single spotted pink

unit, it is complex and composed of several structural provinces. Border-

ing the Shield are three large elongate belts, or orogens, named the Ap-

palachian, Innuitian and the Cordilleran, consisting of both Precambrian

and Phanerozoic rocks. Between them and the Shield are four platform

areas (St. Lawrence, Hudson, Interior and Arctic) of unexposed Precam-

brian basement covered by Phanerozoic sedimentary rocks. Simplifying

still further, the Canadian landmass is composed of an old and massive

core surrounded by a crescent of borderland younger, mainly strati-

graphic rocks.

The terrain is as varied physiographically as it is geologically. The
Shield is relatively smooth, a glaciated surface with many lakes, ponds

and swamps, which is interrupted by rounded hills of generally low relief

However, very rugged topography is found in the Innuitian region, with

local relief of as much as 4,000 ft. In the Appalachian region areas of con-

siderable relief are found and, of course, in the Cordilleran region with its

three great mountain belts, elevations rise to more than 10,000 ft.

Between these extremes there are the plain-like and moderately elevated

regions of the platforms or lowlands; the Interior Plains region varies in

nature from semi-arid grassland in the south, through tree-covered in the

central part, to tundra in the north.

II. The Reasons for Sampling

The purpose of the foregoing, and necessarily brief, discourse on the

geology and physiography of Canada is to give you a picture of what our

geologists must sample if the Survey is to fulfill its role of providing a

comprehensive inventory and understanding of the geological framework
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Appalachian Region Innultian Region
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Figure 1. Main geological regions of Canada.

of Canada. When our founder and first director, Sir William E. Logan,

was appointed in 1842, he was instructed to make a geological survey of

Canada and to organize ".
. .a plan of investigation as may promise to lead

to the most speedy and economic development of the mineral resources

of the country." The evergrowing demands for energy and natural

resources have heightened the need for a more precise knowledge of the

geology of Canada and for a greater comprehension of geological

processes. These data are required for long range planning, and as a basis

for enlightened decisions by government and industry. Thus, some 133

years later, we are still hard at it. The packhorse has, for the most part,

been replaced by the helicopter and other modern forms of transportation

and the basic reconnaissance of Canada's geology, partly at a scale of 8

miles to the inch and partly at 4 miles to the inch, will be completed by
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field work scheduled for 1976. More than 60 percent of this reconnais-

sance was done in the past 20 years. This past summer the Survey placed

195 parties in the field, as shown in figure 2, to carry out investigations in

geology, resource geophysics, geochemistry, geomorphology and physical

geology, involving systematic mapping and comprehensive topical stu-

dies. In support of these parties the Survey maintains extensive suites of

laboratories to provide services and carry out studies in paleontology,

geochemistry, metallogeny, mineralogy, petrology, geochronology,

geophysics and sedimentology, to mention only a few. The first and fun-

damental step in the sequence of events which culminate in the produc-

tion of scientific data by these laboratories is the collection of an ap-

propriate sample or samples in the field, followed by the preparation of

the material into a form suitable for subsequent laboratory study.

III. Sampling for a Purpose

Griffiths [3] has defined sampling as an integral part of the general

process of problem solving and, in his review of the problems of sampling

in geoscience he points out that, because the populations are often very

large and the samples are quite small in terms of number of components,

the problem of selection becomes critical. While not usually stated in such

an elegant manner, this concern for proper sampling is a familiar theme in

geological literature, and one given particular emphasis by those to whom
the samples are submitted for subsequent study! It is trite to say that an

analysis is no better than the sample that it represents, but it is a fact of life

that is too often either not fully appreciated, or completely ignored. Much
time and labor is expended on samples which are not worthy of the effort;

an attempt is then made to justify this unnecessary work by drawing con-

clusions from the data that, unfortunately, may be misleading or incorrect

because of the nature of the sample.

Over the past 20 years, however, there has been a major change in the

approach to sampling geological materials, brought about on the one hand

by modern field methods which enable the geologist to cover very large

areas and to take and transport large numbers of samples, and on the other

hand by the development of new methods of geochemical analysis suita-

ble for the processing of large batches of samples. The vastly increased

emphasis upon the application of statistical theory to the solution of

geological problems has also contributed to a geometric growth in the

number of samples submitted for analysis. The day of the "classical" rock

analysis, a work of art as much as one of science, appears to have passed,
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and the "classical" rock analyst with it, unless he happens to be kept

around to provide those standard samples so necessary for the calibration

and validation of the new methods! As an aside, I might point out that the

"classical" methods of rock analysis enjoyed a renaissance during the ini-

tial studies of lunar material returned by the Apollo manned lunar mis-

sions. One of their objectives was to sample the moon, and England [4]

has aptly described this as the granddaddy of all sampling problems un-

dertaken to date.

When one thinks of geological sampling, it is the rocks that come first to

mind. The samples taken may vary from the single hand-specimen

weighing 1 or 2 lb, and often a "grab" sample because of limitations of

time or of outcrop exposure, to bags of small chips taken from all of the

representative rock types in an area. The size of sample will be governed

by a number of factors, among which are grain size, degree of homogenei-

ty, purpose {e.g., age dating, petrography, mineral reconnaissance, chemi-

cal composition), accessibility and ease of transport, to mention but a few.

But whatever its size, the extent to which it represents its host material

must be understood, in order that the proper limitations can be placed

upon the conclusions to be drawn from the resulting data. It is obvious

that the geologist can more easily select a sample, or suite of samples,

from an outcrop if he is making a detailed petrological study of a batholith,

than if he is interested in discovering areas of greater mineral potential in

a region of general economic interest. As an example of an approach

governed by this latter consideration, let me mention briefly a regional

geochemical study being carried out by Dr. R. G. Garrett of our Resource

Geophysics and Geochemistry Division [5,6]. This is "rock geochemis-

try," an approach that has had limited success as a tool for broad mineral

reconnaissance in the past because of, in part, an inadequate understand-

ing of the problems of acquiring truly representative samples. Dr. Gar-

rett's work is being done in the northern Canadian Cordillera of east and

central Yukon, in an area of about 20,000 square miles, and involves the

sampling of about 70 small granitoid plutons having a wide range of com-

positions, but chiefly granodiorites or quartz-monzonites. The fold belt in

which these granitoids were intruded is host to a number of mineral

deposits, among them lead-zinc, silver-lead-zinc and tungsten, the latter

having a direct relationship to the intrusives. In addition to a reconnais-

sance of mineral potential, a second objective is to investigate the

geochemical relationships of the plutonic rocks to the mineral occur-

rences associated with them. The samples which were collected each

weighed between 2 and 3 lb, made up offresh chips collected over a small

area. Ideally, a minimum of 15 sites per pluton were sampled in duplicate,

the second of each pair being collected at a distance of some 20 ft from the
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first; this number of sites was expected to yield sufficient data to provide

meaningful statistics computed for each pluton. In fact, however, the

number of sample sites per pluton varied considerably, from many more

for large intrusions (usually one site per 1 to 2 square miles) to six or less

for small rugged intrusions where sampling is difficult and time is short.

The duplicate sampling at each site is to allow the use of analysis of vari-

ance to determine if a pluton is internally zoned, and to aid in assessing

the overall significance of observed patterns in the data. Of the 12 ele-

ments determined in these samples. Si, Al, Mg, Fe, Ca, Na, K, Ti, Mn,
Zn, Cu and Pb, 8 of them showed sampling and local geological variability

to be more than double the analytical variability, thus underlining the im-

portance of good sampling practice in carrying out effective surveys.

Another approach to the use of rock geochemistry as a reconnaissance

tool is the one used to estimate the average abundance of elements form-

ing the surface crystalline rocks of the Canadian Shield [7]. Thousands

of samples of these rocks have been collected by Geological Survey of

Canada field parties over the past few years and they provide a useful

source of identifiable raw material. The investigation involved the study

of 27 unit-areas; a sample for analysis was prepared by grouping together

the hand specimens of each rock type, as determined for geological

mapping, within each unit-area, and approximately 20 g from each hand

specimen were combined to form a composite sample for each rock type.

About 170 composite rock samples were obtained, including some

prepared in duplicate. Special composite samples were prepared from

these for three major regions, by mixing portions of the composite pow-

dered rock samples in proportion to the areal extent of these rock units, as

measured on the geological maps. Quantitative evaluation of the extent to

which the rock types of the various map areas are actually represented in

these composite samples is impossible without a special sampling pro-

gram but, considering the large percentage of any area that is inaccessible

to sampling procedures because of water and drift cover, it is believed that

the sampling program was adequate for this regional type of chemical stu-

dy.

Rocks are not, however, the only medium for geological sampling. I

mentioned at the beginning that Canada has 292,000 square miles of

freshwater lakes, a greater lake area than any other country. These,

together with streams, ponds, springs, marshes, muskegs, and other

watery accumulations, provide a third dimension to mineral prospecting

through the application of limnogeochemical and hydrogeochemical

methods. In spite of limitations imposed by high grade metamorphism,

low topographic relief, glaciation effects such as disrupted drainage

systems, and permafrost, there are areas of the Canadian Shield where
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groundwaters circulate deeply, springs are relatively abundant and near-

surface mineral deposits are being oxidized, even in zones underlain by

permafrost [8]. These waters thus may penetrate great volumes of rock

and carry clues suggestive of hidden mineral deposits to the surface, or

into underground workings and drill holes as groundwater seeps, and

either the water itself, or natural chemical precipitates which tend to

scavenge traces of metallic and other elements, can be easily sampled.

Particular care is needed to avoid contamination, and to ensure that a

truly representative sample is obtained, and many factors must be con-

sidered in establishing a sampling program. Water samples should be col-

lected in carefully cleaned plastic bottles which should first be rinsed

several times with the water to be sampled; precipitates are collected in

plastic bottles or bags. It must be decided upon at the beginning if the

water samples are to be acidified or filtered, if the precipitates are to be

dried, and if other information such as pH, Eh, and temperature is to be

collected at the same time, for it is not possible to sample the same water

again. Water in its solid form as snow has also been found to provide clues

to buried mineralization through the accumulation of such elements as

Hg, Cu, Zn, Cd, Mn, Ni and Pb, but its use is limited to detailed

prospecting in known mineralized areas [9 ]

.

The potential of hydrogeochemical methods as a sampling medium for

the Canadian Shield has tended to be overshadowed by the relatively

greater popularity of sediments, both stream and lake, as a more effective

means of geochemical prospecting. Stream sediments have been widely

used in regional geochemical surveys in Canada, and in many other areas

of the world, and it has been shown that the sampling of material which is

related to the drainage system will reflect the overall trace element con-

tent of the rocks and associated surface deposits in the drainage basin.

Classical stream systems are rarely found in the Canadian Shield, how-

ever, and recourse must be had to impeded and disorganized stream

systems containing many lakes whose clay-silt sediment provides a com-

posite sample of the drainage system. Its use as a medium for regional

geochemical exploration has been reviewed by R. J. Allan [10]. In the

southern Canadian Shield, the lake sediment is more usually a grey-green,

water-saturated, finely-divided organic-rich ooze, or "gytjja" which also

has application as a sampling medium for exploration geochemistry [11].

It is concluded that trace metals are transported, by stream flow and sur-

face run-off, both chemically and physically, in the latter case as elements

held on the surface of the particles through the processes of absorption,

adsorption, chemisorption and cation exchange. The suspended or physi-

cal load is dropped to the lake bottom, and the transported chemical spe-

cies are sorbed by uncontaminated sediments.
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Our Geochemistry Section undertook a major test of methods of

geochemical exploration and mapping by the use of lake sediments in

1972, and again in 1973, over 36,000 square miles of the Bear and Slave

Structural Provinces in the northern Canadian Shield. Among the objec-

tives of the program were those to 1) outline areas of 20 square miles or

greater, containing anomalous contents of one or more trace elements,

and 2) to differentiate large areas of similar rock type as to relative

economic potential based on the relative abundance of trace and major

elements. Because lake sediments are representative of the average com-

position of the surrounding bedrock it is feasible to collect samples at

wide intervals and in this study [12] a sample density of approximately

one per 10 square miles was selected. Transportation for two-man sam-

pling teams was by means of three helicopters and the average flying time

per site was 10 min: an area of approximately 1 ,500 square miles could be

sampled in 1 day. From seven areas within this region 176 samples of in-

organic lake sediment were collected and lake water samples and samples

of the various rock types of the areas, the latter in order to be able to re-

late the chemistry of the lake sediments to the surrounding bedrock, were

also taken. The sediment sampling was done by means of a light 6-ft-long

post-hole auger which was manipulated from the helicopter float by one

sampler when the helicopter had landed in the selected sampling spot on

the lake; the layer found at 1 to 2 cm below the water-sediment interface

was discarded. The second sampler took two water samples at the same

time. Normally, samples were taken near shore, near islands or above

reefs, at water depths of 3 to 8 ft. The sediments were air-dried and sieved

to — 250 mesh, which is the approximate boundary between the sand

fraction and the silt fraction, and has a relatively high surface area which

provides a fairly uniform absorbing medium. Determinations of some 2

1

trace elements, including Zn, Cu, Pb, Hg, Ni, Co, and Ag, were made in

addition to major elements, and the sediments were shown to be relatively

homogeneous within each area, when the — 250 mesh fraction was used.

While the sample interval was adequate, the question of the optimum in-

terval for lake sediment sampling within the Canadian Shield was not

resolved. In a follow-up study in 1973, Cameron and Durham [13]

resampled two areas which had been shown to contain prominent heavy

metal anomalies, the objective being to determine whether or not these

anomalies were indeed related to previously unknown mineralization.

Lake sediment, rock and, additionally, soil samples were taken. The 1972

anomalies were confirmed and no new major anomalies were detected.

Evidence was found of significant sulphide mineral accumulations.
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IV. Sample Preparations

The foregoing has, hopefully, conveyed some sense of the requirements

and importance of proper sampling in the field. The cost, or just plain im-

possibility, of repeating a sampling program because of an unsatisfactory

initial attempt, is also another reason for getting it right the first time.

Although only casual reference has been made to the application of

statistical theory to sampling, this is not to minimize its importance but

rather because this subject has been covered in abundant detail by those

far more qualified than the writer. Ne sutor supra crepidam!^ Ac-

cordingly, sample preparation will be discussed in the same fashion.

Crushing, splitting, grinding, sieving and mixing, preceded if necessary

by drying, are the usual steps in the preparation of the sample for use in

the chemical and mineralogical laboratories. Thin sections, polished thin

sections, oriented cubes and slices, are also used for petrographic studies.

Mineral concentrates are prepared for geochronological and mineralogical

work. All of this is done with a variety of types of equipment ranging from

the very small to the very large, the choice of which is highly subjective.

I propose to describe briefly how we prepare samples at the Geological

Survey of Canada.

Of the large quantity of samples processed by our sample preparation

unit, by far the largest number are aluminosilicates destined for sub-

sequent chemical (including x-ray fluorescence spectroscopy) and/or

emission spectrographic analysis. These samples vary in size from 50 g to

20 lb or more, and are first reduced to less than pea-size by means of a

ceramic bucking board and muller for the small samples, or in a steel jaw

crusher for the large ones. Because of the very nature of rocks and

minerals, contamination of the sample during this stage is an everpresent

and unavoidable danger, and one must accept that the process is going to

change the composition of the sample to some degree, either by introduc-

ing extraneous material such as metallic smears or fragments, by the

preferential loss of material through dusting, or by oxidation of con-

stituents. It would be ideal if one could do the crushing between two

blocks of the same material, but failing this one tries to minimize the una-

voidable, or accepts the least harmful contamination. The jaws of the

crusher should be of hardened steel, or faced with tungsten carbide if the

budget will allow it, and should be replaced when signs of wear are visible.

After reducing the whole sample to less than pea-size, it is thoroughly

mixed by rolling it on an appropriately sized paper or rubber mat and then

a representative portion of 20 to 40 g (or less for smaller samples) is ob-

'An old Roman proverb which can be roughly translated as "Cobbler, stick to thy last!'
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tained by the process of coning and quartering. A riffle, or Jones splitter,

is also a good way to obtain the final split of the sample, and is available in

sizes from those able to handle several pounds of crushed material to

microsplitters which are vibrated magnetically. There are other mechani-

cal devices suitable for this purpose as well, such as a rotary splitter, but

there is much to be said for having the splitting done manually by an ex-

perienced preparator.

The chief source of contamination occurs in the grinding stage. Again

there are several very useful devices for achieving a final powder having

a particle size of about — 150 mesh, such as mortars, ball mills, cyHndri-

cal or cone grinders, hammermills, rotary beaters, and the swing-mill

(Schwingmiihle) or shatterbox, to name those most familiar to rock

analysts. If the ground product is to be used for making mineral separa-

tions for mineralogical study, or for age determinations, then steel grind-

ing surfaces may be used, but it is preferable to use ceramic plates or mills

wherever possible. Silicon and aluminum are then the only elements in-

troduced into the sample in significant amounts, and for aluminosilicates

this is rarely an important consideration. We make extensive use of the

"paint-shaker" which consists of six ceramic (mullite) mills clamped in a

wooden frame and placed in the jaws of a paint-shaking machine; the

grinding is done by mullite balls, and about 45 min is required to reduce a

20-g split to — 150 mesh. The powder is then transferred to a plastic vial

without further mixing. Further grinding of subsamples may be done in

the laboratory, for analysis by x-ray fluorescence or optical emission

spectroscopy; before the contents of the vial are used, however, it is im-

perative that they be mixed again in order to eliminate any mineral

segregation that has occurred in the meantime. Because stored samples

are subjected to vibrations, it is possible to obtain some rather remarka-

ble, visible banding in samples containing minerals of strongly contrasting

densities. We have not experienced any problems as a result of lengthy

storage of powdered geological samples, but we were concerned that the

Hg content might change over a period of time, because of the high

volatility of this element. It was found, however, that samples of a grani-

toid pluton collected in 1969, and stored in plastic vials with snap-on caps,

were indistinguishable in Hg content from those collected from the same

pluton in 1970 [14].

Wet material must, of course, first be dried before it can be processed

through some or all of the foregoing stages. Some samples, such as clays,

have a high water content which may be considerably altered by the grind-

ing stage (it may be necessary to first dry the material in order to be able

to grind it) and the final powder from such samples should be spread out

on glazed paper and allowed to come into equilibrium with its sur-
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roundings before being bottled. Soils usually require drying, and then

must be passed through a coarse screen to remove organic fragments be-

fore being crushed.

Mineral samples, unless mono-mineralic by nature, require a concentra-

tion stage which usually consists of one or both of two methods, one

utilizing the magnetic susceptibility of the mineral, the other its specific

gravity.

For magnetic separations the Frantz isodynamic separator is perhaps

the best known device. The powdered sample moves down a vibrating

chute parallel to the pole pieces of an electromagnet which separates the

more magnetic and less magnetic particles into two streams which fall into

separate collector vessels at the foot of the chute. Desired separations

within these two major groups can be achieved by varying the current

strength and/or the inclination of the chute. A preliminary coarse separa-

tion, which reduces the amount of material which must be fed to the

Frantz, is done with the Carpco direct-roll magnetic separator.

Heavy minerals are concentrated from bulk samples by treatment on a

Wilfley table. The powdered sample is carried by a stream of water to an

inclined table bearing a number of riffles; the heavier minerals are caught

in the riffles, the lighter ones float over them. The superpanner is used for

separating minerals whose densities differ only slightly; a thin film of

water flows down a long sloping surface and powdered samples are

separated into constituent minerals on the basis of different rates of flow

for the top and bottom of the water layer.

The differing densities of minerals is the basis also of separations in-

volving heavy liquids. These are organic liquids of known specific gravity,

such as bromoform or methylene iodide, and when a mineral concentrate

is suspended in one of these some minerals will sink while others remain

suspended, thus effecting a separation. Care must be taken to ensure that

all trace of the heavy liquid is expelled from the mineral concentrate be-

fore subsequent laboratory work is done.
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As many so-called essential elements are present in biological fluids and tis-

sues in the subnanogram gram range, contamination-free sampling and storage

prior to the actual analysis is primordial. This is particularly the case when an

essentially blank-free method like activation analysis is applied.

The used surgical equipment and storage vessels must be checked for their

content of elements to be determined and adequate cleaning procedures must

be adopted. As the tendency of liquid (or wet) samples to pick up contaminants

from the vessel walls is much greater than that of dry samples, a drying (lyo-

philization) step should be enforced as early as possible after collection. (This

will also prevent to a great extent the loss of traces to the vessel.) All samples

should also be protected from dust as in an urban, industrial or laboratory en-

vironment airborne particles are important pollutants. All sample treatment

and storage m.ust be done in a dust-free room,

A typical example (the collection of human blood) will be discussed in exten-

so. together with the design of a dust-free room of simple conception and

reasonable cost.

The adequacy and success of these procedures with continuous discipline is

illustrated by the very low concentrations in serum obtained for Cr. Mn. and

Co. respectively 0.15. 0.5 and 0.1 ng. ml. Furthermore as these elements are

essential and the samples practically uncontaminated. the results present a

Gaussian frequency distribution with a small standard deviation.

Ke\'v,ords; Biological materials: chromium; cobalt: contamination: man-

ganese: sampling; serum.
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I. Introduction

As biomedical scientists become more and more interested in the role

of the trace elements in biological fluids and tissues, methods and

techniques of analysis are being developed, improved, and pushed to the

extremes of sensitivity. The results obtained by any method, atomic ab-

sorption spectroscopy and (neutron) activation analysis the most likely,

however, are only valid when they are obtained on ''real" samples. The
fact of nonobservance of this condition is proved by the continuously

decreasing concentrations, by orders of magnitude of e.g., manganese,

cobalt and chromium for normal persons in blood serum. It is clear that,

in general, not the method nor the analysts but essentially the sampling

bears the burden in this situation.

It is the purpose of this paper to follow the history of a sample from the

moment prior to it being taken, up to the start of the actual analysis. Dan-

gers encountered, solutions proposed and unsolved problems will be

discussed.

As the danger of contamination is naturally related to the concentration

to be determined, it can safely be assumed that in every really clean

(analytical) laboratory samples can be treated for the determinations in

the /Ltg/g range, e.g., Fe, Cu, Zn, Se in blood serum. This opinion can also

be formed from the near uniformity, or in any case good agreement,

between the results from different origins and over a long period of time

in that situation. When concentrations go down to the nanogram or sub-

nanogram/gram range (ng/g), the whole prospect changes and all normal

cleanliness or precaution practices in a hospital ward or a chemical

laboratory are completely insufficient. This again can be concluded from

the spread of values for Mn, Co and Cr in serum found in the literature. It

is this last situation that will be the principal consideration from here on.

A. The "Normal" and ''Not Normal" Person

It is obvious that the selection and classification of persons to take part

in a study on trace element concentrations in biological materials can only

be done by physicians, and is in no way the attribution of the analyst.

However, some remarks can be proposed.

The selection is never rigorous enough and some outliers amongst well-

defined results could probably be explained as a hidden illness or body

malfunction instead as a result of statistical probability. When diurnal

variations in the concentration patterns are claimed or established, stan-
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dardizing the moment at which the sample is taken, e.g., preprandial, post-

prandial, etc., will improve the ultimate result. When studying hospital-

ized persons, care should be exercised not to confuse the influence of food

or medication. The borderline case of raised Cu-serum concentration in

women taking oral contraceptives is a very eloquent example. A strange

source of internal contamination can be a surgical intervention whereafter

metallosis occurs, as was found in raised Co and Cr levels in blood, urine,

and hair from patients with metallic hip replacements [ 1 ] . When applying

neutron activation analysis, the possibility of the presence of

radionuclides, such as ^^Se, used for diagnostic radioisotope scanning pur-

poses must always be kept in mind.

B. The Surgical Material

Except when sampling sweat, saliva, or urine, surgical instruments are

always needed, such as needles for venepuncture and liver biopsies;

blades for sampling skin or (autopsy) tissues as liver, kidney, aorta; scis-

sors for hair or nail clippings; tweezers for placing the samples. Most of

these instruments are made from stainless or special steels, and may con-

tain from 8 to 20 percent chromium, 8 to 12 percent nickel, less than 1

percent cobalt, manganese, etc. As these elements are present in some
biological materials in the ng/g range or below, it is obvious that the enor-

mous concentration gradients which exist will present extremely great

risks of contamination when, e.g., blood is flowing through a needle.

Therefore, knowledge of the composition of the surgical material, down
to the minor and trace constituents, will help in avoiding these hazards.

To what extent these contaminations do occur is not easily established,

but a method used by Versieck [2,3] may give reliable information on

contamination introduced when sampling blood or liver. In vitro

experiments simulating medical practice were performed with neutron ac-

tivated instruments and the contamination introduced measured by its ac-

companying radioactivity. Some of these findings are quantitatively ex-

pressed as "apparent concentrations" in table 1 and table 2.

Being conscious of the fact that most of the ''normal" values listed are

at best upper limits, it is obvious from such experiments and results that

the studied material is useless for the analysis of chromium, nickel or

cobalt in serum or liver. However, in applying this examination procedure

to other materials, it was possible to substitute the disposable needles in

table 1 by a plastic catheter, thus reducing, for example, the manganese

contamination by a factor of 10. It was also feasible to lessen the discom-

fort for the blood donor by reducing a 3 x 20 ml flushing of the needle be-
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Table 1. Contamination introduced in blood samples {serum) using disposable needles

Manganese
ng/ml

"Normal": 0.57

20 ml fraction: 1 0.2

2 .08

3 .02

4 .02

Chromium
ng/ml

"Normal": 0.7-0.2

20 ml fraction

:

1 85

2 12

3 10

4 15

Nickel

ng/ml
"Normal": 40-3

20 ml fraction: 71

2 10

3 8

4 12

Cobalt

ng/ml
"Normal": 0.2

20 ml fraction: 1 0.9

2 .2

3 .1

4 .2

fore accepting a valid sample to one single 20 ml rinse, with better quality

samples.

The use of adequate laser beams on hard or soft tissues could be a solu-

tion in the near future [4]. Their possibilities should be further in-

vestigated: no addition of material will be made but charring of the tissues

could change the weight ratios studied.

For venepuncture another mechanical solution is possible: needles

made from Pt-Ir alloy of highest purity would be convenient for most

analysis methods, except neutron activation analysis, where the merest

trace of Ir would be a great annoyance in y-spectroscopy, because of the

very high sensitivity for this metal together with the long-lived and highly

complex y-decay scheme. This inconvenience could be circumvented by

making needles from a Pt-Rh alloy. One advantage of neutron activation

analysis on samples taken by regular surgical instruments is the detection

of contamination through the presence of ^^^Xa and ^^Sc (from Ti) on the
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Table 1. Contamination introduced in liver samples^

Manganese, ng/g

A B
"Normal": 1500

1st series of biopsies 600-100 3-1

2nd series of biopsies 40-10

Chromium, ng/g

A B
"Normal": 10

1st series of biopsies 9000 15

2nd series of biopsies 2000-500

Nickel, ng/g

A B
"Normal": <60

1st series of biopsies 12000-6000 60-10

2nd series of biopsies 5000-1000

Cobalt, ng/g

A B
"Normal": 20

1st series of biopsies 230 1

2nd series of biopsies 50

Notes : A = Menghini biopsy needles.

B = Surgical blades.

sample: these elements not common in biological materials, are usual at

low levels in special steels.

C. The Treatment of Samples Before Storage

When the various samples have been obtained in the proper way, dan-

gers now arise in the period of storage prior to the analysis.

It is necessary here to divide the samples in liquid and solid materials.

Liquid samples can have altered trace element concentrations through at

least two mechanisms:

1) the liquid can leach out traces of material from the walls of the con-

tainers. Knowledge about the composition and selection of the right

material will drastically reduce this hazard.

2) the second source of error is of the trace element adsorption onto the

walls of the containers, lowering the trace element content. Here again

selection of materials will help effectively.

Probably the best material (and the most expensive) for storage vessels

is quartz of the highest purity available. Again, however, candor on behalf
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of the sampler may lead to gross errors. Razeghi [5 ] found in a very high

quality material up to 460 fxglg Mn and 95 and 15 ng/g for Co and Au:

levels of impurities not compatible with the "normal" concentrations in

tables 1 and 2. Even better material is available, as another commercial

brand gives results like 20 ng/g Mn and 3 and 0.01 ng/g for Co and Au,

whereas Cr still remained at a 1 50 ng/g level [6 ] . Pure polyethylene, with

regard to impurities (combined with its low cost), is in most cases a very

suitable storage material. It usually contains Mn, Cu, Sb, W, Au, Cr, Cd,

etc. A contamination of approximately 0.08 ng/g Mn in liquid serum can

still be found, however.

Investigations of adsorption onto the container walls usually prove

polyethylene to be the better material but for Pb [7] and Cr [8] glass

should be preferred.

Since, however, dry, soHd samples practically do not present important

positive or negative changes in concentration upon storage due to the im-

possibility of leaching or adsorption, it is a logical decision to transform

any liquid sample, as early as possible, in a dry, solid form. The most obvi-

ous and practical method is lyophilization, in which, after a fast freezing

process, the water content is slowly eliminated. A constant weight usually

is reached after 24 hours with most materials. An additional advantage for

neutron activation analysis is a concentration gain of a factor of 5 for liver,

10 for serum, 3 for packed cells and 16 to 25 for urine. For atomic absorp-

tion methods a drawback is probably the necessity to bring the solid sam-

ple in a liquid state again. During lyophilization, escape of highly volatile

elements or compounds is possible, mercury being a first choice.

A special problem is presented by blood. Whereas results for whole

blood have value only in special situations, the analyses must be per-

formed on the major constituents: serum and cells. The fractionation in

centrifuge tubes at 2500 rpm for 1 hour is not a problem. However, an ab-

solute separation is not possible. The danger first encountered is hemoly-

sis whereby part of the elements contained in the red cells will con-

taminate the serum fraction, thus producing erroneous results later on.

Care and routine do alleviate this situation. Too, red cells are never totally

free of serum. Radiotracer experiments with i^ij-serumalbumen showed

6 percent of the total serum to remain in the packed cells. As the ratio of

the concentrations in packed cells to serum varies over a very wide range,

0.6 for copper to approximately 600 for iron, positive and negative errors

can result. A 5 percent positive error for Cu and 7 percent negative error

for Zn and Mn in packed cells can be calculated.



Speecke et al. 305

D. Storage of the Samples Prior to Analysis

When the ideas and rules presented above are observed, the samples to

be analyzed should by now fulfill the desired degree of "normality," i.e.,

they should represent real "normal" or "not normal" persons without any

significant introduction of traces since the sample left the human body.

The containers and centrifuge tubes from the preceding paragraph and

the final storage vessels must be exceptionally clean which can be ob-

tained only by vigorous action. Great efficiency is achieved by the follow-

ing procedures. Quartz tubes are rinsed with deionized water, soaked for

2 days in reagent grade H2O2, rinsed again, twice boiled for 3 hours in a

HNO3-H2SO4 mixture of Suprapur quality, rinsed again and then steam-

cleaned with triple quartz-distilled deionized water and dried thereafter in

a specially reserved oven. Their Teflon stoppers are cleaned in an identi-

cal way, except for the steam cleaning.

Polyethylene containers are subjected to the same treatment, except

the boiling HNO3-H2SO4 mixture. And even this is not always adequate.

Analyzing urine for gold at an 0.03 ng/ml level could only be brought to a

satisfactory conclusion when an HNO3-HCI mixture was used for clean-

ing, with an unacceptable effect, however, on the chlorine content or

urine, raising it by 2 mg/ml.

Transport of the samples must be limited as much as possible and

should be done in air-tight boxes. Permanent storage is only acceptable in

a dust-free room. Further handling of the samples (opening of container,

weighing of aliquots, dissolving, etc.) must be carried out in boxes, spe-

cially designed to keep out all contaminating particles.

The installation of a "dust-free" room is of the utmost importance if re-

liable "real" results are to be obtained. Indeed, dust particles in an urban

or industrial area, even inside a laboratory, contain "huge" amounts of

contaminants, e.g., up to 460 ng Mn/m^ of air have been found. This in-

fluence of laboratory and hospital airborne particulates was also detected

by Heydorn when analyzing serum for manganese [9 ]

.

A not too expensive dust-free room can be installed in the following

way: a normal laboratory room is separated from the rest of the building

by an air-lock. The room is pressurized (2 to 4 mm water) by absolutely

filtered air to keep out exogenous airborne material. Inside the room
where "surgery room" clothing and overshoes are worn, an electrostatic

air precipitator removes all endogenous material. Lyophilization, storage,

and weighing are performed in perspex hoods which have no metal parts

on the inside. The same hoods are again pressurized with absolutely fil-

tered air.
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As a result of the impossibility of obtaining absolutely clean container

material, neutron activation analysis with measurement in the irradiated

capsule is mostly senseless for the lowest concentrations encountered.

This unfortunate situation makes it necessary to recover the sample, often

heavily damaged by the irradiation conditions, by a mineralization

process.

E. Contamination Problems in the Analysis

The reasons for obtaining erroneous results with an excellent method

in "real" samples are varied, but again are based on the fact that the sam-

ples are changed in their constitution before the actual analytical measure-

ment is made.

In atomic absorption spectroscopy the necessity of obtaining, in almost

all cases, samples in solution introduces the danger of blank values, but of

these all users of the method must be aware, and these nonzero values can

be determined with reasonable ease and accuracy.

Efforts made nowadays in applying x-ray fluorescence to biological

samples not only suffer from a (maybe temporary) lack of sensitivity but

also from the impossibility to find a suitable compound for binding or pel-

letizing the sample to be analyzed. The most likely material, ultra pure

carbon, is completely inadequate regarding purity for the concentrations

encountered.

Neutron activation analysis suffers from contamination from the ir-

radiation materials. Recoil effects are often overlooked but positive errors

in the accuracy exist by capture of radioactive atoms from the containers

by the sample. The analysis of iodine in flour in the ng/g range is hindered

by an effective release of an important fraction of the approximately 20 ng

of iodine present in the polyethylene container [ 10] . For chromium-urine

analysis, 10 ml samples are lyophilized in small polyethylene bags; upon

irradiation recoil ^^Cr atoms give important blank values [10]. From
cleaned quartz capsules irradiated at high neutron fluxes "blank values"

of 0.05 ng Cr and 0.01 ng Co may be measured, necessitating, especially

for Cr, important corrections for 100 mg lyophilized serum samples, and

thus endangering the establishing of "real" "normal" values.

F. Human Blood Analysis as a Case History

As an illustration of the preceding paragraphs a neutron activation anal-

ysis experiment on human serum will be described.
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A collaboration was established between the Department of Internal

Medicine (Gastro-enterology) and the Institute of Nuclear Sciences of the

University; the first partner providing a physician and the persons to be

analyzed, the second partner contributing its long-time practice of neutron

activation analysis. Thus were assembled the sampler with the awareness

developed through experience about contamination and the analyst, used

to the determination of subnanogram quantities.

The persons selected as "normal" were usually provided by the hiring

service of the University. Their medical history was carefully checked be-

fore blood samples were taken. After cleaning with distilled water the

place where the venepuncture was to be made, the necessary volume of

blood flushed the sampling instrument (this blood was used for more clas-

sic or routine investigations). The final samples were collected in three

fractions, each in a quartz centrifuge tube and stoppered with Teflon.

These were stored in an air-tight polyethylene box of a commercial type

and immediately transported to the dust-free room of the nearby analyti-

cal laboratory, where all subsequent manipulations prior to transfer to the

nuclear reactor were carried out. Fractionation and lyophilization were

started immediately, and at the latest 24 to 30 hours after collection. Dry

serum or packed cells were transferred to three polyethylene screw cap

vials, and while awaiting analysis were kept in one of the dust-free per-

spex hoods.

In the actual analysis, two of the three samples were analyzed accord-

ing to two procedures, of which the purely analytical part will not be

described here.

1) Manganese was determined, together with zinc and copper, in the in-

stitute's own nuclear reactor: for this purpose 50 to 100 mg samples were

introduced in polyethylene capsules.

2) Chromium and cobalt were activated in the BR 2 high flux reactor;

to do this 100 mg samples, in their quartz irradiation containers, were

mineralized at about 500 °C for 24 hours, and then heat sealed; after ir-

radiation the quartz capsules were soaked for 10 minutes in lOM HF to

remove, as much as possible, external contamination. Thereafter the anal-

ysis started with a mineralization step.

II. Results

The efficiency and quality of the whole procedure is best demonstrated

by the results obtained for three elements in serum.

1. Manganese—The serum manganese content for 46 normal persons
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has a mean value of 0.57 + 0.13 ng/ml with a range of 0.38 to 1.04 ng/ml.

No statistically significant difference between male and female persons

was found and as could be expected of an essential element the frequency

distribution is Gaussian.

The concentrations found confirm the results published by three other

authors: 0.64 ng/g in 1963 [ 1 1 ], 0.59 ng/g in 1966 [ 12] and 0.54 ng/g in

1973 [9].

Typical values found in other papers present an extraordinary range of

values: 24±33 [13] and 0.5 to 210 ng/ml [14]. Clearly some of these

results were obtained by inadequate methods, but others on samples

presenting an enormous variation in quality.

2. Cobalt — From the literature it is difficult to estabHsh a "normal"

value for cobalt in serum: the mean results varying from 72 to 0.2 ng/ml,

the lower level to be preferred. Following the procedure given, for 14 per-

sons a mean value of 0.097 ±0.042 ng/ml was obtained with 0.048 and

0.185 ng/ml as extreme values. Work in progress will most probably im-

prove these values and confirm the essentiality of Co as a trace element

by presenting a Gaussian frequency distribution of the concentrations.

3. Chromium — Again following the strict rules laid down earlier, 18

human sera were analyzed for chromium. Two essential difficulties are at

the base of not as satisfactory results as for Mn of Co:

1) the lower sensitivity of the applied method for this element, and

2) the important blank value (see above) representing between 15 and

50 percent of the total amount of chromium detected.

The results range from 0.03 to 0.33 ng/ml with a most probable value of

about 0.15 to 0.20 ng/ml, far away from most values hitherto published

(table 3).

From the results now obtained two hypotheses may be formulated:

1) the samples analyzed are still partly contaminated, maybe from the

beginning, i.e., the persons selected are ''not normal" with respect to

chromium. There are possibilities for explaining internal contaminations:

the extensive use of stainless steel in kitchenware and tableware, food and

dairy industries, etc.

2) chromium, not presenting the Gaussian distribution, narrow range

and small standard deviation as such other essential elements as Mn, Fe,

Co, Cu, Zn, and Se lacks the quality of essentiality which has been

claimed for it [15].
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Neutron activation analysis Atomic absorption spectroscopy

Year (^hrnmi'iimN^lil Willi tlill Year V^lll L/lXlllilll

(ng/ml) (ng/ml)

1967 2.5 1967 29 (plasma)

1968 1 1969 30

1969 38 1970 20

1969 36 1971 28 (plasma)

1971 3 1972 5 (plasma)

1972 9 1973 5 (plasma)

1972 10 1974 0.6

1972 32 1974 1.6

Other methods

Year Chromium
(ng/ml)

1961 10 x-ray fluorescense

1962 345 colorimetry

1968 18 spectroscopy

1969 28 spectroscopy

1970 40 gas-liquid chromatography
1971 13 spectroscopy

1971 30 spectroscopy

1972 7 gas-liquid chromatography

+ mass spectrometry

1972 13 gas-liquid chromatography
1972 2 colorimetry

1974 150 chemiluminescence

III. Conciusions

As can be assumed from the propositions presented above many
chances exist for a sample of biological material to be heavily con-

taminated before it is analyzed. It is therefore remarkable that so few

authors give the impression in their papers of being aware of the introduc-

tion of unwanted additions in their samples.

It is of the utmost necessity to study carefully the analytical results ob-

tained from the point of view of sample quality. This may be done by

lengthy investigation until the lowest concentrations are obtained, assum-

ing that then no more contamination takes place [12] ; this may be dan-

gerous as at these subnanogram levels compensation of errors is possible.
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A mathematical-statistical approach also can give more security about ac-

curacy and the ways of obtaining it [9]. A third way is to study step by
step each degree of progress to the end result [2,3] ; this is not always

possible, but it is maybe the most "analytical" way. It may be believed

that when sample taker and analyst are completely conscious of the

problems and pitfalls of contaminating samples, expressions such as

"metal free containers," "proved blank material," "chemically clean

glass," "metal free nitric acid for preseparation," "all glassware was
rendered metal free," etc., no longer will appear in scientific papers. Apart

from being analytically meaningless, they do not help along those who
know.

As a hopeful consequence of this Symposium, the disappearance from

the literature could follow of the three kinds of papers:

1. relating industrious efforts to improve methods and sensitivities, test-

ing them on contaminated samples or on reference materials with 100

times too high concentrations;

2. establishing "normal" values by large scale experiments, invalid

because the biological material as such did not qualify in that respect;

3. proving in medical studies the variation of trace element concentra-

tions related to physiological situations, based on erroneous "normal"

values or a simple comparison of the efficiency in avoiding contamination

by two different sample takers.
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The physical act of sampling the atmosphere for the subsequent determina-

tion of its trace composition is complicated by the fact that the atmosphere is

not an equilibrium system. It contains numerous species that are mutually in-

compatible v/ith one another, but that survive to be measured because of their

extreme dilution. These arise from many point sources, many of them sporadic

in nature, and hence the atmosphere is poorly mixed, even on a relatively small

scale. This leads to serious problems in attempting to isolate a small portion of

atmosphere in a form that may be carried back to the laboratory for sub-

sequent analysis — or even analyzed in situ.

The planning of atmospheric sampling is further complicated by the statisti-

cal properties of the system. Simultaneous or sequential measurements, for ex-

ample, within a city are not independent numbers, but tend to be highly au-

tocorrelated. As a result, statistical judgments as to the number of necessary

measurements to define mean levels within acceptable limits of accuracy have

generally been misleading. In point of fact, most measurement networks have

been designed around an available budget rather than around statistical ideali-

ty, and frequently without a clear notion of the purpose of the resulting data.

Keywords: Accuracy and precision: air: air particulates: air pollution; anal-

ysis of air: atmosphere: gaseous pollutants: sampling air.

I. Introduction

The total question of accuracy in the sampling of air for contaminants

is extraordinarily complex. In the first place, it subsumes two separate

questions: (1) if one assumes that the final analysis is perfectly accurate,

what will be the correspondence between the final analytical result and

the actual composition of the sampled air? (2) Granted that question (1 ) is

answered completely satisfactorily, what will be the correspondence

between the analytical result and the experienced air quality by any recep-

tor of the contaminants in question? These are the questions classically

311
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referred to as sampling accuracy and representativeness. Generally

speaking, a great deal of work has been done on the former point, but very

little on the latter. These two topics will be considered in turn in the

discussion which follows.

II. Sampling Accuracy Per Se

An increasing number of instruments are becoming available that are

true in situ analyzers. Examples are the several types of direct spec-

trometric analyzers — nondispersive infrared, second derivative ul-

traviolet, light scattering, etc. These analyzers directly transduce concen-

trations, without alteration of the air, and thus in a real sense do not sam-

ple. Where this is actually the case, there appear to be no problems of

sampling accuracy in the sense that the term is used here. This is, on the

other hand, not true, even for the same sorts of analyzers, where some

sort of sample pretreatment is necessary. Where there is, for example, in-

terference in nondispersive infrared analysis from water vapor, then a

constant (generally low) humidity level is necessary, and there is the pos-

sibility that the concentration of the substance being analyzed may be

changed in the process, perhaps by dissolution in the condensed water.

Where particulate matter must be removed by filtration prior to analysis,

there is always the danger that one or more components in the collected

particulate matter will absorb (or desorb) the test gas. The prefilter must

also be tested against this possibility; for example, cellulous filters appear

to collect a number of acidic gases with rather surprisingly high efficiency.

Obviously, the problem is by no means insoluble but needs to be ap-

proached with a degree of agnosticism in each new environment.

The bulk of the analytical systems in use, however, respond to the total

flow of the analyzed material through the system rather than the concen-

tration directly. It is convenient to differentiate two subcategories. The
first of these will be referred to as monitors.

Most monitors are essentially robot chemists that withdraw the sub-

stance to be analyzed from the incident airstream, thereby concentrating

it, induce a chemical change in it, and measure the result optically or elec-

trochemically. Since analysis is immediate, there is little problem with

sample durability. However, the fact that most monitors are intended to

operate unattended for greater or lesser periods of time places extreme

demands on the accuracy of fluid flow in the sampling systems. Many
monitors contain a circulating liquid into which the substance to be

analyzed transfers from the gaseous phase. Both this flow and the sam-
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pled air flow must be stable over periods comparable with the normal

period of unattended operation. The first generation of monitoring devices

was virtually without exception deficient in this area. The newer genera-

tions of instruments are improved, but this is still a weak point in nearly all

monitoring systems, and one that deserves close attention in the design of

new instrumentation. It should be noted that, if the instrument can be

calibrated with a standard gas mixture, it is not essential that the flows be

known accurately — merely that they be extremely stable.

As previously noted, most monitors operate by transferring the con-

taminant of interest from the gas phase to solution in a liquid. The time

available for this transfer is finite, and the transfer is usually not complete,

although it may be very high. Unfortunately, there has been very little

study in the temperature dependence of these transfer processes in the ac-

tual equipment commercially supplied. For many purposes, this is unim-

portant since the instruments are housed in shelters furnished with heat-

ing and air conditioning, and thus their environmental temperatures are

stable to within a few degrees. However, if instruments are to be used

under less equable conditions, the possibility of a temperature coefficient

of collection must be considered and investigated.

For most monitoring systems, however, the greatest source of sampling

error is the inlet system. It is astonishing how many monitoring systems

of great complexity and sophistication are interfaced to the atmosphere by

totally deficient intake manifolds. Yamada [1] reported a survey, ac-

tually made during mid- 1968, of 34 jurisdictions operating monitoring sta-

tions. For practical purposes, not a single one was operating under condi-

tions that would give any confidence that the resulting data were in error

by less than 10 or 20 percent. Yamada and Charlson [2] gave parameters

of an inlet design that could be defended with respect to its ability to

deliver both gases and particles to a sampling port with reasonable as-

surance that they had not been modified by the manifold itself Butcher

and Ruff [3 ] subsequently added another constraint with regard to sam-

pling of nitrogen oxides and ozone: under the reasonable assumption that

ultraviolet light intensities are less indoors than out during daylight hours,

they computed maximum transit times to minimize the effects of the dark

reaction between nitric oxide and ozone. It is discouraging to note that (a)

this appears to be the sum total of all research done on generalized inlet

manifold design, as distinguished from validation of individual, empiri-

cally designed manifolds; and (b) there is little evidence that any agency

responsible for monitoring has responded to their work by any changes in

inlet system.

If the design suggested by Yamada and Charlson is used for the main
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manifold, then the material of which that manifold is made becomes rela-

tively unimportant. In fact, as they point out, in the typical urban environ-

ment the inner walls of the manifold can be assumed to be made of dust

after a very short period of operation.

This is not necessarily true of the individual lines leading from the

manifold to the monitors, since they are clearly visible to the operators,

and can be cleaned with reasonable frequency. These should be of materi-

al that is inert toward the substance being analyzed, and as short as physi-

cally possible. For most gases, glass is preferable, and there are hardly

any gases that will survive a trip through any finite length of poly(vinyl

chloride) intact. If particulate sampling is part of the design of the moni-

toring installation, it is virtually mandatory that the intake manifold be

vertical, and that the instruments be arrayed around it instead of spread

laterally across a convenient and esthetic laboratory bench. This arrange-

ment in fact is preferable for gas sampling, since it decreases the rate of

dust deposition in the manifold.

When the act of sampling is physically and chronologically separated

from analysis —/.£., when samples are taken in the field for subsequent

analysis in the laboratory — sampling is usually directly into the collecting

media, and the problems of intake manifolds are negated or at least

minimized, as are the problems of controlling the flow of continuously

pumped reagents. However, sampling rate is still a problem, particularly

if sampling is to continue for a long period. Wartburg et al. [4] have

designed one of the most durable and precise systems for sampling at rela-

tively low flow rates. Clearly, a comparable approach could be taken to

higher sampling rates as well, and unquestionably should be.

The sampling of atmospheric particulate matter generally requires a

further constraint on sampling; to wit, the achievement of isokinesis in the

intake system. For the few individuals not familiar with this problem, the

review by Bloomfield [5] is an excellent resource. It should probably be

pointed out that Bloomfield's definition of isokinefic sampling is not,

strictly speaking, correct. It is true, other things being equal, that sampling

in which the velocity inside the sampling probe is equal to the air velocity

outside is in fact isokinetic. However, the term means literally that the air

within the sampling probe has the same kinetic energy as it had prior to

sampling, which is not necessarily quite the same thing.

Several caveats are in order. I have seen elaborate precautions for

isokinetic sampling in systems intended only to collect gases. This is

emphatically unnecessary. There is no point to sampling particles with

great care to attain isokinesis, and then lead them through 25 feet of coiled

Tygon tubing before sampling them (the picture is overdrawn, but I have

seen situations that were almost that bad). Finally, despite the textbooks,
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the graphs showing horrible errors resulting from anisokinetic sampling

are not quite the whole story. With very extreme mismatches, the errors

decrease again. For example, if one is sampling from a jet aircraft, there

will probably be less error in using a very small sampling rate than in a

fruitless attempt to match the external air velocity. It is far more impor-

tant in this case to locate the sampling port at some point out of the major

shock wave of the vehicle. Unfortunately, there is very little research on

errors at extreme mismatches, which makes theoretical corrections of

samples taken in this way quite difficult.

Having got the sample into a collecting device, the obvious next

problem is to collect it, preferably quantitatively, or failing that, with a

known and reproducible efficiency. The previous comments on possible

temperature effects are appropriate here. In addition, many gas sampling

techniques have a definite threshold of collection. An obvious example is

low temperature condensation. For example, let us assume that it is

desired to collect a substance that has, at the temperature of boiling liquid

oxygen, a partial pressure of 10"^ atmosphere. Let us further assume, for

simplicity, that it is the only condensable substance in the air sample, so

as to be able to ignore interaction effects. This seems a very low vapor

pressure. However, a little reflection will make it clear that, if the ambient

concentration is 100 ppm, it will be collected with 99 percent efficiency,

whereas if the concentration is 1 ppm it will not be collected at all.

Furthermore, the standard and obvious way to determine collection ef-

ficiency is to run two identical collectors in series. Then, if the efficiency

of the device is E, (expressed as a decimal), then the first collector will

capture E of the material present, the second, E {\-E) etc. Obviously, the

second low temperature collector will collect nothing whatever, and it will

be assumed that the first is completely efficient, and that, if the first col-

lector does not collect it, it is totally absent from the sampled air. Unfortu-

nately, many other devices, the reasoning for which is much more ob-

scure, also have collection thresholds.

The collection of particles is also beset with pitfalls. Particles bounce

off or shatter in cascade impactors and land on stages corresponding to

sizes far smaller than they actually were — or are lost to the walls. Spumy
et al. [6 ] have shown that at least some types of fihers can have extreme-

ly deep penetration maxima for rather narrow ranges of particle sizes.

In this class of sampling for subsequent analysis, one of the serious

problems is the durability of the collected sample. In the simplest possible

case, in which a plastic bag or syringe is simply filled with the ambient air,

it must be recognized that, with the most inert material possible, reactions

that were going on in the sampled air will continue to do so. Where the

sample is concentrated in some fashion, a still further acceleration of reac-
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tion is to be expected, simply because the concentration of possibly reac-

tive materials is increased. In point of fact, frequently the best way to col-

lect samples that will last is to alter them deliberately and in a controlled

fashion. This is not always obvious to otherwise knowledgeable people in

the field. For example, Hendrickson [7] states without qualification that

"precautions must be taken to prevent alteration of the sample after it is

collected." However, it should be pointed out that the unique contribution

of West and Gaeke [8] to sulfur dioxide analysis was the demonstration

that it is possible, in a quantitative fashion, to alter sulfur dioxide into the

dichlorosulfitomercurate (II) anion, in which form it is stable for a very

long time. Alteration is still more profound in the technique for formal-

dehyde sorbed on particles reported by Lodge and Frank [9]. Long be-

fore analysis is carried out the formaldehyde is irretrievably gone; the

reaction product that is finally observed does not contain it. For that very

reason, the final evaluation can be done weeks after the sampling,

whereas the sorbed formaldehyde is labile and delicate, and certainly

could not be preserved as itself for more than minutes after collec-

tion—and generally not then.

With all the added hazards of separate collection, transportation and

final analysis, the scales may appear to weigh heavily in favor of monitor-

ing on-site as a means of minimizing the problem. Furthermore, "real

time" knowledge of concentrations is heady stuff. It would appear far

more attractive than knowledge that may not become available for days

after the act of sampling. Obviously, if one is in the middle of a city and an

air pollution emergency is threatened, this makes good sense. When a

further small increase will put the concentration over the threshold of seri-

ous health damage, there is no substitute for immediate knowledge of the

pollutant concentrations, essentially on a minute-by-minute basis.

However, there are many other situations in which continuous monitor-

ing equipment cannot be used, and many others in which its use needs to

be defended in the immediate context, rather than theoretically. In the

mountain West, for example, numerous continuous monitoring devices

are being emplaced to measure the background concentration of pollu-

tants before the industrial development coincident with the exploitation

of western coal and oil shale. With a few exceptions, these monitors are

giving magnificent continuous records of instrumental noise level, with

occasional fluctuations caused by changes in line voltage. Present concen-

trations of contaminants are so low that they can only be detected after

long periods of integration. Furthermore, it is frequently forgotten that to

one degree or another all "continuous" monitors integrate over some time

period or other. The old wet chemical analyzers for nitrogen dioxide using

the Saltzman reagent integrated for something close to 15 minutes. At



Lodge, Jr. 317

similar concentrations, manual sampling for 15 minutes gives perfectly

detectable amounts of nitrogen oxides. The manual sampling required a

technician in attendance. The continuous monitors required a technician

in attendance, and the hourly rate for electronics technicians is higher

than for chemists. It should also be pointed out that extremely fast

response times are frequently undesirable; for many contaminants the at-

mosphere is imperfectly mixed, and the result of truly instantaneous

knowledge will be the generation of a good index of atmospheric turbu-

lence and little else. Finally, many of the highly prized "real time" moni-

tors are deliberately hooked to small computers that produce, as their

only output, half-hourly averages. I am not opposed to al! electronic

devices. However, a large capital expenditure for them will frequently

produce less data of less validity and at more expense than hiring a few

well-trained chemists who know where to take samples.

III. Sample Representativeness

The above list of problems is certainly prepossessing, and their im-

portance cannot be minimized. Nevertheless, it is clear that the entire

array of difficulties with sampling accuracy are (at least in principle)

susceptible to a technological fix. Proper interfacing of the sampling

device with the atmosphere, generation of adequate analytical standards,

and rigorous attention to detail will solve most of them. For the rest, cer-

tainly the analytical uncertainties can be reduced by a factor of 10 by

merely analyzing 100 simultaneous samples (I said that it was theoreti-

cally possible, not that it was pleasant).

However, when all of this work is done, all the meticulous analyses

completed, and all the calculations done with the latest electronic calcula-

tors, what is actually known to high accuracy is the composition of the air

that passed through the sampling devices. What is still unknown is the

composition of any air that did not do so. For better or for worse, air anal-

ysis is a real, not a theoretical problem. The final numbers generated are

not abstract information, but are used to answer questions relating to the

health and well-being of hundreds, thousands, or even millions of people.

Since I am an Air Pollution Commissioner in my home state, let me per-

sonalize the sorts of questions that arise here. I need to know whether the

analytical data on which the epidemiological studies supporting the air

quality standards and various alert levels are based are at all accurate or

reproducible. I need to know with high certainty when dangerously high

pollution levels exist in the cities of the state. I need to be able to predict.
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and keep the Governor informed, of the probability that this is the year

that he is going to have to close all access to downtown Denver for 2 days.

I need to know the actual pollution dose encountered by an individual liv-

ing in Aurora and commuting to downtown Denver. Finally, I need to

know whether the substantial sums of money expended by the people of

Colorado on pollution control have actually turned the tide and set the ci-

ties of the state on a trend of decreasing pollution.

Obviously, what is needed is a technique that will plot with substantial

accuracy the pollutant isopleths of the city, and will give me an accurate

measure of average pollutant concentrations over the entire city, together

with a measure of the dispersion of data around that average.

In the United States, it has been traditional to assume that the distribu-

tion of pollutant concentrations over time for space is essentially lognor-

mal, although Georgii et al. [10] find that, at least for the data available

to them, this assumption is not supported by the chi-square test (neverthe-

less, in the absence of any other convenient functional form, Georgii et al.

proceed to use the lognormal assumption as one of their means of con-

veniently presenting lumped air pollution data).

One of the few opportunities really to resolve this problem lies in the

data from the air pollution study of Nashville, Tennessee (Keagy et al.

[11]; Stalker and Dickerson [12]; Stalker et al. [13] ). An assortment

of air quality data was obtained at stations in networks as closely spaced

as one-half mile, to a total of as many as 1 19 stations for some measure-

ments. With this body of data, it was possible to test the hypothesis that

fewer stations would give the same answer, as could less frequent mea-

surements than the continuous or continual measurements actually made.

Empirically, it was discovered that a rather small number of stations, sam-

pling rather occasionally would give the same means. However, the

authors involved themselves in some unjustified exercises with random

statistics to prove that they would have needed, for many purposes, as

many as 400 to 700 stations to obtain reasonable mean values.

The answer, of course, is that air pollution data are not random num-

bers, but higher autocorrelated numbers, both in time and space. That is

to say, if the station is not directly in the track of a strong point source, a

high value at it will probably connote high values at most stations, and a

high value now leads to a high probability that the values were high last

hour and will be high next hour as well. After all, this merely bespeaks the

meteorological control of pollutant levels, and the well known
phenomenon of meteorological persistence. Unfortunately, the possibility

of devising some sort of success rating in locating isopleths within the city

was passed over as well.
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Since that time, there has been no single air pollution study with enough

stations to undertake this sort of computer game, and there seems little

likelihood that anyone today will pick up the Nashville study and use the

data from that.

As a result, neither I nor anyone else can accurately answer the

questions raised at the beginning of this section. This is an obvious gap

that needs to be filled by our colleagues in the profession of statistics, and

filled at an early date. Otherwise, the local official will continue to be

without guidance as to how many stations he really needs, and will be en-

tirely at the mercy of the political forces dictating his budget. The original

design of the RAPS study in St. Louis called for it to generate a new set of

such data. Unfortunately, even it has been designed to a budget rather

than being designed for science.

IV. Summary

Numerous technical questions will remain concerning the intrinsic ac-

curacy of the act of sampling the atmosphere. Probably the greatest need

is for additional primary standards of substances that can be used to as-

sess the effect of changes in sampling configuration, and eliminate remain-

ing questions concerning sampling bias. One of the most serious problems

is in the lack of techniques for generating standard aerosols; another is in

the dependable generation of standard mixtures of gases at the levels ex-

perienced in the "unpolluted" atmosphere. Techniques now appear to

exist for analyzing a number of substances in the part-per-trillion concen-

tration range; however, not one of them has been successfully stan-

dardized against a realistic known concentration in the air.

A much more serious and fundamental lack, however, is in the area of

sampling representativeness. There are no reliable and theoretically

justified techniques for anticipating the number of samplers needed, the

optimum frequency of discontinuous sampling, or the proper selection of

sampling sites to answer the various hierarchies of problems facing the

working air pollution control official.
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I. Introduction

In most present analytical practices, lead concentrations in plants,

animals, and foodstuffs cannot be determined reliably at the 1 ^tg/g level

or in waters at the 1 ng/g level. This includes also the determination of

lead in blood. The unreliability of analyses for lead is caused by a univer-

sal lack of familiarity with the extent, sources, and control of industrial

lead contamination during sample collecting, handling, and analysis. As a

consequence, the great mass of published lead data in plant and animal tis-

sues and in waters is associated with gross positive enors and the error

noise in lead concentration data below a few ^tg/g obscures the meaning

of most work dealing with lead at these concentration levels.

It cannot be emphasized too strongly that the accuracy of lead, and

other heavy metal analyses at these concentration levels, depends

primarily upon the ability of the analyst to determine contamination

blanks. Low level metal determination instruments such as atomic ab-

sorption (AA) spectrophotometers equipped with source furnaces are

highly accurate and extremely sensitive when metals, in reasonably pure

form, are analyzed in them. Attempts to analyze ''garbage" without

preliminary chemical separations in which the metals being determined

are purified necessitates the use of corrections for interferences which,

even under favorable circumstances, generally yield data that barely

qualify as usable. Unfortunately, analysts who use such instruments

without chemical separations are generally those least experienced and

qualified to do so. Analysts who do use chemical separation procedures

before determining metals with instruments such as AA, generally fail to

use proper clean laboratory techniques and therefore contaminate their

samples badly during laboratory processing. Serious errors are generally

introduced by contamination during collection, transport, and handling of

samples.

An AA instrument equipped with a source furnace can be used to mea-

sure quantities of lead as small as tens of picograms. A modest sample of

plant or animal tissue collected in the field can easily be contaminated

with thousands of nanograms of lead from the hands, clothing, and equip-

ment of the investigator and the sample can be further contaminated by

additional thousands of nanograms of lead from the exhaust fumes of

vehicles during transport of the sample to the laboratory. An ordinary

laboratory which is not pressurized with filtered air is a wind tunnel

through which pass millions of nanograms of lead, in the form of sub-

micrometer particles per day. Large fractions of these particles deposit by

impact on any liquid or solid surface.
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Nuclear geochemists studying the geochronology of U-Pb systems and

the isotope geochemistry of lead by means of isotope dilution mass spec-

trometric techniques have developed, during the past 25 years, a con-

siderable knowledge of methods of obtaining low level lead blanks and of

clean laboratory methods. These investigators wished to study ubiquitous

mineral systems found in small crystals of common rocks, so they were

restricted to microgram sized U-Pb systems. This forced them to solve

contamination problems at extremely low levels. A critical constraint was

imposed upon their solutions to lead contamination problems. Existing

knowledge of chemistry, physics, and geology was interlocked with their

work, and errors in evaluating lead blanks were immediately exposed

because these errors would yield data which tended to violate known laws

of nuclear physics or known benchmarks in the geochronology of the

earth.

Principles dealing with the evaluation and control of lead contamination

which have evolved from the past work of these nuclear geochemists and

which can be used as a guide in setting up clean laboratory facilities are

summarized in the last section of this paper. This summary should be used

only as a rough guide and should be augmented by consultation with in-

vestigators presently using clean laboratory facilities. A partial list of

names and addresses of some of these investigators is also included at the

end of this paper.

II. The Use of Blanks and Yields in Lead Analysis

It can be stated unequivocally that for the analysis of lead concentra-

tions in the /xg/g range or less, the investigator must know with certainty

the magnitude of the contribution of lead from each individual reagent,

from air exposure, and from container walls; furthermore, he must know
the yields for each step in the chemical separation procedure so that he

can modify the contamination contribution at any given step in the

procedure caused by yields of less than 100 percent in the preceding step.

The following example of tuna muscle analysis illustrates the combined

use of yields and individual reagent blanks. In the dissolution step the

fresh muscle is exposed to the contamination shown in table 1

.

All of this contamination lead is mixed with all the sample lead. This

mixture is subjected to a resin column blank of 0.6 ng Pb, so that ~ 0.8 ng

of contamination lead is mixed with all the sample lead. Ninety percent of

this mixture is then extracted with dithizone. Contamination from this

dithizone extraction step is shown in table 2.
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Table 1. Lead contamination during acid dissolution

Pb, ng
6 ml HNO3 0.012 ng Pb X 6 = 0.072

2 ml HCIO4 .018 ng Pb X 2 = .036

Dissolution container blank .05

Air blank .004 ngPb X 7 = .028

Total dissolution blank 0.19

Table 2. Lead contamination during first dithizone extraction

Pb, ng

1 ml (NH4)3(citrate) pH 8 0.15 ng Pb X 1 = 0.15

2 ml KCN .064 ng Pb X 2 = .128

1 ml Dz stock soln .01 ng Pb X 1 = .01

4 ml CHCI3 .002 ng Pb X 4 = .008

0. 1 ml HNO3 .012ngPb X 1 = .001

Container blank .025

Total extraction blank 0.32

All of this contamination lead is mixed with 90 percent of the sample

plus contamination lead mixture from the dissolution and resin column

step. Ninety percent of this mixture (low yields here are due to film losses

in the separatory funnel) is then extracted again with dithizone. Con-

tamination from this second dithizone extraction is the same except for

the use of an additional 5 ml ofCHCl3,0.1 ml NH4OH, and 0.1 ml HNO3
which makes a total of 0.3 ng contamination Pb.

Ninety percent of this mixture is exposed to additional contamination

from evaporation and mass spectrometric filament loading reagents

amounting to 0.01 ng Pb. The extraction yields are determined before-

hand by analog techniques, while the column yield (the most variable for

this particular type of sample) is determined by adding known amounts of

PI3206 spike (sample Pb^^^ is determined from Pb^^^ spike). An example of

the overall expression for the combined yield and contamination effects

for 1.00 ng of sample lead is:

[{(Sample Pb + 0.8ng Pb)x 0.9 + 0.3 ng Pb} x 0.9 + 0.3 ng Pb] x0.9 +
.01 ng Pb
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If the sample contains 1 ng Pb, then a total of 1.87 ng Pb will be ob-

served by an AA type instrument. Proper use of yield corrected blanks

will give a calculated answer of 1.00 ng sample Pb. However, the com-

monly used practice of straight blank subtraction gives 0.46 ng sample Pb

which introduces more than 100 percent error.

III. Techniques for Collecting Uncontaminated Samples

A. Fresh Water

Industrial lead artifact contamination introduced during the collection

of fresh waters from streams and lakes may elevate the lead concentra-

tions observed in such waters by one or two orders of magnitude. For ex-

ample, some 170 lakes in the High Sierra of California were analyzed for

lead by Bradford et al. [ 1 ]. These investigators found an average of 0.3

ng/g lead in the waters. They collected their samples by bucket from a

helicopter. These data were the most reliable available until recently,

because previous analyses of similar types of water for lead showed con-

siderably higher values. Fresh stream waters from this same region v^ere

collected and analyzed for lead in the Caltech biogeochemical clean

laboratory using mass spectrometric isotope dilution analytical

techniques. Careful procedures were utilized to prevent contamination

during collection of these samples. The average value found by the Cal-

tech investigators was 0.015 ng/g Pb [2]. The use of a leaded fueled

helicopter by Bradford et al. to collect their water samples is an example

of pronounced artifact contamination which probably accounts for part of

their high reported lead results. The aircraft used by them burned gasoline

containing approximately 0.79 g Pb/1 at a rate of about 1 14 1/h. Their esti-

mated hovering time while collecting a sample was several minutes. Dur-

ing this time approximately 3 g of lead in the form of aerosols 1 0 to 0. 1 /ixm

in diameter were emitted from the aircraft and blown onto the water sam-

ple surface. Quantitative considerations of various factors related to

determining the proportion of this lead which would end up in the sample

collecting bucket suggest that something like 3000 ng of lead contamina-

tion from the helicopter were added to the 3.8 liters of water collected as

an average sample by them. The average amount of lead in this sized sam-

ple reported by them was 1710 ng Pb or 1650 ng greater than the Caltech

observed value of 57 ng/3.8 liters of water. It can be thus seen that

helicopter contamination can account for all of their average lead values.

Bradford et al. also analyzed these same waters for K, Ca, and Sr. The
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Caltech group also analyzed these waters for these three metals [3].

Although the data obtained by Bradford et al. for these metals were either

at the limit of sensitivity of their method or were expressed in terms of

upper limit concentrations for these metals, their approximate data

nevertheless did not disagree with the more accurate results which were

obtained by the Caltech groups using isotope dilution mass spectrometric

techniques. Therefore, the only outstanding disagreement was in the lead

values and this could be accounted for by artifact contamination.

The Caltech samples were collected in FEP Teflon screw cap bottles,

cleaned by the methods outlined in the last section of this article. The bot-

tles were brought to the field protected by three successively sealed

polyethylene bags, the inner one of which had been cleaned with acid as

described in the last section. In the field the investigator removed the bot-

tle from the bags while wearing plastic gloves and collected the water

sample with the mouth of the bottle pointing upstream. The bottle was

resealed within its bags, brought back to the laboratory where a small

amount of pure NBS acid was added, and the water was frozen and stored

until the time of analysis. The lead blank for these 2- and 1 -liter FEP sam-

ple bottles has been shown to be ~ 1 ng Pb/2-liter bottle.

B. Snow

There are very few reported measurements of lead in snow so that the

general level of artifact metal contamination of snows cannot be judged by

comparison of older literature values with recent determinations made by

mass spectrometric isotope dilution techniques. On the other hand there

is a lot of alkali and alkaline earth concentration data in polar snows

available in the literature which can be compared with alkali and alkaline

earth concentration data in polar snows determined in the Caltech clean

laboratory by mass spectrometric isotope dilution techniques [4]. Data

in table 3 show that isotope dilution concentrations for alkali and alkaline

earths are 1 to 2 orders of magnitude lower than concentrations deter-

mined earlier by other methods. It is now generally agreed on the basis of

subsequent investigations that this discrepancy can be ascribed to artifact

metal contamination introduced into the snow samples as a consequence

of a disregard of contamination control requirements by the earlier in-

vestigators.

It appears that the chemical compositions of snows at temperate

latitudes have not been correctly determined even though the concentra-

tions of dust and salts in this type of snow are higher. This is shown by the

following. A recent and comprehensive study of the snows in the Califor-
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Table 3. Geochemical data for polar snows

327

Metal concentrations (/xg/kg)

ivig

(Greenland Interior)

PIT rdi ZXJ 9 7

Langway [5] I JJ lO AlH 1

Rodriguez [6]
inn

rPr»lar pr»aQtnl rpoioriQ^

CIT [4] 350 45 17 16

Brocas and Delwiche [7] 1920 380

Matveev [8] <170 90 170

(Antarctic Interior)

CIT [4] 32 4 1.3 1.6

Matveev [8] <347 185 593

Hanappe et al. [9] 30 4.9 8.0 5.1

Table 4. Concentrations ofpotassium and calcium in accumulated snowpack

K (ppb) Ca (ppb)

Whole pack, average 9.7 18

by Hinkley [3]

Other Sierra snow analyses 400 500
by Feth et al. [10]

nia High Sierra has been carried out by Feth et al. [10] and these same

snows have also been studied in the Caltech clean laboratory using

isotope dilution analytical techniques. A comparison of these two sets of

data in Table 4 shows that concentrations measured by isotope dilution

analytical techniques are more than an order of magnitude lower than the

earlier values determined by other analytical methods. Part of this dif-

ference may be due to the fact that the samples in the earlier studies may
have contained aged dirty surface snow, but it is believed that higher con-

centrations reported in the earlier study are also in part due to artifact

metal contamination introduced during collection.

This artifact contamination was minimized in the Caltech study by

using the following collection techniques. The entire 3-m section of the

snow pack was sampled by first digging a trench such that the bottom of
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the pack could be reached by means of a series of steps. The discarded

snow was placed on the downwind side of the trench while the upwind

side of the trench was kept virgin. After the trench had been dug with an

acid cleaned shovel which had been brought to the field wrapped in

polyethylene bags, the investigators brought the sample collection gear to

the trench. They put on clean polyethylene gloves and polyethylene par-

kas. Sections of the upwind vertical face of the trench available from the

different step levels were scraped clean with an FEP scraper that had

been acid cleaned and packed for transportation as described in the previ-

ous section. The investigators then collected small horizontal cores with

an FEP corer and placed them in FEP bottles. The corer and the bottles

had been acid cleaned and packaged for transportation as described in the

previous section. The samples were sealed in the bottles, brought back to

the laboratory, acidified and stored frozen until analyzed. The lead con-

tent of the 3-m snow pack (which had density of 0.44 g/cm^) averaged

0.59 ng/g Pb. Detailed isotope, chemical, and mass balance studies of

these samples and related samples showed that 98 percent of this lead

originated from industrial sources. This means that natural levels of lead

in these snows should be about 0.01 ng/g. This concentration level is more

than 2 orders of magnitude lower than the concentration levels which

most investigators can reliably determine today using common analytical

techniques.

C. Seawater

Recent investigations of the concentrations of lead in seawater show
that most common concentration levels are less than 100 ng of Pb/kg sea-

water in surface waters near heavy industrialized coastal areas [11].

Most seawater sampling devices now being used do not fulfill the require-

ments needed to collect seawater samples containing lead at these low

levels for two reasons. Materials used in constructing the collection

devices such as neoprene, polyvinylchloride, and polystyrene, etc. will in-

troduce contamination at these levels. The second cause of contamination

error is that adequate cleaning procedures such as those outlined in the

last section of this paper have not been used. New collectors constructed

of Teflon which can be properly cleaned need to be built and used for

sampling seawater. The aura of contamination surrounding a research

vessel can be avoided while collecting surface samples by sampling ahead

of the vessel as it moves into virgin waters.

Present values for the concentration of lead in deep ocean waters re-

ported in the literature are about 30 ng Pb/kg [12]. It is believed that
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these values may be erroneously high by more than an order of magnitude

because the sampler used to collect the water which gave these values,

although properly constructed and cleaned, was contaminated while being

lowered through the aura of dirty water surrounding the research vessel.

Consequently new types of deep water sampling devices are being

developed which can be protected against contamination while being

lowered through dirty, shallow water. A diagram of such a sampler is

given in figure 1. In figure lA the sample chamber of accordion pleated

thin walled Teflon tubing is compressed to zero volume and the deep sea-

water entry port is protected by a bath of pure water containing less than

0.1 ng Pb/kg. All parts of this pure water bath are constructed of Teflon

which has been cleaned according to the methods outlined at the end of

this paper. At the deep water sampling depth a trigger is actuated which

retracts the water bath shroud and ruptures the end diaphragm which

retains the pure water. This is shown in figure IB. The water sampler is

being lowered continuously during this operation so that it is continuously

dropping down into virgin water. After a short interval which permits the

bath water to be washed away, a second trigger is actuated which expands

the sample accordion bag and seals the entry port. This is shown in figure

IC. The sampler is lowered during the filling stage so that only virgin

water is allowed to pass the entry port. The entire sampler is then brought

to the surface. A small quantity of acid is introduced into the sample

Figure 1. Deep ocean water sampler for collecting uncontaminated waters with Pb concen-

trations at 1 part per trillion.
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chamber and mixed. This acid must be added to free adsorbed lead which

collects on the inside surfaces of the sampler during the many hours

required to bring the sampler to the surface. After standing an appropriate

time, the acidified sample is then withdrawn through a series of protected

ports located at the upper end of the sample chamber. By this means sam-

ples of 5 to 10 liters of seawater containing a few tenths to a few parts per

trillion of lead can be collected for analysis without serious interference

by artifact contamination.

' D. Animal Tissue

Recent analyses of lead in tuna fish muscle in the CIT clean laborato-

ries using mass spectrometric isotope dilution techniques have shown that

lead concentrations in the muscle are about 0.0003 /u,g/g (wet weight) in

fish dissected in a clean laboratory [13]. There is evidence that these ini-

tial concentrations of lead are elevated to much higher levels by industrial

lead artifact contamination during the preparation of the fish muscle for

human consumption. At the present time there is available only a single

instance reported of an analysis of terrestrial mammalian muscle which

was dissected in a clean laboratory and analyzed by mass spectrometric

isotope dilution techniques [2]. In this case muscle from a wild mouse
collected in a remote primitive area was found to contain 0.001 fxglg Pb.

This animal was shown by related studies to be polluted with more than

83 percent industrial lead.

Samples of canned tuna muscle obtained from grocery stores have been

found to contain 0. 1 /jiglg to 0.9 yitg/g lead (wet weight).

A dried tuna muscle interlaboratory reference material was prepared by

the National Bureau of Standards from fish which had been caught in ex-

actly the same manner, time, and place as the tuna fish analyzed in the

clean laboratory. High grade fillets of this latter tuna muscle were ob-

tained in a commercial cannery and shipped to a commercial food proces-

sor where the meat was lyophilized, ground, and mixed. Aliquots of this

mixture were placed in polyethylene bags and sealed in vacuum cans for

distribution. An aliquot of this reference material analyzed in the CIT
laboratory by isotope dilution methods was found to contain 0.4 /xg/g Pb

(dry weight) which is equivalent to 0.12 /jLgIg Pb (wet weight). This very

large discrepancy which amounts to approximately 3 orders of magnitude

between the concentrations of lead in tuna dissected in a clean laboratory

and that processed by commercial food companies cannot be ascribed to

lead soldered cans because the NBS reference material was packaged in

polyethylene bags. Lead contamination of the NBS material must have
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originated from lead containing seals, alloys, and coatings in the machin-

ery of the food processing companies.

It has been shown that the above tissues cannot be reliably analyzed for

lead by the techniques in common use today even though they have been

seriously contaminated. Even though the lead concentrations in the NBS
tuna material were elevated by more than 2 orders of magnitude above

those existing in the fish when they were caught, most analysts in chemi-

cal oceanographic laboratories today cannot reliably measure lead in the

tuna reference material [14]. This material was submitted to 1 1 universi-

ty laboratories participating in the International Decade of Ocean Ex-

ploration Baseline Study of Heavy Metals Program and most analysts did

not report lead values for the NBS tuna. A few reported erroneously high

values and a few reported that its concentration was less than their mea-

surement limit of < 0.5 ^tg/g.

It should be recognized that these incredibly low levels of lead in animal

muscle are associated with enormously elevated lead concentrations in

the skin and fur of these animals. For example, it has been observed in the

CIT laboratory that tuna fish epidermis contains several pig/g of lead (wet

weight), and that as much as 5 /xg/g of Pb is contained in and on the fur of

wild mice. This can pose serious problems of cross-contamination during

dissection even though it is carried out in a clean laboratory. An explicit

example of how this problem is handled in the Caltech laboratory is sum-

marized below.

When the tuna is caught, it is handled with plastic gloves and sealed

successively in three clean polyethylene bags at the collection site. It is

frozen and kept frozen until the time of analysis. Before dissection the fish

is allowed to partially thaw so that the tissues can be just barely cut, but

they are still hard and firm. The work is carried out on benches covered

with fresh plastic polyethylene sheets in the clean laboratory. To obtain

muscle uncontaminated by epidermal slime one operator wearing plastic

gloves holds the fish while another operator also wearing plastic gloves in-

cises the skin with a stainless steel scalpel blade that has been cleaned in

several different baths of concentrated HNO3. Areas around initial inci-

sions by the scalpel must be regarded as contaminated with epidermal

slime. After the initial cut has been made and the edges of skin have been

freed along these incisions, a freshly cleaned scalpel blade is used to cut

back the skin flap about a cm away from the initial incision. A third opera-

tor also wearing plastic gloves pulls the skin away with acid-cleaned stain-

less steel tweezers as the skin is being cut. This area must be regarded as

moderately contaminated with epidermal slime. The scalpel blade is

changed again (the blade must be held directly in the fingers since com-
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mercially available blade holders are made of unsuitable metals) and a

large area of skin flap is then cut away while the third operator holds the

flap away from the cutting area. After a large area of muscle is exposed,

the operator makes an incision which completely circumscribes the

cleaned, exposed muscle area which lies well within the slime-free region.

The third operator now uses freshly cleaned tweezers to assist in remov-

ing the slab of muscle as the inside of it is cut free from bone rays. This

partially frozen slab of muscle is then placed upon a chilled, acid-cleaned

polyethylene block and all six sides of the slab are shaved in succession

with single cuts of a large stainless steel butcher knife, and the shavings

are discarded. Each side is cut using care to place freshly exposed sur-

faces of the muscle slab only on virgin areas of the polyethylene block and

taking care that each shaving trimmed from the muscle slab does not con-

tact either virgin areas of the polyethylene block or freshly exposed areas

of the muscle slab. The stainless steel knife should be dipped in acid and

rinsed with purest water and shaken dry several times during this opera-

tion. The knife is freshly acid-cleaned and then used to cut the trimmed,

still barely frozen slab of muscle into aliquots for analysis. During these

latter operations two investigators will usually be needed, one to manipu-

late the slab of muscle with stainless steel tweezers and the other to

manipulate the knife. Tweezers which handle the discarded trimmings

must not be used to touch virgin areas of the muscle so that a number of

stainless steel tweezers must either be used or several tweezers must be

repeatedly dipped in acid and rinsed with purest water for repeated use. It

is convenient to hammer the back side of the stainless steel butcher knife

with a small acid-cleaned stainless steel hammer for quick accurate cuts

of the semi-frozen muscle. All of these operations must be preplanned and

carried out quickly before the muscle thaws.

IV, The Need to Evaluate the Lead Pollution Hazard

Geochemical studies of the occurrences of lead in polar snow caps [4 ]

,

oceans [ 12 ] , the earth's troposphere [4,15], and other remote areas [2 ]

show that industrial lead pollution is both worldwide and intense. The

question is whether humans throughout the world are being subjected to

the hazards of lead poisoning. It appears that the situation is serious and

warrants evaluation through reliable analytical techniques. Mass spec-

trometric isotope dilution analyses combined with clean laboratory

procedures have shown that the actual levels of lead in waters and animal

tissues are very much lower than had been previously thought, that exten-
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sive lead artifact contamination has been introduced during the collection

and handling of samples because the necessity for contamination control

has been ignored, and that most presently used analytical techniques for

lead do not provide reliable and useful lead data. It is not possible to

properly evaluate the lead pollution situation under these circumstances.

The most crucial prerequisite to the solution of this problem is to institute

on a much wider basis the use of clean laboratory practices.

V. Summary of Clean Laboratory Operations

A. Arrangement OF Facilities

The layout of clean laboratory facilities involves consideration of the

following areas of different activities:

1) The change room.

2) The laboratory ware cleaning hoods, sinks, and benches.

3) The stills (water, acids, and organics).

4) Instrument room (AA, ASV, drying ovens, high temperature fur-

naces, vacuum dryer, LT asher. desk area).

5) Chemical separations room with sinks, hoods, and benches.

6) Balance room with spikes and standards, AA source furnace load-

ing area.

1 . The Change Room

This is a small corridor-like area with a door at each end. It should be

approximately 2 m to 3 m long and 2 m wide with a door opening into the

building corridor and another door opening into the clean laboratory area.

Seals at the sides and tops of doors should be neoprene held with stainless

steel screws and strips. The bottom seal should be spring-loaded to retract

up from the floor within a stainless steel shroud when the door is open,

and forced down to the floor by a side lever when the door is closed. In

this room shoes are changed, lab coats and head caps are put on. The floor

area is divided into two parts; that next to the building access corridor is

covered with disposable paper sheets, while the other half of the area next

to the laboratory consists of a raised platform. The laboratory side of the

room contains racks and shelves for laboratory coats and clean shoes and

slippers that are to be worn in the laboratory. The corridor access side of

this room should also contain a sink for washing the outsides of various
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articles brought into the laboratory and it should also contain shelves and

drawers for storing tools and other dirty articles which are needed occa-

sionally inside the clean laboratory. The laboratory side of the clean room
should contain shelves and storage space for expendable items that are

used in large quantities such as boxes of Assembly Wipes, plastic gloves,

etc. Assembly Wipes contain an order of magnitude less metals than do

Kimwipes. Mops, squeegees, buckets, and other apparatus needed for

periodic cleaning of the laboratory floors can be stored in this room. The
electric fuse box access panel can be placed in this room.

The floor of this room must be watertight and covered with a continu-

ous sheet of plastic (preferably a resin which sets gradually and which can

be troweled) which rises up and covers the surfaces of the base boards for

several inches so that the floor consists of a shallow basin that can be

flooded and squeegeed with water. The raised floor shelf on the laborato-

ry side of the room can be made movable so that both it and the floor

beneath it can be cleaned. A floor drain need not be put in this room. The
cleaning water can be squeegeed through the laboratory door and down
drains in the laboratory floor.

2. The Laboratory Ware Cleaning Area

The laboratory ware cleaning area should contain a large hot acid bath

hood, a clean air bench for final cleaning operations next to the end of the

hood which contains the sink, and a plain bench for handling cleaned

laboratory ware beside the clean air bench. The acid bath hood should

provide at least 2 m face length of acid bath area and 2/3 m face length of

sink area with a usable working shelf around two sides and the front of the

sink. The sink should be at least 45 cm wide and 30 cm deep. It is impor-

tant that the sink be situated within and at one end of the hood because

cleaning operations require that articles be removed from hot acid baths

with tongs and then rinsed over the sink. The sink should be provided

with hot and cold tap water admitted through a swing spout that has been

coated with acid resistant plastic. Intermediate grade distilled water

derived from a high capacity still which supplies the entire building in

which the clean laboratory is located should also be available at the sink

through a polyethylene spigot. Off-On controls for tap water and inter-

mediate distilled water should be accessible outside the hood at the front

just below the level of the sink.

The acid bath portion of the hood should consist of a rectangular, shal-

low basin (~ 2 x 1/2 m) whose floor is at a lower level than the working

shelf area around the sink. The bottom level of the shallow basin holding



Patterson and Settle 335

the acid baths should be at a height such that when an electric hot plate

plus an acid bath are set upon it the top of the acid bath should be at a

height that is convenient for inserting and removing laboratory ware. The
back of this shallow basin should spill into a narrow trough running along

its entire length. The bottom of this narrow trough is in turn inclined to a

single drain.

The hood should not be provided with sliding doors or windows

because they are seldom required and they introduce serious problems re-

garding contamination and cleaning. All parts of the interior of the hood

should be accessible for periodic cleaning by mechanical wiping. This

means that the back panels should be removable. Regardless of what

material the hood may be constructed of, the surface should not be ex-

posed stainless steel. Instead, it should be an acid resistant plastic. These

surfaces include the sink, and the outsides of the front and side panels. It

is convenient to provide storage space beneath the hood for cleaning

acids. Commercial wiring supplied with the electric hot plates should be

replaced with heavy duty Teflon coated wires which are brought forward

through ports in the lower face of the hood and attached to flush mounted

electric outlets. Voltage or current regulating devices (which feed the

flush mounted electric outlets) for the hot plates should be completely en-

closed within spaces in the lower part of the hood and controls for these

devices should be brought forward through ports to the front of the hood.

A front and a back row of adjustable temperature hot plates can be placed

in the shallow basin part of the hood. The hot plates should be housed

within stainless steel sheeting and then covered with thin sheets of FEP
Teflon plastic. Acid bath tanks can be made of 2-liter FEP bottles with

the tops cut off, large polyethylene bottles with the tops cut off, and of

Pyrex glass. The tops of the acid baths are covered either with Teflon

watchglasses or with sheets of Teflon. Any commercial markings on the

glass tanks must be removed by rubbing with cold concentrated HP fol-

lowed by rinsing because such markings contain gross quantities of lead

which readily decompose in acids.

A clean air bench should be placed next to the sink end of the hood.

This clean air bench should contain hot plates and dilute acid soaking

baths. Next to the clean air bench would be a bench for handling cleaned

laboratory ware. It would hold wash bottles of purest water. Shelf space

above it would hold both Saran and polyethylene wrap dispensers and it

should have shelf space to hold sonic cleaner tanks.

During the laboratory ware cleaning process the articles are heated

within at least three successive, different baths within the hood and are

handled with stainless steel tongs by an operator wearing talc-free

polyethylene gloves. Talc-free polyethylene gloves must be special-or-
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dered from Hand Gards, Inc. Rinsing of the articles is carried out at the

sink. In the final cleaning operation the articles are transferred to dilute

acid soaking baths in the clean air bench outside the hood.

The articles are rinsed at the sink within the hood with purest water

wash bottles and are either placed in sonic cleaner tanks or are placed in

large FEP dishes loosely covered with aluminum foil and are then placed

in a drying oven. The dried articles are brought back to the bench and

wrapped with polyethylene film and Saran wrap and are then stored on

shelves and in drawers.

3. Still Area

It is convenient to place the stills in an area adjacent to the laboratory

cleaning hood. In particular the water still should feed a large reservoir

which is adjacent to the cleaned laboratory ware handling bench. If there

is a building supply of distilled water, the water still within the clean

laboratory should consist of the following components: 1) the building

distilled water should be passed through an ultra pure mixed bed resin

column and then into either a nonboiling radiation still made of quartz or

a cyclone scrubber boiling still made of quartz. The condensate should be

stored in polyethylene, preferably a 55-gallon drum with a spigot. If build-

ing distilled water is not available, the tap water supply must be fed

through high capacity ion exchange columns and then into one or two

commercial quartz double distillation stills (in parallel) that are electri-

cally heated and which have a combined output of two or more

liters/hour. The water from these stills must then be fed by gravity

through an ultra pure mixed bed resin column as before and then through

the nonboiling radiation still or the cyclone scrubber boiling still. The final

output rate of the still system should be at least 1 liter/hour.

The following factors are important in the purification of the water. If

commercial quartz double distillation stills are used, it is important that

the rate of overflow for a filling arm outside the pot be three to five times

the distillation output rate. If the overflow is within the pot, the flush rate

can be reduced. This also holds true for the nonboiling radiation still and

the cyclone scrubber boiling still unless the latter two are equipped with

automatic pot dumpers. Stills equipped with automatic pot dumpers

should be set to dump the pot after no more than 10 volumes of pot water

have been distilled. The nonboiling radiation still is available commer-
cially; the cyclone scrubber boiling still was designed and built at the CIT
laboratory. Both of these stills require automatic leveling devices if auto-

matic pot dumpers are used. Leveling and dumper devices are not com-
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mercially available, and must be custom made from quartz, Teflon, Teflon

electromagnetic valves, and electric relays, timers, and pressure switches.

They are expensive to design and construct. Stored high purity water is

dispensed within the laboratory either by polyethylene squirt bottles of

various sizes or by polyethylene Erlenmeyer flasks.

The investigator can prepare his own purified distilled acids but this

operation entails considerable expense in labor and room. It would be ad-

visable for the investigator to obtain double distilled acids from the U.S.

National Bureau of Standards and to have available in the laboratory

facilities for distilling acids if necessary. The most economical such

device consists of two Teflon bottles screwed into a block of FEP at a

right angle to each other. In operation the acid to be distilled is placed in

one of the bottles and warmed mildly with a light bulb while the other bot-

tle is placed in a cold water bath. The device is allowed to function for 2 to

4 weeks and the condensate in the cooled bottle is used. A quartz nonboil-

ing radiation still or a cyclone scrubber boiling still should be available to

prepare triple distilled methanol, chloroform, etc.

4. Instrument Room

There are gram quantities of contaminating metals within the equip-

ment placed in the instrument room. It is desirable to place this instru-

ment room upstream in the air flow through the laboratory from the

laboratory ware cleaning hood area to reduce corrosion effects and sub-

sequent dispersal of contaminating dusts from the contaminating metals

in this equipment. This room should contain the atomic absorption unit,

drying ovens, high temperature furnaces, vacuum dryers, low temperature

ashers, desks with electric calculators, books, etc,

5. Chemical Separation Room

The air flow through this area should be upstream from the instrument

room and the area should be provided with several sinks, clean air

benches, reagent and laboratory ware storage facilities, working benches,

and either of the following facilities for carrying out acid evaporations:

(1) a hood within which are heated Teflon chambers (with easily

removable lids) which contain the receptacles from which acids are being

evaporated and which chambers are flushed with nitrogen gas purified by

ultra filtration (these chambers are custom built, and details of their con-

struction can be obtained from one of the investigators listed at the end of

this section); or (2) a clean air evaporating hood which is similar to a clean
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air bench except that the air is passed down through a Teflon grill which

supports the hot plate and the acid evaporating dish, and the exhaust

gases are boosted by a fan through an outlet up to the flue of a regular

hood. These latter two devices are necessary to reduce air contamination

during acid evaporations because it is not possible to purify ambient

laboratory air sufficiently.

The sinks and bench surfaces in this area can be of stainless steel.

Shelves and cupboard surfaces should be painted with acid resistant

plastic.

6, Balance Room Area

The balance room area should contain a 10-kg capacity balance as well

as a 150 g analytical balance. It should have bench space for pipetting

spikes and standards and handling sample aliquots. It should also contain

bench space for loading graphite furnaces. It should have shelf space for

spikes and standard solutions, pipette apparatus, furnace apparatus, etc.

This room should be located at the highest pressure end of the air purifica-

tion train in the laboratory because the balance should be protected from

acid fumes of the chemical separations room and the sample standardizing

and AA source furnace loading operations are highly susceptible to con-

tamination during manipulation.

B. Air Purification

The following factors are involved in air purification:

1 ) Air supply to the laboratory.

2) Air supply to restricted bench areas.

3) Contamination from clothing and bodies.

4) Contamination from construction materials.

5) Dust removal operations from the laboratory.

6) Blank from air contamination.

I. Air Supply to the Laboratory

Air should be supplied through a series of four filters: a coarse fiber

filter to remove the bulk of street dusts and insects; a medium fiber filter

to remove most of the remaining dusts; an activated charcoal filter to

remove the lead alkyl gases as well as other metallic gases; and then an

ultra paper filter to remove traces of charcoal and fine particles down to
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a few hundredths of a micrometer. Heating and cooling coils and humidity

regulating sprays and air pumping fans should be inserted between the

coarse and medium filters. The rate of the pumping fan should be adjusted

to provide somewhat more air to the laboratory than is exhausted by all of

the hood fans when the rooms are not pressurized by the pumping fan. As
a temporary economy measure it is feasible to provide each laboratory

room with a filter box which processes building air. Such filter boxes

should contain a filter of medium porosity before the ultra filter so that the

medium porosity filters can be renewed frequently at modest cost. A
pumping fan may be required for each filter box. If so, it should be up-

stream from the filters.

The input to the various rooms of the laboratory must be adjusted to

provide the highest pressure in the balance room, next highest pressure in

the chemical procedures room, next highest pressure in the instrument

room, and next highest pressure in the still and acid hood room, next

highest pressure in the change room which in turn has a higher pressure

than the building corridor, the interior crawl-ways of the building, and the

exterior of the building. It is required that all differential pressures be

monitored continuously by means of permanently installed manometers.

When the laboratory air supply is shut down for maintenance, the hoods

must be shut off first so that dirty air will not be sucked into the laborato-

ry. At such time the hood exhaust exits must be sealed with plastic bags

because the laboratory may become negative with respect to outside air,

and dirty air will be sucked into the rooms through the hoods. Attempts

should be made to bring corridor air pressures to equal outside pressure

by opening outside windows to the corridor.

Doors should be eliminated from the entrances between rooms when-

ever possible. For example, the area between the acid cleaning hood and

the still room need not require a door and the entrance between the

balance room and chemical separation room need not require a door.

2. Air Supply to Restricted Bench Areas

If the entire laboratory is not pressurized with air filtered by ultra paper

filters, then it is necessary to install at least two clean air benches, one

next to the acid cleaning hood and one in the chemical processing room.

In addition, if acid evaporations in the chemical processing room are not

carried out in heated Teflon chambers flushed with filtered nitrogen then

an additional clean air hood is required. These hoods are commercially

available and are relatively inexpensive.
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3. Contaminationfrom Clothing and Bodies

A major fraction of the debris washed from the clean laboratory floors

consists of human hair, skin, and clothing lint. This material is im-

pregnated with large quantities of contaminated metals and its dispersal in

chemical working areas at bench heights is minimized by wearing labora-

tory coats and operating room-style caps. The debris carried by street

shoes into the dirty half of the change room contains extremely large con-

centrations of contamination metals and this dirt accumulates in such

gross quantities on the floor of the change room that a disposable sheet of

paper which can be changed every few days must be placed on the floor of

that portion of the change room. It is convenient to have a large roll of

brown wrapping paper and a sharp knife in the dirty half of the change

room from which sections of floor paper may be cut and used several

times a week.

The laboratory coats and operating room hair caps (if the caps are not

disposable) are washed periodically in a regular washing machine but are

transported to and from the laboratory in large sealed plastic bags. All in-

vestigators in the laboratory should, after donning clean shoes, laboratory

coat and cap, wash their hands in a sink with soap and tap water followed

by a distilled water rinse and a drying by Assembly Wipe. Generally the

investigators wear disposable, non-talced polyethylene gloves for opera-

tions within the laboratory. This includes the touching and handling of all

laboratory ware, wash bottles, cleaning tongs, balance room operations,

and chemical procedures. There are very few activities in which the

operators do not wear plastic gloves. These can be dispensed in three dif-

ferent sizes from rollers attached to the wall of the acid cleaning room. It

is not convenient for investigators to change their clothing. Laboratory

coats, hats, and shoes are never worn outside the laboratory. They are al-

ways worn in the laboratory and the hands are always washed upon each

reentry into the laboratory from the outside. Some clean laboratories have

a gelatin pad installed in the doorway leading from the change room into

the acid hood room.

4. Contaminationfrom Construction Materials

The walls of the laboratory should be painted with acid resistant plastic

paints that are essentially free of metals being studied. It is convenient to

use fluorescent lighting with the lights installed in acid resistant enameled

recessed pans while the face of the light exposed to the laboratory is

covered with a plastic shell which is either sealed to the ceiling of the
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laboratory with silicone cement or held against agrommet seal in the ceil-

ing by an internal bolt and nut. Air entry louvers are coated with acid re-

sistant plastic paint. Before installation of these louvers the interiors of

the ducts are wiped clean with damp Assembly Wipes up to the ultra

paper filter. Benches, shelves, hoods, and parts constructed of wood and

stainless steel are painted with acid resistant plastic paint. Windows
should be double paned and sealed with silicone. Brass and pot metal

parts of door knob assemblies should be removed; stainless steel parts

should be substituted. The same is true for the hinges and screws. Plumb-

ing installed behind the benches should be made of glass, plastic, and gal-

vanized iron and should be sealed with plastic coverings after installation

wherever feasible. Galvanized iron plumbing is necessary in many in-

stances. All of this plumbing together with the electrical conduits beneath

and behind the benches should be sealed with sheets of plastic before the

benches are installed and then the final connections should be made. The
benches then must fit flush against the wall and the join must be sealed

with silicone cement. The floors of the laboratory must be covered with

either troweled plastic or continuous sheets of plastic which continue up

base boards for several inches along the fronts of the benches.

There should be one or two floor drains. All the laboratory floors

should be so constructed that, if the floor drains were plugged, several

inches of water could be contained by them without leaking under the

benches. Distilled water pipes should be constructed of polyethylene and

not polyvinylchloride. It is convenient to check each item of paint or con-

struction material to be used in the laboratory by rough emission spectro-

graphic analysis before it is permanently used or installed.

5. Dust Removal Operationsfrom the Laboratory

At least once a week the floors of all the rooms of the laboratory, in-

cluding the change room, are flooded with distilled water and this water is

squeegeed down the drains, and the process is repeated once more with

fresh distilled water. During this operation the soles of all the laboratory

shoes are wiped with Assembly Wipes moistened with distilled water.

Laboratory stools and other movable furniture items are removed from

the floor area while it is cleaned. Three or four times a year the tops of all

hoods, shelves, ventilating louvers, etc. are wiped before each successive

chemical analysis with moistened Assembly Wipes and a sheet of fresh

polyethylene film is laid on the surface. This film is disposed of after each

chemical operation. In some instances it is necessary to handle with fin-

gers the surfaces of apparatus that must come in contact with samples
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(plant and animal dissections). Before such handling, the investigator

wears three layers of polyethylene gloves and dips his gloved hands

directly into cold concentrated nitric acid while a second investigator

assists him to rinse the acid off with the purest water.

6. Blankfrom Air Contamination

In the CIT biogeochemical laboratory the contribution to the lead blank

from air exposure is about 0.004 ng Pb/h of evaporating chamber expo-

sure (flushed with filtered N2 gas). Air contamination in a 1 -liter beaker of

water standing uncovered in the laboratory is about 30 ng Si/h exposure.

The air contamination blank for potassium is believed to be negligible for

most analytical determinations. There is positive evidence of potassium

contamination of samples loaded on source filaments for the mass spec-

trometer upon standing for 5 to 10 days. It should be understood that 1/2

liter of air in an ordinary laboratory may contain 1 ng of Pb, and if this air

is shaken with liquid in a bottle or separatory funnel, the 1 ng of Pb in the

air will be added to the liquid.

C. Cleaning of Laboratory Ware and Other Items

Most of the CIT information regarding the cleaning of laboratory ware

refers to lead. However, some information is available on alkali and al-

kaline earths. The following materials cannot be used to contain liquids

that come in contact with the sample or to contact the sample itself: Py-

rex, Kimax, polycarbonate, methacrylate, linear polyetnylene, poly-

propylene, nylon, polyvinylchloride, Vycor, and platinum. Four ma-

terials are used to contact reagents and samples: FEP Teflon, TFE
Teflon, ultra pure quartz, and conventional polyethylene. TFE Teflon is

used wherever FEP cannot be used. It is less desirable than FEP Teflon

because it is a sintered material filled with contamination which is difficult

to remove, and it is susceptible to serious memory contamination. It is

cleaned in the same manner as FEP Teflon except in special instances

such as high temperature bombs, where it is cleaned with HE and HNO3
at high temperatures and very high pressures. FEP Teflon, once it has

been cleaned, can be reused many times. If it is used only for very low

level samples, the reliability of its providing no metal contamination in-

creases with each repeated cleaning step.

A summary of our knowledge of the relations between acid cleaning

and contamination for FEP Teflon and conventional polyethylene is as

follows: Experiments with isotope tracers show that large amounts of
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lead from the commercial analytical reagent grade acids are not absorbed

by FEP Teflon during hot acid treatment. Other experiments show that

isotope tracer lead is not lost onto Teflon during acid treatment. We have

not yet measured the amount of lead removed from Teflon or

polyethylene containers by hot, concentrated acids. We have checked

concentrated reagent acids standing cold for long periods in cleaned bot-

tles and have observed no increase in lead concentrations within an error

of 20 percent and if the contamination had been the same as that observed

for cold, dilute acid, we would have observed a 100 percent increase in

lead concentrations. All of our experiments with hot dilute acids refer to

Teflon and polyethylene surfaces that have been previously treated with

either hot (70 °C) concentrated HNO3 or HCl respectively for 3 days.

With hot (55 °C) dilute (0.5 to 0.05 wt %) acids acting on such surfaces we
see 20-40 ng Pb coming from the walls of a 2-liter bottle over a period of

4 to 5 days. The rate of lead released decreases with time in a reproduci-

ble manner with the same or different bottles after the surfaces are

retreated with hot concentrated acids. After about 5-days treatment with

hot, dilute acids, the release of lead becomes approximately constant (to

about 1 ng Pb/day/2-liter polyethylene bottle, and about 2.5 ng Pb/day/2-

liter FEP bottle) and this can be reproduced with surprising accuracy (±

25%). Variations are observed in the amount of lead released among dif-

ferent bottles but such variations are within a factor of 5. If plastic sur-

faces are exposed to hot aqua regia and then treated with hot, dilute acids,

the initial flood of lead leached is much greater than if the surface had

been cleaned by either concentrated HNO3 or HCl separately. Surfaces

treated with hot aqua regia do not give lower lead contamination after

soaking with hot, dilute acids. Several measurements have been made on

the amount of lead contamination contributed by the bottle on long stand-

ing filled with dilute acids at room temperatures and the rates of lead con-

tamination from the containers in these instances were observed to be

1/10 of those prevailing at 55 °C. This seems to contradict what has been

observed for contamination rates caused by cold, concentrated acids.

However, FEP on exposure to dilute HCl or HNO3 will develop nu-

merous, minute, subsurface bubbles. The rate of bubble formation by

dilute acids is greatly accelerated by heat. No such bubble formation is

observed after treatment with hot, concentrated acids. The bubble film

can be eliminated by heating the plastic at 195 °C for 24 hours. We have

not analyzed FEP Teflon or convenfional polyethylene for lead. At the

present time, the only way the CIT lab can be certain that a sample bottle

will yield a blank that is reliable is to fill it completely with purest water

after it has been cleaned, add a few ml ofNBS acid and spike it with Pb-"^,
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then heat it for 1 day at 55 °C. The spike is extracted from the water with

dithizone and analyzed, and the extra lead found beyond that expected

from the water, the acid, and the dithizone extraction is assigned to the

bottle.

It is recommended that bottles, beakers, resin columns, transfer

pipettes, and separatory funnels be made of FEP Teflon and that

evaporating dishes and transfer pipettes be made of quartz. High tempera-

ture bombs and other such items may be made of TFE Teflon whenever

necessary. It is recommended that Pyrex bottles, beakers, and separatory

funnels not be used at all. All reagent bottles should be FEP Teflon.

Quartz vessels must be used for acid decomposition of plant and

amimal tissues because the acid mixtures cannot be brought to tempera-

tures sufficiently high to completely oxidize some hydrocarbons in FEP
Teflon vessels.

Hot plates and acid baths should be arranged in the hood to provide for

the following cleaning procedures. FEP Teflon bottles are cleaned by first

wiping the outside and rinsing the inside with CHCI3 to remove grease.

They are then rinsed with water and shaken with ~ 100 ml analytical re-

agent grade concentrated HNO3 to remove surface salts. The bottles are

rinsed and filled with A.R. concentrated HNO3, capped loosely, and

placed in a 70 °C bath of A.R. concentrated HNO3 up to the neck for 3

days. The concentrated acid is poured out, the bottles are rinsed with pure

water, filled with 0.05 percent purest HNO3 (NBS or equivalent), set

directly on a hot plate and heated loosely capped for 1 day. The dilute acid

is poured out, the bottles are rinsed with purest water, filled with fresh

0.05 percent purest HNO3 and heated as before for 5 days. The dilute

rinse is then poured out, the bottles are rinsed with purest water and filled

with 0.5 percent purest HNO3. They are allowed to stand filled at room
temperature until ready for sample collection. The filled bottles should be

bagged in polyethylene to prevent surface dust collection.

FEP Teflon ware such as funnels, beakers, etc. is treated in the same

way except that it is totally immersed in both the concentrated and diluted

acids. The ware must be handled only with stainless steel tongs or with

hands enclosed in non-talced polyethylene gloves. After soaking, the

Teflon ware is rinsed, placed in large FEP dishes loosely covered with

aluminum foil and dried at 110 °C. Both the FEP dish and the aluminum

foil should be previously cleaned. After drying, the Teflon ware is

wrapped in polyethylene film and then wrapped again with Saran film.

The polyethylene film is dispensed from rollers 12 in wide and 1 mil thick.

It is much cleaner than Saran wrap. The outer Saran wrap is used to hold

the polyethylene film wrap in place. Some investigators place their

cleaned ware unwrapped within clean plastic airtight boxes, and just be-
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fore using, the ware is placed in FEP-lined sonic cleaning baths of purest

water.

After initial acid cleaning TFE Teflon high pressure bombs are further

cleaned with two or three successive heatings with mixtures of HF and

HNO3 to yield lead blanks less than or equal to 0. 1 ng Pb.

All quartz beakers and evaporating dishes after each use are immersed

in a solution of 10 percent analytical reagent grade HF in purest water for

10 minutes and then cleaned in the same manner as Teflon.

Once a piece of ware has been properly cleaned and it has been used

only for low level quantities of metal, and if during use it has been handled

with polyethylene gloves and its outside surface has not been exposed to

contamination, but instead has only touched clean polyethylene film, the

ware should be immediately rinsed with purest water and then soaked in

the high purity dilute acid bath in preparation for its next use. If the ware

has been exposed to more than 20 ng of Pb sample or more than several

hundreds ng of lead spike then it must be recleaned in the low purity con-

centrated acid baths before soaking in the high purity dilute acid bath.

Polyethylene bottles and ware are cleaned in exactly the same way as

Teflon except that HCl is substituted for both the concentrated and dilute

acid treatments, and the drying temperature is 50 °C.

Aluminum foil is cleaned by dipping into cold concentrated HNO3 and

rinsing with purest water.

Polyethylene bags are cleaned by partially filling with cold concen-

trated analytical reagent grade HNO3, folding the top shut, shaking, and

rinsing three or four times with purest water. These bags can be dried by

hanging them upside down from a plastic line with a plastic clip.

Millipore filters are cleaned by soaking in cold 6N HCl for 2 days,

rinsing on a cleaned polyethylene Biichner funnel with purest water,

soaking for 2 days at 55 °C in 1 wt % G. Frederick Smith HCl, rinsing on

a Biichner funnel with purest water, soaking for 2 days at 55 °C with 1 wt

% NH4F (prepared by neutralizing high purity NH4OH with NBS double

distilled HF) followed by a final rinse with a very small quantity of purest

water. The blank for these filters as determined by acid decomposition is

less than 1 ng Pb/47 mm filter. Nucleopore filters are cleaned in the same

manner as Millipore filters and lead blanks for these filters are the same.

In CIT blank calculations an assumed value of 0. 1 ng Pb/analysis is

used as originating from laboratory ware, exclusive of sample bottles. At

the present time blank tracer experiments suggest that the total contribu-

tion from all properly cleaned ware exclusive of sample bottles is equal to

or less than 0. 1 ng Pb/analysis and the contribution from sample bottles is

~ 1 ng Pb/2-liter bottle (either FEP Teflon or conventional polyethylene).

Some accidents have arisen from contaminated ware; some of them have
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been associated with cross-contamination occurring during concurrent

analysis of high level and low level samples.

D. Purification of Reagents

All reagents used in the analysis of lead at CIT are either purified in the

laboratory or. in the case of ultra pure acids, are obtained from NBS. All

reagents are stored in FEP Teflon bottles which have been cleaned in the

prescribed manner. Small volumes of reagents are dispensed by pouring

from storage bottles into small FEP Teflon graduated cylinders. The
latter are custom made and are cleaned in the prescribed manner.

Distilled water prepared in the CIT biogeochemical clean laboratory by

distillation from a quartz-Teflon cyclone scrubber boiling still equipped

with an automatic pot dumper, and stored in a 55-gal polyethylene drum
contains less than 0. 1 ng Pb/kg water.

Pure CHCI3 is prepared from reagent grade Baker's Analyzed CHCI3,

first extracted with 2N HCl. This acid is made from G. Frederick Smith

triple distilled HCl and purest water. The extraction is carried out in glass

bottles that had previously contained A.R. HNO3. The decantation

separation is effected by using a 1 -liter Teflon beaker. Six gallons of

CHCI3 are extracted at one time and the same acid is used to extract all 6

gallons. The acid extracted CHCI3 is distilled in a cyclone scrubber quartz

boiling still. The input CHCI3 is stored in a Pyrex reservoir: the output

CHCI3 is collected in rinsed CHCI3 glass A.R. acid reagent bottles. The
boiling pot is emptied and refilled for each 6 volumes distilled. The loss in

the cyclone scrubber is about 15 percent. The overall loss for each distil-

lation is approximately one-third. The distillation is repeated twice more

with the final distillate being received directly in the Teflon stock bottle.

Six liters of purified CHCI3 are obtained from 6 gallons of starting materi-

al. CHCI3 prepared in this fashion contains about 0.002 ng Pb/ml. Triple

distilled CHCI3 not first extracted with acid contains about 0.012 ng

Pb/ml. Reagent grade Baker's Analyzed CHCI3 contains about 50 ng

Pb/ml.

Pure dithizone is prepared from Eastman dithizone by adding 250 mg
of Dz to 250 ml of 2 percent NH4OH in a Teflon separatory funnel. Ten
ml of purified CHCI3 are added and the mixture is shaken for 1 minute and

allowed to stand for 10 minutes. The CHCI3 layer plus any film material

in the inner layer is drained off and the extraction is repeated six times

using fresh CHCI3 for each extraction. On the sixth extraction the mixture

is allowed to stand 2 hours. The CHCI3 is drained off and 10 ml of purified

CHCI3 plus 4 ml concentrated HNO3 are added to make the solution acid,
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then the mixture is shaken for 30 seconds and allowed to stand for 10

minutes. The CHCI3 layer is drained into a quartz dish and allowed to

evaporate in a Teflon oven at room temperature. Stock solution Dz is

prepared by dissolution of 20 mg of Dz in 250 ml purified CHCI3. The
lead isotope tracer exchange blank of this stock solution is 0.01 ng Pb/ml.

Twenty-five percent (NH4)3(citrate) is prepared from A.R. dibasic

(NH4)2H (citrate) 75 g in 300 g of solution using purest water. Anhydrous

NH3 gas is bubbled into the solution from a lecture bottle using a millipore

gas filter in the line and tubing made of Teflon. NH3 is added until the pH
is 8. The solution is extracted with 25 ml of stock Dz solution and the

CHCI3 layer together with any film at the solution interface is discarded.

The citrate solution is washed twice with 10 ml portions of purified

CHCI3 each time. In the last wash the mixture is allowed to stand 1 1/2

hours before the CHCI3 layer is discarded. Ten ml of purified Dz stock

solution is shaken with the citrate solution and it is washed three times.

The last wash is allowed to stand 2 to 10 hours before discarding the

CHCI3 layer.

One percent KCN is prepared by dissolving analytical reagent grade

KCN in purest water to make 250 g of solution. This solution is extracted

with 25 ml of a purified Dz solution containing 0.2 mg of Dz. The mixture

is allowed to stand 10 minutes and the CHCI3 layer is discarded together

with any interface film. The KCN solution is washed five times with 5 ml

of purified CHCI3. The extraction is repeated and washed again five

times, this time with 10 ml portions of purified CHCI3. The fifth wash is

allowed to stand 2 to 3 hours before draining.

The lead isotope tracer exchange blank at pH 7 to 8 for the citrate solu-

tion is 0.7 ng Pb/ml citrate. The exchange blank for the KCN solution at

pH 8 is 0.2 ng Pb/ml KCN solution. These exchange blanks can be

reduced for investigators using isotope dilution mass spectrometric

analytical techniques by exchanging residual traces of common lead impu-

rity in the solutions with nanogram amounts of a single isotope of lead (at

lowered pH's upon long standing). The effective common lead exchange

blanks at pH 7 to 8 for these two reagents have been reduced to 0. 1 5 ng

common Pb/ml of (NH4)3(citrate) and 0.064 ng common Pb/ml KCN
solution by this exchange method using Pb^^^ spike. These blanks are

caused mainly by isotope exchange between a fixed residue of common
lead in the reagent and the isotope tracer being used to measure common
lead in the dissolved sample. The extent of this exchange increases with

decreasing pH; consequently, the magnitude of this isotope exchange

blank will be determined by the lowest pH the mixture of spike and re-

agent is subjected to. The blanks and the procedures used by investigators

employing nonisotope dilution methods should not be affected by these
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large isotope exchange blanks from fixed residual impurities and it is

probable that ordinary chemical method entrainment blanks from the two

reagents purified as outlined above would be less than 0. 1 of the larger

figures quoted. The expected ordinary chemical method entrainment

blanks might be approximately 0.07 ng Pb/ml citrate solution and 0.02 ng

Pb/ml KCN solution.

The concentrated acids obtained from NBS are made by distillation

from nonboiling radiation stills. Twice distilled acids are required in all

cases. At the present time, expected blank for all NBS twice distilled

acids is about 0.01 ng Pb/ml concentrated HCl, HNO3, HCIO4, and HF.
The FEP stock bottles should be cleaned by the rigorous methods out-

lined in the last section before they are returned to NBS for refilling. It is

necessary to analyze a small portion of each stock bottle received from

NBS for metals because occasional high levels of metals may be found

{i.e., greater than 0.04 ng Pb/ml acid) and in such instances the acid

should be returned together with a new, empty, rigorously cleaned FEP
stock bottle for a fresh refill. NBS keeps track of each user's bottles, and

returns them accordingly. They do not mix bottles. After the initial

receipt, each investigator is responsible for the cleanliness of his own bot-

tles.

Dowex Ag — 1 X 8 100-200 mesh ion exchange resin is prepared in 500

ml batches which is enough for about 100 determinations. The resin is

placed in a 1 -liter Teflon bottle with 8N GFS HCl and the mixture is

shaken and the HCl is decanted. This is done four times and then enough

SN GFS HCl is added to make a thin slurry and this mixture is allowed to

scand for 1 month being shaken about once a day. At the end of 1 month

the mixture is transferred to a 1 -liter Teflon beaker and sucked complete-

ly dry using a polyethylene filter wand pushed to the bottom of the beaker.

Fresh SN GFS HCl is added to make a thin slurry and the mixture is

again allowed to stand for a month with periodic shaking. The acid is

removed as before and fresh acid is added and the mixture is allowed to

stand for a third month. This acid is removed by suction and the final slur-

ry is made up with NBS 6N HCl. Fresh aliquots of this slurry are used for

each analysis and the resin in the column is washed with 4 column

volumes of 6N HCl before treatment with 1.5N HCl. Our blanks for this

resin are about 0. 1 ng Pb/ml resin.

E. Chemical Procedures

Outlines of analytical procedures used for the determination of trace

amounts of metals in plant and animal tissues have been reported in the
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literature and they will not be reviewed here. Details of the acid dissolu-

tion of tuna muscle will be summarized to illustrate the precautions taken

to prevent contamination.

Frozen aliquots of dissected tuna muscle should be placed in quartz dis-

solution dishes and weighed immediately. They can be refrozen before

vacuum drying so they will not froth. Vacuum drying is the method of

choice for the determination of the water content, which is usually about

70 percent. The vacuum drying desiccator should be lined with cleaned

aluminum foil and the quartz dissolution dishes must be handled with

plastic gloves.

For large samples which froth upon the initial addition of acid, quartz

dissolution dishes with conically outward-flared sides on the upper half of

the vessel are used. These upper-angled sides of the dish prevent loss by

frothing because rising films are thinned by extension until they break and

fall back down. For 5 g of wet tuna muscle, 6 ml of HNO3 and 2 ml of

HCIO4 are used. The dish is covered loosely with a quartz watchglass and

placed in a Teflon acid evaporating chamber swept out by filtered

nitrogen gas and heated to 50-60 °C. After the initial rapid frothing is over

and the sample is in liquid form, the temperature is increased over a

period of several hours until the temperature reaches that necessary to

fume HCIO4. At this time the solution may darken, indicating incipient

charring and incomplete oxidation of the organic material. If this occurs,

concentrated HNO3 must be immediately added dropwise or a flash ex-

plosion may occur. It is convenient to displace the concave quartz cover

slightly to one side and drop the HNO3 onto the upper part of the angled

side of the quartz dish. As the HNO3 runs down the edge of the dish and

causes a violent frothing in the hot HCIO4 mixture, the aerosols formed

by the froth are retained by the quartz cover. HNO3 is added dropwise

until no further reaction takes place in the hot HCIO4. Afterwards the

evaporation is continued until HNO3 is completely gone and only fumes

of HCIO4 remain. The cover is then removed and the evaporation of

HCIO4 continued until the residue is bone dry. The dry residue should be

white and crystalline with a possible tinge of yellow. No brown or black

color is acceptable for this indicates incomplete oxidation. If the latter oc-

curs, the dish must be cooled, small amounts of a 3:1 mixture of HNO3
and HCIO4 must be added and heated again to fumes of HCIO4. It may be

necessary to add HNO3 dropwise again during this second treatment.

Occasionally two forms of precipitates give trouble. In one instance,

the quantities of calcium and sulfur in the sample may be so large that the

sulphate formed by the oxidation of the sulfur will precipitate calcium and

in turn coprecipitate other metals such as barium and lead. This

precipitate is difficult to redissolve once it has formed. To prevent its for-
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mation it may be necessary to use smaller quantities of sample and large

amounts of acids. In the case where seawater is evaporated to dryness

with aqua regia to decompose all organic matter, the formation of calcium

sulphate cannot be avoided, and in this instance the precipitate which is

formed can be redissolved by prolonged subsequent heating in slightly

acidified water at very large dilutions.

In other instances, silica gel precipitates form and these must be

eliminated with HF. The silica gel precipitate will attach itself to the bot-

tom of the quartz dish so that in those instances where this type of

precipitate is found to occur the acid digestion must be started over with

a fresh aliquot of sample in a Teflon evaporating dish. The dried residue

is treated with HF and HCIO4 and heated gently to eliminate silica and

then more strongly to decompose fluorides. The salts are transferred to

quartz with HNO3 and HCIO4 and heated to strong fumes of HCIO4 and

then to dryness to insure complete oxidation of intractable proteins.

For lead analysis the dried residue is usually taken to dryness with HCl
and then dissolved in \.5N HCl and loaded on the resin column. During

the acid dissolution procedure the dishes are handled with HNOs-cleaned

tongs by operators wearing plastic gloves. The lid of the Teflon acid

evaporating chamber is opened only momentarily to observe the contents

of the dish or to add reagents.

VI. Investigators Using Clean Laboratory Techniques

In addition to the authors at Caltech, the following persons carry out

trace metal investigations in clean laboratories at different geographic lo-

cations (this is only a partial list):

C. J. Allegre: Institut de Physique du Globe, Universite de Paris Vi, Tour 24/ 14, 9 QuaiSt.-

Bernard, Paris 5^, France.

J. W. Arden and N. H. Gale: Department of Geology and Mineralogy, University of Ox-

ford, Parks Road, Oxford, England.

I. L. Barnes: Analytical Chemistry Division, Institutefor Materials Research, National Bu-

reau ofStandards, Washington, D.C. 20234.

J. A. Carter: Oak Ridge National Laboratory, P.O. BoxX, Oak Ridge, Tennessee 37830.

M. Grunenfelder: Department of Mineralogy and Petrology, Swiss Federal Institute of

Technology, Zurich, Switzerland.

M. Tatsumoto: U.S. Geological Survey, Denver Federal Center, Denver, Colorado 80225.

F. Tera: Division ofGeological and Planetary Sciences, California Institute of Technology,

Pasadena, California 9II 25.
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G. Tilton: Department of Geology, University of California, Santa Barbara, Goleta,

California 93106.
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Three requisites must be satisfied for a physiological sample to be accepta-

ble for analysis in the clinical chemistry laboratory. If any of these three

requisites is not met, the acquisition of a reliable and meaningful result is

jeopardized.

To begin with, at the time the sample is collected, the patient must be in a

physical state appropriate for the contemplated assay. Some of these physical

requirements are reasonably apparent such as observance of being fasting, or

supine, and avoidance of hyperventilation. An example that is less obvious

concerns the interference by radioactive material already present in the pa-

tient's blood upon a radioimmunoassay.

The second requirement is for the blood drawn from the patient to be truly

representative of that in the circulation. This implies circumvention of trauma

to body tissues, avoidance of damage to the blood cells and alertness to the

possible introduction of contaminants.

Finally, the specimen must be maintained in a manner that preserves its

composition with regard to the parameter to be measured. While certain

analytes remain stable for long periods, others require the use of chemical

preservatives or that the sample be frozen. In some instances, no practical

method of preservation has been developed.

Keywords: Accuracy and precision; analysis of body fluids; clinical analy-

sis: clinical chemistry; clinical sampling; enzyme analysis;

storage of clinical samples.

Physiological samples such as blood, urine, amniotic and cerebrospinal

fluids are complex mixtures of inorganic and organic substances con-

tained in an aqueous matrix. While still part of the organism, they are in

dynamic equilibrium with the tissues to which they relate and their com-

position is a reflection of the overall metabolic status of the organism at

any particular instant.

A large clinical laboratory capable of offering a truly comprehensive

testing service may have a repertoire of 600 or more different analytical
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procedures. These determinations are requested by physicians to be per-

formed on samples from their patients for the purpose of making an initial

diagnosis or for observing the effect of therapy. It is essential that the

laboratory result be of sufficient reliability to guide the physician to a cor-

rect conclusion with regard to his patient. The majority, if not all of this

large number of determinations, however, can be affected to some extent

by the circumstances involving when and how the sample is drawn and its

handling prior to the start of the analysis. The clinical laboratorian must

consider sample quality and stability for every procedure in the test list.

Since the health, and sometimes the life, of a patient depends upon the

validity of the laboratory result, a thorough understanding of the problems

of sampling is vital.

In the beginning — to quote a well-known reference — there is the pa-

tient. An alteration in posture will cause body water to shift from the ex-

tracellular fluid to the tissue compartment when the patient changes posi-

tion from recumbency to sitting up or standing. This results in small but

measurable alterations in the concentration of the serum protein-bound

constituents. A person who bounds up the stairs to the doctor's laboratory

to have blood drawn will very likely exhibit a creatine kinase level

distinctly greater than normal. This finding also occurs in the practicing

athlete when interpretation of the result may have to be quite different

from that of a sedentary individual. Certain blood constituents are greatly

altered within minutes or hours by eating, glucose being an obvious exam-

ple, but there are others including phosphorus and triglycerides. In order

to give a correct lipoproteinemia phenotype, the subject should have

taken a "normal" diet for at least 2 weeks and have fasted for about 14

hours prior to the test. Failure to adhere to these instructions will almost

certainly cause the lipoprotein electrophoretogram to misrepresent the

true condition of the patient. It is common for pediatricians to need

knowledge of the pH and gas partial pressure values in the blood of their

young charges. Should the baby be crying lustily when the blood is

drawn — either as a result of being pricked with a needle or for other

reasons of which most parents have knowledge — the ensuing hyper-

ventilation will nullify the fanciest expertise back in the laboratory.

It is becoming increasingly common for departments of radiology to

carry out procedures in which the patient drinks, breathes or is injected

with radioactive material. Isotopically labeled substances are employed

for radiological scans of the organs such as brain, lungs and liver. Should

it be that shortly thereafter blood is drawn for a laboratory measurement

which happens to be carried out using a radioimmunoassay, serious error

could occur.

What has been discussed so far are influences which originate within
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the patient and which cause spurious results even though the sample is

subsequently drawn and handled correctly. I would now like to consider

some sources of error which have physical causes and are generated by

the drawing of the sample. In general, it is almost always the case that a

satisfactory sample can be drawn from the person with good veins. There

are, however, those individuals whose veins are difficult to locate and a

blood sample is obtained only after trauma to the tissues. When this oc-

curs the blood may be unsuitable for those tests in which the intracellular

concentration is markedly different —usually greater— than that of the

plasma. Contamination with tissue fluid or even a small amount of red cell

damage resulting in hemolysis will yield very misleading elevated results

for serum potassium and certain enzymes including aldolase, isocitric

dehydrogenase, argininosuccinate lyase, arginase and lactic

dehydrogenase. The activity of these enzymes is 10 to 200 times as great

in erythrocytes as in plasma, hence the need to avoid hemolysis. Pan-

creatic Hpase, which is measurable in serum, is inhibited by the products

of hemolysis so that a normal value obtained from a hemolyzed sample is

therefore subject to question. There are many other substances in blood

where there is a considerable difference in plasma and erythrocyte con-

centrations so that hemolyzed blood, in general, is unacceptable for clini-

cal laboratory determinations. Not only may there be the physical effect

of dilution with cellular contents, the contribution of fluid with concentra-

tions of important substances vastly different from that of plasma, but

hemoglobin can interfere with many colorimetric reactions which is dif-

ficult or impossible to correct by including a blank. Although the deter-

mination of acid phosphatase is usually of interest as a measure of pro-

static pathology, the erythrocyte enzyme can interfere. In this case, how-

ever, judicious use of inhibitors of the red cell enzyme, or, more con-

veniently, selection of thymolphthalein phosphate as substrate gives a

method virtually specific for the prostatic enzyme.

Immediately upon withdrawal from the organism, which for our pur-

pose today is the human or animal body, the sample is no longer in-

fluenced by the many other metabolizing systems to which it was sub-

jected previously. A change in environment has occurred. Blood is a

metabolizing tissue and now no longer is there a constant replacement of

substrates, a well-regulated pH, p02 and PCO2 or a removal of reaction

products. Instead, the sample in its sealed glass tube has become a closed

system. An interesting example came to light a few years ago when it was

found that blood for transfusion which had been drawn from donors and

subsequently stored did not transport oxygen efficiently, and thus was vir-

tually useless to the anemic recipient. The reason was finally tracked

down and was found to be due to the disappearance of 2,3-
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diphosphoglycerate (2,3-DPG), a metabolite occurring in the Embden-
Meyerhof pathway. The role for this compound, which for many years

was regarded as an oddity, was then discovered to be that of controlling

the conformation of hemoglobin and thus its ability to transport oxygen.

The simple step of including a sufficiency of glucose to the stored blood

appears to have solved the problem by ensuring the continued functioning

of the Embden-Meyerhof pathway and the continued presence of 2,3-

DPG. This is just one example of the complexity of sample handling and

the potentially far-reaching nature of the intricacies when dealing with

physiological samples.

At the time of drawing the blood sample, it is necessary that all required

apparatus be at hand for immediate use, owing to the unique property of

blood of clotting. This implies that a prior decision has been taken— ex-

actly what preparation is required for testing. In the medical field almost

all blood is obtained by use of evacuated collecting tubes. These tubes are

designed with a gum rubber stopper so that when used with a plastic nee-

dle holder unit, the stem of the double pointed needle punctures the

vacuum tube stopper and the blood is drawn directly into the collection

tube at a rate of about 1 ml per second, which results in gentle treatment

of the blood and will not rupture the cells or give rise to hemolysis. A
specimen collected in this manner has little chance of becoming con-

taminated, spilled or spoiled due to evaporation. The rubber stopper is

self-sealing and is color coded to indicate the anticoagulant contained

within the tube. The blood specimen may be centrifuged directly while

still in this collection tube.

The decision, referred to above, lies in making a primary choice of

whether or not to allow the blood to clot and, if not, what anticoagulant to

select. Of course, the need for making this decision can and should be ob-

viated by having the laboratory furnish a list of available tests together

with instructions on specimen requirement in every case. Our concern

today is to examine the various reasons for making a particular selection.

The solution to one aspect of the problem appears obvious. If the test to

be performed involves some property of the cellular portion of blood, use

an anticoagulant. This applies to cell counts, blood typing and grouping,

investigation of the hemoglobinopathies such as sickle cell disease, and of

the intracellular enzymes such as the specific tests for the presence of a

number of inherited diseases including galactosemia. The use of an an-

ticoagulant is also an appropriate first step in the preparation of erythro-

cyte ghosts or stroma. Next, if the clotting mechanism is to be examined

and quantitation of fibrinogen, prothrombin or any of the considerable

number of clotting factors— with the possible exception of calcium — use
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an anticoagulant.

The question now arises as to which of the several useful substances to

select as the anticoagulant for the specific use in mind. Although not

strictly within the purview of this discussion. I will mention blood count-

ing since there is a close association with clinical chemistry for some

pathological conditions. For the purpose of blood counting, not only

should cells remain intact but internal structure and morphology must be

faithfully preserved. Ethylene diaminetetraacetic acid, usually ab-

breviated to EDTA. is most frequently used at a concentration of 1 mg
per ml blood because it produces only minimal alterations. Samples for

abnormal hemoglobins and erythrocyte enzymes may be mixed with

heparin. EDTA and even oxalate. Most workers prefer citrate when col-

lecting blood for the clotting factors. This anticoagulant is added in solu-

tion rather than as the soHd so that its effectiveness is immediate. The
ratio of the volume of citrate solution to that of blood is also carefully ob-

served so that the subsequent chemical reactions can be properly con-

trolled w ith respect to reagent concentrations.

In order to use anticoagulants wisely, it is necessary to understand their

modes of operation and also any other side effects which can occur. For

example. EDTA. the chelator of divalent metal ions inhibits the coagula-

tion cascade at the point at which calcium is required. The resulting

plasma is quite suitable for the determination of calcium by atomic ab-

sorption spectrophotometry since the chelate is destroyed at the time the

measurement is made. On the other hand, this plasma is not acceptable for

dye binding methology as is used in the SMA- 12/60 because of the suc-

cessful competition by EDTA. Parallel arguments can be made for mag-

nesium. There is an additional compHcation in this instance involving

several magnesium-dependent enzymes, the phosphatases being of prime

importance.

The fluorides, at a concentration of 10 mg per ml blood, also act as an-

ticoagulants by precipitation of the serum calcium as CaFo. However,

magnesium is also removed, rendering the plasma unsuitable for deter-

mination of calcium, magnesium and the magnesium-dependent enzymes.

Oxalates are still in very common use for their property of preventing the

clotting of blood. The usual concentration is about 2 mg per ml blood. The
serious and unavoidable limitations to the use of oxalates He not only in

the precipitation of calcium, magnesium and iron but also in the aheration

of plasma components. The hematocrit using potassium oxalate is 8 to 13

percent less than that obtained with heparin. This shrinkage of erythro-

cytes results from a water shift from the cells to the plasma due to the

osmotic effect caused by the addition of the salt to the plasma phase. Not
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only is there a measurable dilution error for certain plasma constituents

but also there may be an alteration in erythrocyte permeability and there

is almost always some degree of hemolysis associated with the use of oxa-

lates. In 1934, Heller and Paul introduced a so-called "balanced" oxalate

preparation consisting of 3 parts ammonium oxalate to cause swelling of

the erythrocytes balanced by 2 parts of potassium oxalate which causes

shrinkage, 2 mg of the mixture being used per ml of blood. Opinions on

the effectiveness of this combination are contradictory and in any case it

cannot be used for any determination involving ammonia, nonprotein

nitrogen, urea nitrogen by the urease method or total nitrogen. Whatever

choice is made of anticoagulant, the sample should not be shaken roughly

but tipped gently several times in order to avoid the production of hemoly-

sis.

I would like to turn now to the problems of sample stability and to the

various means available to preserve blood and its components for analy-

sis. While preservation of a biological specimen is usually not a significant

problem in the hospital clinical laboratory because reporting time is only

a few hours, there are procedures not performed on a daily basis. In addi-

tion, the widespread use of reference laboratories by general practi-

tioners, hospitals and research workers has made it necessary to establish

without doubt whether it is possible to send a sample through the mail to

a distant laboratory and then be able to rely upon the result obtained. The
question of stability of a sample for a particular analysis requires that

every situation be considered individually. As one example, there is still

to be devised a way to stabilize blood for the quantitative determination

of methemoglobin so that the analysis could be delayed for 1 to 2 days.

At the moment of shedding, blood is an actively metabolizing tissue,

which in the collecting tube continues to utilize the available glucose of

the plasma at a rate which is dependent upon the temperature. In order to

obtain a reliable and meaningful glucose result it is essential to inhibit

glycolysis immediately upon removal from the vein. If this is not done, a

significant diminution of the glucose concentration of anticoagulated

blood occurs within minutes. For many years either fluoride alone or a

mixture of oxalate and fluoride was used to inhibit the rapidly metaboliz-

ing systems, particularly the magnesium-dependent enzyme, enolase. It is

imperative to dissolve the fluoride rapidly for it to exert its effect and for

this reason sodium fluoride, which is relatively insoluble, has been found

not entirely satisfactory. The potassium salt is readily soluble, but has the

disadvantage of being hygroscopic, although this does not pose a problem

for the evacuated tube system. The glucose content of blood was found to

be stable for as long as 10 days at room temperature in the presence of'

fluoride provided the sample was sterile. Fluoride, however, is not suffi-
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ciently antibacterial to prevent microbial growth if the specimen contains

microorganisms. In 1923, a combination of 10 mg fluoride + 1 mg thymol

per ml blood was introduced. The presence of the thymol effectively con-

trolled microbial growth so that nonsterile specimens were stable for at

least 2 weeks. One of the better methods for the measurement of glucose

which is now widely used in manual and automated versions relies upon

reaction with o-toluidine in acetic acid. Unfortunately, thymol gives a

positive interference in this method, 1 mg thymol per ml sample giving a

bias equivalent to approximately 10 mg glucose per 100 ml. Following a

thorough investigation, Bio-Science Laboratories is now using a heparin

fluoride mixture for the preservation of whole blood for glucose deter-

mination. It is also our practice to centrifuge the sample and perform the

determination on plasma, since it is in plasma that glucose is presented to

the tissues. It now seems that the most effective and convenient process

for obtaining an acceptable sample for glucose is to draw the blood into a

plain tube and allow it to clot. Within 30 minutes centrifuge the sample

and transfer the cell-free serum to another tube. Little or no glucose

utilization appears to occur under these conditions, possibly due to the in-

accessibility of substrate to the cells enmeshed in the clot. If the deter-

mination is to be delayed by more than a few hours, add 10 mg fluoride

per ml serum when the sample should be stable for at least 1 week at nor-

mal environmental temperature.

While discussing glycolysis, the determination of lactate should be men-

tioned. This measurement is requested quite frequently and often on a stat

basis. As soon as blood is withdrawn from the body, the lactic acid level

begins to increase as a result of glycolysis. At 25 °C increases of 19 and 70

percent have been found at 3 minutes and 30 minutes, respectively. The
method of sample stabilization requires not only that the lactate level be

maintained as it existed in the patient, but that it not interfere with the

subsequent assay procedure which uses the enzyme lactate

dehydrogenase (LDH). This accounts for the rejection of enzyme inhibi-

tors such as iodoacetate. The most widely used practice is to collect blood

being careful to avoid a major source of contamination from lactic acid on

the skin, and without stasis, which may cause a large positive error. If a

tourniquet is necessary for venipuncture, the constriction time should be

minimized, and after releasing the tourniquet there should be a wait of

about 30 to 60 seconds before drawing the blood. One volume of whole

blood is added immediately to an equal volume of 7 percent w/v perchloric

acid, preferably ice-cold. The supernatant from this precipitation step is

stable for at least 1 week at 30 °C.

In general terms, with the exception of investigation involving cellular

constituents and the coagulation factors, serum is satisfactory for all other
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clinical laboratory analyses. However, this is still too sweeping a state-

ment since LDH and aldolase are liberated from thrombocytes during the

clotting process and amino acids are present in serum in greater concen-

tration than plasma from the same blood specimen. There is little doubt

that serum should be separated from the clot as soon as possible to avoid

contamination by leakage from the cells. Stability of samples is usually ex-

amined at normal ambient temperature, 25 °C; in the refrigerator at about

4 °C; at freezer temperature (—5 °C to —20°C) and in dry ice at about

—70 °C. While the majority of serum components are stable for an in-

definitely long period while packed in dry ice, the use of solid CO2 is an in-

convenience; shipping samples packed in it is costly and it is still not

necessarily available in the smaller communities. Our laboratory is now
making a serious attempt to find alternatives to the use of dry ice for the

purpose of stabilizing biological samples.

There is an abundance of conflicting reports concerning the stability of

serum LDH at various temperatures. Most data suggest that LDH is

reasonably stable at room temperature for about 10 days. However, there

are a number of publications indicating loss of activity under a variety of

differing temperatures. A possible explanation is that LDH has minimal

stability at 0 °C and at temperatures above and below there is greater sta-

bility. It should be noted that the serum LDH is composed of five iso-en-

zymes, one of which is known to be more heat- and cold-labile than the

others. This highlights one of the major problems of this complex field.

Many workers establish optimum stability conditions using serum from

healthy individuals such as laboratory technologists or medical students.

In this way only one aspect of the problem is viewed. An appropriate

number of abnormal cases always should be included for all too often, in

the case of enzymes, the predominant activity is not identical with that in

the normal individual.

Creatine kinase also has been the subject of much disagreement con-

cerning stability. One publication indicates that the enzyme in serum from

patients with muscular dystrophy may show very little loss of activity

compared with that associated with myocardial infarction, which

decreases to a variable extent overnight in the freezer.

One interesting development which came into general use with the ad-

vent of phenylketonuria screening programs is the collection of blood on

pieces of a selected filter paper. The technique has a particular advantage

in pediatrics when blood must be obtained from a heel or finger prick. Pro-

vided the blood is flowing freely from the puncture site and discrete drops

fall on to the special filter paper, sufficient sample is available for the

laboratory to conduct tests, the number of which is growing. In particular,

the detecfion of certain red cell enzymes is possible and the quantitative
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assay of phenylalanine and tyrosine is routine. The filter paper prepara-

tions appear stable for several weeks especially if they are stored under

conditions of low humidity.

I have endeavored to indicate the complexity of the problems and that

no assumptions should be made. I have by no means mentioned all of the

problems associated with sampling that present themselves to the clinical

laboratorian. These include the effect of drugs upon determinations, the

folly of drawing blood from the arm into which an intravenous infusion is

running, the contamination by the manufacturer of the stoppers of evacu-

ated blood collection devices first with glycerol which interfered with

triglyceride determinations, and now with a zinc compound which inter-

feres with blood zinc and possibly other measurements. I have not drawn

your attention to the need to thoroughly mix samples which have been

taken from the freezer and thawed and now exhibit concentration

gradients. There are the particular precautions associated with

cerebrospinal fluid, amniotic fluid and, of course, urine. Sampling is an

aspect of clinical chemistry in which much has already been achieved but

there is still a great deal to accomplish.
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Determination of ultratrace (<! ^tg/g) metal content in diverse matrices

requires high-purity reagents for dissolution, preconcentration and supporting

electrolytes. Trace impurities in these reagents fluctuate not only with the

degree of contamination during purification and containment by the manufac-

turer but also with the care exercised by the analyst.

Particulates are a prime source of ultratrace impurities in inorganic salts.

Most of the Fe, Pb and Cu in water soluble sodium and potassium reagents can

be removed by sub-micrometer filtration under pressure. These impurities can

be further reduced by mercury cathode electrolysis.

Although liquids are more easily purified, they are not stored as easily as

solids. Accelerated aging studies for liquids, particularly the mineral acids, in

leached glass or plastic containers are necessary to insure the integrity of the

product. After the chemical has been purified and stored, it must be

equilibrated with its container and analyzed under contamination-free condi-

tions. Until full, accurate disclosure of procedural details for ultratrace mea-

surements are published by suppliers and the laboratory analyst, inaccuracies

attributed to systematic errors can be expected. Improper handling of high-pu-

rity reagents is frequently observed. For example, there is no point to use an

expensive reagent when the container is allowed to collect dust on an open

shelf or in the fume hood of a heavily contaminated laboratory.
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high-purity reagents; membrane filtration; mercury cathode

electrolysis; prepurification; purity definition; reagent con-

tamination; ultrapurification.

I. Introduction

The inability to control the blank at levels insignificant in comparison

with the constituent to be determined severely restricts the limits of detec-

tion for ultratrace (< 1 /Ag/g) measurements. Primary causes of high blanks

363
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have been recognized as impurities in reagents, particulates entering from

air and leaching from containers and apparatus [ 1-9] . There is a dynamic

interplay between these factors during all ultratrace analysis. If control of

airborne and container contamination is included in the analytical

methodology, then figure 1 lists the most important contamination

parameters in the analytical laboratory.

C H EM IC ALS INSTRUME NTS

METHODOLOGY TECHNOLOGISTS

Figure 1 . Contamination parameters in the analytical laboratory.

Rigid control of reagent purity is not sufficient if a deficiency in one of

the other parameters exists. As laboratory personnel have variable educa-

tion and experience, constant evaluation of professional competence is

required in the training of a staff proficient in sophisticated techniques.

Methodologies must be evaluated with certified standards to assure con-

sistently reliable results. The importance of the calibration of instruments

was vividly demonstrated in 1965 by the Standard Committee of the Col-

lege of American Pathologists [10]. When samples of potassium nitrate

and pyrene were distributed to 94 laboratories for absorbance measure-

ment on a spectrophotometer, the results clustered about 1 1 values, each

corresponding to a particular brand of instrument.

Some applications for high-purity reagents in ultratrace analysis are

listed in table 1. In the analysis of high-purity materials or natural

systems, ultrapure reagents are required for dissolution, preconcentration

and supporting electrolytes. The new field of telecommunications is a

good example. Here the maximum tolerable concentration of transition

elements in chemical components for glass fiber waveguides ranges from

2 to 100 ng/g [ 1 1 ] . To date, the iron content in silicon dioxide suitable for

waveguides is usually 2 to 20 ng/g.

The first step in the emission spectrographic analysis of this silica by

our analytical group involves the dissolution of 1 gram in 4 ml of

hydrofluoric acid [12]. Since ultrapure 48 percent hydrofluoric acid

prepared by the Mattinson sub-boiling distillation [13] in our laborato-



ZlEF AND HORVATH 365

Table 1. Applications for high-purity reagents in trace analysis

Application Typical matrix

High-purity materials:

Electronics Metals, inorganic dopants, alloys, single crystals, thin films.

Telecommunications Si02, Si02 + B2O3, Si02 + Ti02, Si02 + Na2C03 + CaCOs,
GaAs, GaP

Standards and reagents Acids, bases, a variety of inorganic and organic chemicals.

Natural systems

:

Stratosphere Lunar samples

Atmosphere Air

Hydrosphere Sea water, potable water

Lithosphere Minerals, soils, agricultural commodities

Biosphere Blood, urine, tissues

ries contains 2 to 5 ng/g of iron typically [ 1 4 ] , 4 ml of the acid may con-

tribute a blank up to 20 ng per gram of silicon dioxide. Usually a blank

less than one-tenth of the element content undergoing measurement is

desired for a trace determination. In this case the blank and sample

present similar iron content. A significant blank is typical for iron which

appears to be ubiquitous in all matrices.

Mattinson was concerned only with the lead content in HF distilled

from, and collected in, Teflon FEP bottles. The iron concentration of the

distillate was found to be substantially higher than that of lead in our

laboratories [14]. Inasmuch as Fe, Zn, Al, Ni, Cu and Mn impurities were

found to be imbedded in the walls of all Teflon FEP bottles [15], the

higher Fe content can be ascribed in part to the leaching of Fe from the

container walls. When ultralow Fe content of HF is the prime considera-

tion, the acid should be stored preferentially in a well-leached

polypropylene or high-pressure polyethylene bottle.

II. Designation of Purity

In the early 1950's soHd state electronics research revealed that electri-

cal properties of semiconductors are directly related to the impurity con-

tent. Electronics was the first, and continues to be, the major discipline to

recognize the importance of trace impurities in ultrapure materials.
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Definitions of purity that were originally devised for ultrapure metals

have gradually been extended to inorganic and organic compounds.

In 1958 Melchior [16] defined the degree of purity, R (Reinheitgrad),

by the equation: R = — log (100-g) where g is the weight percent of a pure

element. For example, if a metal is 99.999 percent pure, R = — log 0.001

= 3. In 1961 a British company suggested that the capital letter N denote

nine; for example, 5N indicates 99.999 percent and4N5 indicates 99.995

percent [17]. An overall assessment was obtained by adding the spectro-

graphically detectable elements and subtracting from 100. Later the letter

j

Z was added to the purity designation to show that zone melting was the

preparative method: 5N (Z) corresponds to a zone-refined product 99.999

percent pure.

Recently the prefix "m" has been introduced to indicate metallic impu-

rities whereas ''t" designates purity based on total contaminants including

oxygen, carbon and nitrogen [18]. In this system designed for metals,

"m5N5;t4N" indicates that emission spectrographic analysis does not

reflect the total impurities present.

In 1965 the IREA (AU-Union Scientific Research Institute of Chemi-

cal Reagents and Ultrapure Chemical Substances) proposed a system

based on the number and concentration of specific impurities. A designa-

tion of 10-5 means that 10 trace elements have a total concentration of 1 x
10-5 percent. The second number in this system is the negative of the

logarithm of the total concentration of 10 trace elements (expressed as

percent) [19]. The raw data for silica of 1 0-5 purity was the following:

Concentration %

Al 2 X ]0-«

B <1 X 10-^

Ca 5 X 10-6

Fe 3 X 10-6

Mg <1 X 10-6

Na <5 X 10-5

P 2 X 10-7

Pb <5 X 10-6

Sn <6 X 10-6

Ti <4 X 10-7

In this example the total of all impurities is considered to be less than 5

X 10-5 percent. Numbers from 5 and above are rounded off to 10. If the

concentration of impurities totaled 6 x 10-^, the value would be rounded

off to 10 X 10-5 Qi- ] X 10-4 percent. The ''purity index" would then be 4.

Certainly such a logarithmic expression for the degree of purity would

constitute a step forward in standardizing literature. In any case, the

terms "ultrapure," "superpure," or "spectrographically pure" have no

meaning unless accompanied by a detailed actual lot analysis, preferably

with the method of analysis indicated.
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At this conference last year, Barnard [20] presented the text of a cer-

tificate for ultrapure silicon dioxide prepared by the J. T. Baker Advanced

Materials Team. The actual lot analysis included the state-of-the-art as-

sessment of purity as well as the cation and anion impurity content. In ad-

dition, details for the dc-arc emission spectrographic procedures

developed for analysis at the ng/g level were illuminated.

The unusually complete details reported for the analysis of high-purity

EDTA [21 ] is another example of the minutiae demanded by the litera-

ture on ultrapurity. Only meticulous attention to all procedures that

eliminate contamination will improve interlaboratory studies. Until

detailed disclosure of procedural details for ultratrace measurements are

provided by supplier and the consuming laboratory, the source of bias at-

tributed to systematic errors cannot be identified. As the purity of re-

agents increases, the supplier relies more and more on the feedback pro-

vided by detailed characterization of these reagents in the literature.

III. Preparation of High-Purity Reagents

Since the preparation of high-purity chemicals is so intimately tied to

analysis, trace analytical techniques must be highly developed by all

teams working with high-purity materials. Monitoring of samples before

and after purification by reliable analysis under "clean-room conditions"

continues to be important. Too frequently the preparative chemist at-

tempts to reduce impurities to the ng/g level when his analytical support

is limited to the fxglg range. As a result, the discovery of the optimum pu-

rification scheme is endangered.

Preparative groups approach the purification of sodium salts by

multistep schemes. For example, extraction of an aqueous solution with

chloroform solutions of 8-quinolinol and ammonium pyrrolidinecar-

bodithioate is followed by passage of the aqueous solution through a

column of a cation ion-exchange resin in the H+ form. After the resin is

loaded with sodium, it is treated with high-purity Na2EDTA (disodium

salt of (ethylenedinitrilo) tetraacetate acid) to remove traces of polyvalent

metals. Finally, the sodium is eluted from the column with high-purity

HCl.

When such a purification sequence was repeated in our laboratory with

exhaustive attention to contamination control, it was noted with surprise

that the extraction with the chelating agents afforded an aqueous solution

that met the target specifications. The ion-exchange step is, therefore, su-

perfluous. This type of "operation overkill" can be avoided by ap-

propriate analytical support.
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Various high-purity reagents can be prepared in the laboratory by the

methods listed in table 2. In many cases classical techniques such as

crystallization, fractional distillation and solvent extraction are applica-

ble. Frequently one method can serve for prepurification; a second, for ul-

trapurification. The assessment of purity for reagents fluctuates with the

degree of contamination occurring during preparation, handling, contain-

ment and analysis [22-28].

Table 2. Methods ofpurification for high-purity reagents

Chromatography
Partition

Preparative gas-liquid chromatography
Liquid

Adsorption

Adsorptive filtration

Ion-Exchange
Crystallization

Distillation

Electrolysis

Extraction

Fractional Solidification

Progressive freezing

Zone melting

Ignition

Membrane filtration

Precipitation

Sublimation

A. Inorganic Salts

Membrane filtration under pressure is an excellent prepurification

technique for water-soluble inorganic reagents. Filtration of aqueous solu-

tions of sodium salts through a 0.2 ixm cellulose acetate filter under 30 lb

pressure can remove 80 to 90 percent of the iron and 50 to 60 percent of

the lead and copper content from the dry salts [29]. These water-insolu-

ble contaminants are invariably introduced into most industrial chemicals

by electrostatic effects [26]. An extremely sensitive x-ray fluorescence

method for the direct determination of cations in water-insoluble particu-

lates provides a rapid evaluation of membrane filtration [30] . The prepu-

rified solution can then be freed of additional trace elements by mercury

cathode electrolysis [27 ]

.

Buffers and supporting electrolytes, often required in relatively large

volumes with respect to a trace element being determined, are readily ul-

trapurified by mercury cathode electrolysis [31 ]. Sodium or potassium
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salts of acetic, citric and boric acids, potassium acid phthalate, potassium

dihydrogen phosphate and dipotassium hydrogen phosphate are popular

salts in buffer systems. In addition, potassium and sodium chloride are

preferred supporting electrolytes that must be ultrapurified.

When electrolysis of these salts is carried out with a platinum anode and

mercury cathode under an inert gas blanket (argon) at a potential of — 1.5

volts versus a standard calomel electrode, practically all of the elements

reducible to the metallic state are removed by the mercury.

In anode stripping voltammetric procedures it is common to analyze for

lead, cadmium or zinc at the micro-molar concentration in a 1 or 2 molar

solution of a buffer or simple salt. In the determination of lead in blood,

for example, the whole blood is refluxed with perchloric acid to oxidize

organic matter, then 2 molar sodium acetate solution is added prior to

anodic stripping analysis [32]. Since the lead content of normal whole

blood is 0.3 to 0.4 /itg/ml, roughly 1.5 micro-molar [33], the concentra-

tion of lead in the sodium acetate supporting electrolyte should be 0.15

micro-molar, one-tenth of the concentration being determined. The solid

sodium acetate, therefore, should contain less than 0.0001 percent lead,

a value not attained in most commercially available reagents.

Although mercury cathode electrolysis provides an excellent tool for

the purification of ultrapure chemicals, unusually rigid handling

procedures are required to preserve the integrity of the product. The elec-

trolysis should be carried out in a laminar-flow hood in a class 100 clean

area [34] with the application of clean-room techniques [35].

B. Organic Reagents

Organic liquids can be prepurified to ~ 99.8 percent by fractional distil-

lation. Those that melt in the range — 25 to + 20 °C can be ultrapuritled

by fractional freezing of the distillate to 99.99 percent purity. A tempera-

ture of — 25 °C is the lowest temperature handled readily by most com-

mercial cryostats. The limitation of temperature, of course, is determined

by cryogenic equipment available. The following materials (M.P., °C in

parenthesis) are candidates for this purification scheme: cyclohexane

(6.5), cyclohexanone (— 16), dioxane (12), anilinel (— 16),p-xylene (14).

The boiling points (144. 139 and 138 °C) and the melting points (- 25, -
47 and +13 °C) of the ortho, meta and para-isomeric xylenes clearly

demonstrate that freezing should be a powerful purification tool. Actually,

p-xylene (99.99% assay by GLC chromatography) has been obtained

after partially freezing 99.86 percent distilled material [36]

.
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C. Acids

Inorganic acids find extensive applications in all types of trace analysis.

In the laboratory sub-boiling distillation of HCl, HNO3 and H2SO4 in

vitreous silica and HF in Teflon TFE stills affords distillates with

unusually low cation content, when stored in Teflon PEP bottles [37].

These acids can be obtained commercially with most cations controlled at

the low ng/g level [38 ] . Although Teflon FEP containers are ideal for the

in-house transport of acids, current Department of Transportation regula-

tions do not permit the shipment of acids, other than HF, in free-standing

plastic containers. Vitreous silica and high-silica (Vycor, Corning) glass

have desirable chemical resistance, but economics eliminates them from

general consideration.

Comparison of acid purification in the literature is difficult to interpret

as fragmentary data on essential parameters relating to leaching from

glass and plastics are usually reported. A complete description of the

leaching action of a chemical on glass should record the composition of

the glass, the upper temperature of glass working and the manufacturer.

The pretreatment of the surface with water, detergent, hydrofluoric or;

other acid is also important. A description of the removal of surface con- i

tamination from polyethylene or polypropylene by abrasive action prior

to acid cleaning may be the key to low desorption. Access to radiotracer

methods is frequently required to interpret correctly the movement of

traces in closed systems.

Analysts all too frequently dismiss borosilicate glass as an inferior con-

tainer for acids. Accelerated aging tests of acids in leached containers

along with analysis of the acid before and after aging in our laboratory,

however, indicate that for high-purity acids packaged in pretreated

borosilicate glass 12 elements [39] remain unchanged. Emission spectro-

graphic analysis of concentrated hydrochloric acid stored in acid-leached,

sealed 100-ml ampoules at 50 °C for 13 days showed that the following

elements are unchanged: Ca, Co, Cr, Fe, Pb, Mn, Hg, Ni, K, Sn, Sr, Zn.

The only elements that were leached were sodium, boron, silicon, alu-

minum, copper and magnesium. The increase in the sodium content far

surpassed that of every other element. The original sodium content (<50

ng/g) reached a level of 1200 ng/g when the ampoules were filled without

pretreatment whatever. After acid leaching the sodium never exceeded 90

ng/g. Special acid pretreatment affords borosilicate containers that do not

add to the original impurity content significantly, except for sodium and

silicon. Accelerated aging studies for 2.5 days at 50 °C approximate levels

reached at room temperature in approximately 6 months. Storage of com-

mercial high-purity acids in a cold room until shipment was thought to be



ZlEF AND HORVATH 371

necessary to preserve the integrity of the acid, but room temperature

storage is adequate. In a recent evaluation of a high-purity, commercial

nitric acid, one group reported discrepancies with a supplier's values

[30]. The differences were ascribed to the deterioration in the quality of

the reagent upon storage. Expanded studies on leaching and storage are

required to reconcile these differences.

D. Bases

Isopiestic distillation from reagent-grade ammonium hydroxide into

high-purity water affords ION NH4OH within 3 days [40] . Uptake of the

ammonium hydroxide by acidic samples rather than water is a good way
to perform a neutralization with a high-purity reagent. If cylinder am-

monia is first bubbled through an ammonical solution of EDTA and then

through high-purity water with cooling, high-quality aqueous ammonia is

available. Gassing water with ammonia directly from a cylinder is not

recommended as surprisingly high values for Cu and Ni, 100 ng/g respec=

tively, were found in 10 percent NH4OH solution prepared in this way.

When an EDTA solution bubbler was introduced, Cu and Ni values were

reduced to 4 and 1 ng/g [29 ]

.

E. Water

Water is the major volume reagent for the trace analyst: its purity can

support or undermine his entire analytical operation. According to revised

ASTM specifications, Type I, "ultrapure" water is recommended for the

preparation of solutions for trace metal analysis [41 ]. Specifications in-

clude a minimum electrical resistivity of 16.66 megohm-cm and a pH of

6.8 to 7.2 at 25 °C. Resistance measurements afford qualitative evaluation

of small dissociated ions. Particulate matter, nonionized materials and

charged molecules with low solution mobilities are not detected. Quan-

titative elemental analyses of high-purity water have been reported by
several investigators [28,37,42]. Tap water purified by a train of pre-

filter, carbon, mixed-bed resins and a 0.2 fim cellulose acetate filter

delivers water with common cations below the ng/g level. Airborne organ-

isms, usually belonging to the family pseudomonadaceae, can enter the

outlet end of the deionizer (or stills) and multiply in water of the highest

purity. Amino acids and protein contamination in water has been ascribed

to these organisms [43 ] . Excessive handling of water containers should

also be avoided since amino acids from bare hands are an ever-present

contamination hazard [44 ]

.
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Table 3 lists the particulate matter content found in five water samples.

The most striking observation is that water contains 5 and 10 /jlui particles

after filtration through a 0.2 fxm cellulose acetate filter. This finding has

been checked by several pharmaceutical laboratories for all membrane fil-

ters commercially available. With the shift to a 0.45 fim filter, the number
of 5 /xm particles in the filtrate increases. Some laboratories use cartridges

of mixed-bed resins without proper filtration of the effluent water. Resins

are not designed for efficient particulate matter removal; in fact, fine resin

particles may wash out of the resin bed.

Table 3. Particulate matter in water''

Number of particles/ 10 ml

(5 Mm) (10 Mm) (15 Mm) (20 Mm)

A. Tap Water 4180 800 263 109

B. Tap water (purified with carbon, mixed
bed resin and 0.2 Mm cellulose acetate

filter)

12 5 1 0

C. B stirred with magnetic bar 39 12 5 2

D. B stirred with forefinger 6350 1002 337 75

E. B-plus distillation (0.45 in place of 0.2 Mm 45 12 4 3

filter)

» PC-305 unit, High Accuracy Products Corp., Claremont, Calif. 91711

The increase in 5 /xm particles from 12 to 6350 per 10 ml by inelegant

finger-stirring demonstrates that the hands are indeed a prime source of

contamination in trace analysis. This particular experiment emphasizes

the need to eliminate excessive handling of solutions in ultrapurity work.

Analysts frequently have access to central distillation or deionization

systems in the analytical laboratory. Personal experience, however, has

shown that filters, ion-exchange resin or carbon beds are not properly

maintained in this equipment. Furthermore, water obtained through im- I

properly constructed distribution lines can add 50 to 100 ng of lead per ml !

to effluent water when the source water from public supplies contained

less than 5 ng of lead per ml [24] . Since the complete reliability of a cen-

tral system is beyond the control of the trace analyst, he should not

jeopardize his results by faith in the distilled or deionized water faucet
j

conveniently located above his sink. Instead, he should install a unit so

that the effluent water is available within a laminar-flow hood, thus

eliminating airborne contamination at the point of use.
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IV. storage

The conditions of storage and distribution are pertinent factors in the

final purity of reagents. Experience indicates that it is incumbent upon the

analyst to determine the suitability of commercially available products for

critical applications. Unfortunately, high-purity reagents are frequently

mishandled by the analyst. All too frequently high-purity chemicals in

original containers collect dust on an open shelf or in the fume hood of the

laboratory. The fume hood is a particularly unfortunate storage area in-

asmuch as large volumes of contaminated air are drawn over the surface

of the container. Unless the outside of the container is properly cleaned,

the integrity of the contents may be compromised. There is no point to

pay a premium for sodium acetate containing 10 ng/g of iron if this reagent

is dissolved in water of unknown quality in a heavily contaminated labora-

tory.

High-purity reagents and standard solutions are frequently stored at

ambient temperatures inside a laminar-flow hood. To free work area in the

hood, containers can be placed in an inexpensive outer polyethylene con-

tainer on a laboratory shelf [14]. Storage of standard solutions in outer

containers in a refrigerator is recommended: storage in the frozen state is

a further refinement. Frozen solutions should be removed from the

freezer well in advance of use so that complete solution is attained when
the temperature of standardization is reached.

V. Summary

Reagents, ultrapure with respect to many elements, are needed in sur-

vey ultratrace analysis. For single-element analysis the control of only

one element in a reagent is essential. Improved limits of detection in sur-

vey analysis depend on contamination-free water, mineral acids, organic

solvents, chelating agents and inorganic salts required in routine

methodology.
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As part of a study of the chemistry ofmarine aerosols, atmospheric particu-

late samples have been collected simultaneously on the bow and on the stern

of the University of Rhode Island oceanographic vessel TRIDENT to deter-

mine the degree to which particulates generated or modified by the ship itself

can influence the chemistry of ambient air particulates. Samples have been

analyzed for a variety of trace elements, including Na, Mg, Ca, K, Fe, Cu, Mn,

Al, and Pb. The results indicate that certain elements are most subject to this

form of contamination.

It is possible to use meteorological parameters to determine whether or not

samples are contaminated by local sources. Atmospheric particulate samples

have been collected from coastal towers in Hawaii and Bermuda. The com-

position of the particulates at the Hawaii tower is dependent not only on

meteorological conditions at the time of collection, but also on conditions (e.g.,

wind direction, rainfall, etc.) 24 hours previous to sample collection. Detailed

meteorological information is thus critical in remote locations to determine

whether or not the sample collected is representative of the ambient at-

mosphere.

Keywords: Analytical blanks; atmospheric sampling; coastal sampling;

contamination of atmospheric particulate samples; sample

handling; shipboard atmospheric sampling.

I. Introduction

For the past several years the University of Rhode Island has par-

ticipated in several programs involving the collection and chemical analy-

sis of atmospheric particulate matter from remote regions. This paper will

377
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examine a few of the problems associated with the collection of represen

tative samples from these areas.

11. Shipboard Collection of Atmospheric Samples

A. Collection OF Representative Samples

There are several studies of the chemistry of atmospheric particulates

which have relied on samples collected from ships [1-9]. However, there

are indications that samples collected from ships may not always be

representative of the composition of the ambient marine atmosphere,

since the samples may also contain ship stack effluents, dirt, paint, rust,

bow spray, and corrosion and wear products of the sampling apparatus

itself [10]. For the past 5 years, atmospheric samples have been col-

lected onboard the University of Rhode Island's R/V TRIDENT using

a system designed to prevent collection of these additional constituents.

This system has been described in detail by Moyers et al. [10] and Duce
etaL[\\],

The TRIDENT'S atmospheric collection system is mounted on a spe-

cially constructed 8-meter-high A-frame tower mounted on the bow of the

ship. The pump is separated from the filter holder by 3 meters of flexible

tubing to prevent contamination of the filter by the pump [12]. The sam-

pler is controlled automafically by relative wind direction as indicated by

an anemometer mounted directly above the sampler. The sampler is

operated only when the relative wind is from the bow. When the relative

wind is from any other direction, the sampler automatically turns off and

a door closes to protect the filter.

The following experiment was designed to determine which elements

were most susceptible to contamination by particles from the ship itself.

A second filtering apparatus was mounted on the stern of the ship, 10 me-

ters behind the stack (also using flexible tubing to prevent contamination

by the sampling pump). The relative locations of the two samplers are

shown in figure 1. The stern sampler had no automatic controls and

operated regardless of wind direction. Atmospheric particulate samples

were collected simultaneously on the bow and stern using double 8" x 10"

Whatman 41 filters. The filters were ashed in an LTA-500 low tempera-

ture asher, dissolved in Suprapur® HNO3 and HE and analyzed by

atomic absorption spectrophotometry for several trace metals. A com-

parison of the analyses of samples from the two locations on the ship is

given in table 1

,
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bow sampler

180 feet

Stern sampler

Figure 1 . Basic profile of R. V. TRIDENT showing locations of air samplers.

Table 1. Ratio ofstern to bow values of trace metal concentrations and air volumes sampled

Sample pair

1 2 3 4 5 6 Mean

Cd 22.0 1.5 1.8 2.5 0.2 1.8 5.0

Cr 2.0 1.0 0.1 0.2 3.6 0.8 1.3

Al 0.9 2.2 .9 .6 1.8 13.9 3.4

Pb 1.1 0.3 .3 .4 0.9 7.9 1.8

Fe 1.1 1.9 .7 1.6 1.1 2.0 1.4

Cu 4.2 6.1 .9 1.8 2.1 4.4 3.2

Mn 4.7 0.9 .6 0.3 1.3 14.4 3.7

Zn 2.9 1.4 2.4 5.6 3.6 2.7 3.1

m3 1.8 1.0 2.4 1.3 1.2 2.9

Rigorous comparison of the bow samples with the stem samples is not

possible for two reasons: 1. the samples were not strictly simultaneous,

since the bow sampler turned off during obviously unfavorable collecting

conditions at the bow. An indication of this is seen in the cubic meter

ratios given in table 1. During the time when the bow sampler is off, the

stem sampler is collecting ambient concentrations, the stem sampler

being upwind of the ship; 2. even with the precautions used with the bow
sampler, collection of particles originating from the ship is still possible at

the bow location, especially after the system tum.s on after prolonged

periods of unfavorable collecting conditions. This effect will be discussed

later.

Three observations about the data in table 1 can be made: 1. some ele-

ments show random excesses {i.e., Cr, Al, Pb, and Mn). That is to say, ex-

cesses at the bow location appeared as frequently as excesses at the stem:

2. Fe shows no significant differences at either location considering the

distance between the samplers; 3. even considering the limitations of the
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experiment, three elements, Cu, Cd, and Zn, were routinely higher at the

stem location indicating a strong likelihood that these elements are sub-

ject to shipboard contamination more seriously than the others.

In order to determine if substantial increases of alkali and alkaline earth

metals are found at the stern location, the concentrations of these ele-

ments were normalized to Na. The mean values of the element/Na ratios

are presented in table 2. There is a statistically significant increase in the

Ca/Na ratio at the stern location compared to the bow. Regression analy-

sis of Ca vs. Na at the stem yielded the following:

Ca (pcg/m3) = 0.028 Na (/^g/m^) + 0.080 (Mg/m^)
cr slope = 0.006

a intercept 0.0 1 7 (^tg/m^)

This suggests that 80 ± 17 ng/m^ of the Ca is from a source other than sea-

water. In contrast, the Ca-Na regression equation for bow samples is

Ca (Mg/m3) = 0.036 Na (/ig/m^) + 0.0025 (/xg/m^)

C7 slope = 0.006

cr intercept= 0.024 (Mg/m^)

Thus, at the bow there is no significant intercept or excess Ca.

It should be pointed out that portions of the cruise track were fairly

close to land causing the samples collected there to have much higher con-

centrations of trace metals than are usual in marine areas. It is quite likely

that contamination problems are much more serious in remote oceanic

areas. Several factors should be considered in the planning of programs

relying on atmospheric samples collected from ships. It is obvious that the

collection site on board ship is critical to minimize contamination

Table 2. Comparison of the mean ratios of alkali and alkaline earth concentrations to Na
concentrations as a function of location on the ship

Ratio Bow Stern Different at 95%
significance level ?

Mg/Na 0.142 ± 0.023 0.133 ± 0.011 no
Ca/Na .035 ± .011 .071 ± .020 yes

K/Na .053 ± .011 .051 zt .006 no

problems. Moreover, the automated wind-direction controlled sampler is

helpful in reducing gross contamination from ship stack materials emitted

seconds before collection. In addition, collection of samples only while

underway lessens the possibility that the ambient air previously con-

taminated by the ship will be collected. This condition is likely to occur

when the ship is stopped, the ship effectively becoming a stationary
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source. The ship then "pollutes" the air surrounding the ship and collec-

tion of uncontaminated marine air is virtually impossible until the ship

moves away from the area. These procedures have been found to

minimize contamination problems of this sort on board ship.

B. Contamination by Handling

Filter blank corrections in this remote area sampling program are ac-

complished using what we term "comprehensive" blanks. Comprehensive

blanks are processed in the same manner as the samples collected on the

ship with the exception that no air is drawn through the filters. Com-
prehensive blank filters are cut and stored individually in polyethylene

bags, opened and mounted in the filter holder below deck in a laminar flow

clean bench, mounted and dismounted on the sampling tower at the bow,

dismounted from the filter holder and stored in a polyethylene container

for later analysis. By contrast, a "filter" blank, when referred to in this

paper, is a filter removed from its plastic bag under laboratory conditions

just prior to analysis. Although from the same lot of filters as the "com-

prehensive" blanks, these filters are never taken on the ship.

Comparison of the filter blanks with comprehensive blanks taken on

two different cruises by two different individuals is presented in table 3.

This table shows that there are significant increases in the levels of Mg, K,

and Cd exhibited in the comprehensive blanks of both cruises. Statisti-

cally significant (95% level) increases of Pb, Fe, and Zn were observed in

the comprehensive blanks on one cruise (TR-134). There is no statistical

difference between the comprehensive blanks of TR-132 and TR-134.

In conclusion, there are significant differences between comprehensive

blanks and filter blanks for several elements. If filter blanks alone are used

for blank correction, erroneously high quantities of atmospheric Mg, K,

Cd, Pb, Fe, and Zn may be reported. This effect is especially critical when
the blank correction represents a substantial part of the total filter plus

sample quantity for any element.

III. Collection of Samples Representative of

Marine Air from Coastal Locations

Approximately 200 atmospheric particulate samples were collected

over a 1 year period from a 20-meter-high tower located on the windward

coast of Oahu, Hawaii. These samples were analyzed for trace metals,

and some of the results of this study have been reported by Hoffman et al.
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[13]. Only a portion of the samples that were collected and analyzed

were considered representative of marine air. Representativeness was

based solely on wind direction. If the sample was collected during a

period when the winds were consistently on-shore (from the sea) during

the period of collection and at least 24 hours prior to the collection, the

sample was considered to be representative of marine air. If, however, the

wind was from the land during a portion of the collection period or any

time up to 24 hours before sampling was initiated, the samples were not

considered to be representative of marine air and were not reported by

Hoffman et al. [13]. Figures 2 to 4 illustrate the effect of local wind

direction on the trace element composition of samples collected at this

Figure 2. Concentrations of Na, Fe, and Pb in atmospheric particulate samples collected

daily on windward Oahu. Sampling period is from July 15-August I, 1969. Open bar in-

dicates on-shore winds; solid bar indicates off-shore winds.



384 Accuracy in Trace Analysis

coastal location. Figure 2 shows the average daily atmospheric concentra-

tions of Na, Fe, and Pb from July 15 to August 1, 1969 at the windward

Oahu location. The open bar indicates periods of on-shore winds recorded

by an anemometer on the tower, while the slashed bar indicates off-shore

winds. On July 25 the winds at the sampling tower shifted from on-shore

to off-shore. Accompanying this wind shift was an increase of atmospher-

ic Pb by more than an order of magnitude and an increase of Fe by over a

factor of 2. The concentrations ofNa were not appreciably affected by the

wind shift. Sodium is a primary constituent in ocean derived sea salt parti-

cles whose production rate is closely related to wind speed [14]. Since

the Na concentrations from this source are at least 1 or 2 orders of mag-

nitude higher than the trace element concentrations, locally derived par-

ticulate matter containing a small amount of Na is not likely to signifi-

cantly affect the marine Na concentrations. Note that the Pb increase ap-

pears to start 2 days before the local wind shift. This indicates that local

wind direction alone may not be sufficient to determine the representa-

tiveness of the sample. In this case, the local surface wind direction

changes may have been preceded by upper level wind changes.

Figure 3 illustrates, as in figure 2, the effect which surface wind

direction changes have on the composition of the samples. Again there are

dramatic increases in both the Fe and Pb concentrations during the period

of off-shore winds. Na concentrations are not affected by the change.

(The drop in Na concentrations on October 4 and October 5 are due to

very low wind speeds resulting in low production rates of sea salt particles

at the sea surface during those days.) Again the Fe and Pb increase began

a day or two before the local surface wind shift.

Figure 4 illustrates the sampling period of December 1 3 to December

22, 1969. During the winter months the trade winds are much less per-

sistent in Hawaii than during the summer. Again, the concentrations of Fe

and Pb increase markedly when the winds come from the land. However,

note that the concentrations of Fe and Pb during the on-shore wind

periods, especially when these periods last only a day to two, do not

generally approach the low concentrations found during the summer when

the on-shore winds are quite persistent. It appears that during periods

when the winds are not consistently on-shore, particles originating from

local land sources may prevent collection of representative samples of

marine air even during the times when the wind is from the sea. Locally

derived particulate matter is likely transported out to sea during obviously

unfavorable sampling conditions and then returns and is collected for

several days when the wind shifts to on-shore. Depending on how often

the wind shifts, an entire season may be unsuitable for collection of

marine air from coastal locations.
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Figure 3. Concentration of Na, Fe, and Pb in atmospheric particulate samples collected

daily on windward Oahu. Sampling period is from September 23-October 5, 1969. Open
bar indicates on-shore winds; solid bar indicates off-shore winds.
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Figure 4. Concentrations of Na, Fe, and Pb in atmospheric particulate samples collected

daily on windward Oahu. Sampling period is from December 13-December 23, 1969.

Open bar indicates on-shore winds; solid bar indicates off-shore winds.
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rv . Conclusions

The collection of representative atmospheric particulate samples in

remote marine areas requires special care to avoid the collection of locally

derived particulate matter. Without such care, samples collected on ships

may contain particles originating from the ship itself. It was found that

samples collected at coastal locations will be contaminated with local dust

and pollution products if the winds are not consistently on-shore. In most

cases, the representativeness of a coastal sample can be determined by

examination of the local wind records. The excess particles will cause the

samples to contain anomalously high concentrations of Ca and Zn and

perhaps excesses of Cd. Fe. Cu. Al. and Pb.

Appropriate blank corrections are also critical especially in remote lo-

cations where some elements are present in extremely low concentra-

tions. Routine filter handling processes during the collection procedure

were found to add significant quantities of Mg. K. Cd. Pb. Fe. and Zn to

the samples. The blank correction procedure must include this handling

factor to avoid erroneously high values for these elements in atmospheric

samples from remote areas.
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Fuel sulfur is oxidized to the dioxide and trioxide in automobile engines. Ad-

ding an oxidation catalyst for emission control may alter the SO3/SO2 ratio in

the exhaust.

An engine, a current production V-8 equipped with 1975 emission controls

including an oxidizing catalytic converter (but without exhaust-gas recircula-

tion), was run at steady operating conditions on an engine dynamometer. The

exhaust was passed through a conventional exhaust system to a 23-in-diame-

ter, 36-ft-long dilution tunnel.

Samples were withdrawn from before and after the catalytic converter, from

the tailpipe, and from before and after filters sampling the diluted exhaust in

the tunnel. Material balances for the fuel sulfur were carefully checked to en-

sure that valid data were being obtained.

Experiments were conducted with several catalysts, at two levels of fuel sul-

fur content. The results indicate less than 1 percent conversion to sulfate when

the catalyst is not used, but substantial conversion to sulfate with the catalyst

in use at the operating conditions of the experiments. A large increase in par-

ticulate mass is observed with the catalyst: the increase has been shown to be

largely sulfuric acid and associated water.

Considerable care must be exercised in the sampling and analysis of exhaust

sample if errors are to be avoided. Details of the overall method, and reasons

for the precautions taken will be presented, with data supporting the

conclusions.

Keywords: Automobile exhaust: catalytic oxidation converter: dilution

tunnel: isopropanol: particulate filtration: sulfate: sulfur diox-

ide: sulfur trioxide: sulfur trioxide condensation.

389



390 Accuracy in Trace Analysis

I. Objective

The overall objective of this program was to determine the extent to

which fuel sulfur is oxidized to S+e (SO3, H2SO4, SO3 • XH2O, or S04=)

when automobile exhaust is vented to the atmosphere via 1975 catalytic

oxidation converters [ 1 ] . Subordinate objectives were to determine any

storage or release of sulfur compounds within the exhaust system (sulfur

material balance) and to compare the degree of sulfur oxidation in exhaust

systems having no catalyst with systems having two different types of

catalyst.

These overall objectives could be met only if the analytical steps were

reliable. The analytical task was the classic one: collect a representative

sample, and analyze it. In this work, the collection aspect proved to be the

more difficult of the two. This paper deals principally with the collection

rather than the analysis of the samples; a discussion of the experimental

work and data from the viewpoint of the stated program objectives can be

found in references [ 1 ,2 ]

.

II. Experimental Design

A. Collection Strategy

Unleaded gasoline of average sulfur content, i.e., 300 ppm, burned in an

automobile engine produces primarily gaseous combustion products.

Without a catalyst, the particulate matter is typically 0.01 g per mile (6.

mg/km) while the fuel consumption is around 150 g per mile (90 g/km)

plus about 2000 g air; with a catalyst, the particulate emissions at the tail-

pipe are about 1 5 times greater. Fuel sulfur oxidation products can be col-

lected as (1) SO2 and SO3 • XH2O in the gas phase, or (2) upon dilution as

particulate SO3 • XH2O and S04=, plus SO2 which remains in the gas

phase.

We deliberately designed the collection system to be redundant;

redundancy proved valuable in cases when a spurious analysis was ob-

tained, and was indispensable in checking the data for internal consisten-

cy and material balances. Five units sampled the gas phase SO3 and SO2

at various points in the exhaust system and after exhaust quenching or

dilution (fig. 1). In addition, five filters were used to sample and collect the

diluted exhaust for particulate matter. In this manner, knowing the total

amount of fuel sulfur consumed and the various sampling and dilution
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Dynamometer
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Engine
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fan

Radiator

impactor- Sampl i ng
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/ section
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diverter valve \^ Di 1 ution tunnel p^^p

Tunnel filter box IcO^l^'^^P

FilterJ Tt^t^
Pumpn Filters

S02/S03(D)

S02/S03(E

Figure 1 . Layout of experimental facility.

ratios, it was possible to reconstruct the total sulfur balance at several

points and to establish the SO2-SO3 oxidation ratio at these points.

Each gas phase sampling unit utilized the condensation method, com-

monly called the Shell coil or Goks0yr-Ross technique, to trap the gas

phase SO3 (as condensed SO3 • XH2O) while passing the SO2 [3]. The
latter was trapped in H2O2 bubblers as H2SO4 [4] ; particulate matter en-

trained in the hot exhaust stream (and not SO2 or SO3; see Discussion)

was trapped on a quartz wool plug filter preceding the condenser and bub-

blers (fig. 2). This method was selected over other possible methods for

several reasons. First, SO2 and SO3 are collected separately, permitting

the oxidation ratio to be determined at each sampling point. Second, the

likelihood of spurious oxidation of SO2 to SO3 within the sampling and

collection system is minimized; an alternative method, based upon SO3
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To empty bottle,

Drierite trap,

diaphrogm pump,

and gas meter

3 percent HpO-

Figure 2. Sampling system for SO2 and SO3.

absorption in aqueous isopropyl alcohol (in which SO2 is only slightly

soluble), can and does give high SO3 values [5 ] . Third, the collected solu-

tion is readily analyzed for SO4" by the sensitive and reliable barium

perchlorate-thorin titrimetric method [6]

.

Particulate filtration of the diluted exhaust is a confirmatory or backup

method for SO3 measurement, and probably is more reliable than the gas

phase SO3 condensation method for diluted exhaust because a larger

volume can be sampled conveniently. In the absence of any cation to

react with the SO3 in the exhaust stream, the SO3 when diluted and cooled

by ambient air will form droplets of SO3 • XH2O that are filterable. In the

diluted state, therefore, the SO3 can be collected either as SO3 • XH2O in

a heated condenser or as SO3 • XH2O on a filter at approximately ambient

temperature. In either case the SO2 passes through the collector owing

either to virtual insolubility (condenser) or to displacement (filter).

Insuring a chemically valid collection is only part of the collection

problem. Obviously, if one wishes (as we did) to compute material

balances throughout the system one must know that the collected sample

is a definite, representative fraction of the total sample. A representative

sample was assured by the highly turbulent flow through the exhaust and

dilution system, and by prior profile measurements in the dilution tunnel.

The known fraction requirement was more difficult to establish; for this

presentation it is sufficient to note that this one aspect caused the most

trouble and posed the largest single source of uncertainty in the data,

specifically in the diluted exhaust data.

B. Analysis

From the sampling points described above several different samples

were collected during each run. These were:
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Gas Phase

Particulate S04= (quartz wool plug filter)

SO3 • XH2O (heated condenser)

SO2 (H2O2 bubblers)

Particulate Phase

S04= (MSO4 + SO3 • XH2O).

As shown in figure 3 , each sample was treated so that the final sample was

essentially pure dilute H2SO4. The actual S04= determination, therefore,

was identical for all the samples.

MASS

Gross (Glass fiber, 142 mm) 1 Weigh At controlled temperature, humidity («72F, 50% RH)

Impoctor (quartz stoges) J collected
Control filters and stoges, equilibrate same room

SULFUR

Gas phase (Goks^yr- Ross)

MSO4 (quartz wool) -leach-

SO3 (condenser) rinse—

SO2 (H2O2 bubblers) -rinse^

Filters

Glass and quartz fiber

all, 1/2, or 1/4 aliquot

I
pH

leach dilute H2O2

I

pH

ion exchange

OTHER

Filters

Impaction stages

NO3 (Brucine)

^NH4 (K)eldahl)

Filters - H2O (Karl Fischer)

evaporate » 10 ml [dilute ?]

adjust pH = 30

10 nil + 40 ml IPA

\

thorin

Ba (0104)2

^ig S per sample

j Blonks (reagents, glassware, filters, etc.)

Standards [H2SO4, KNO3, (NH4)2S04, HjO/CHjOH]
1

Figure 3. Analysis techniques for exhaust collections.

Hundreds of analyses were performed in the authors' laboratories dur-

ing these experiments. The results, presented in detail in table 1 , could be

used to determine precision, standard deviation repeatability or the like.

These calculations were not made because statistical data treatment was

not a program objective. One can note superficially, however, that

replicate analyses usually agree to about 10 percent or better, whether

between the two laboratories or among different filters from the same run.
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III. Discussion

The key to reaching this program's objectives was sampling. Unless

proper precautions are taken and valid techniques used, the analyses will

be useless. Two examples suffice to demonstrate the effect of incorrect

approaches.

Example 1. Experimental Technique

The exhaust gas temperature through the tailpipe region is about

290 °C. In early experiments the exhaust gas was taken directly into the

quartz wool filter-condenser coil with no insulation or additional heating

around the 30-cm-long quartz tube sampling line. After a few runs the

temperature drop in this line was examined. The actual gas temperature

entering the condenser coil had dropped to about 50 °C. At 50 °C SO3 •

XH2O condenses into droplets, while about 200 °C is necessary to keep

SO3 ' XH2O as a gas. Thus, premature SO3 • XH2O condensation occurred

in the probe, the quartz wool filter and the associated glassware rather

than in the condenser coil only as was intended. Premature condensation

is uncontrolled and may lead to a loss of SO3 or to SO2 oxidation, depend-

ing on the quantities and temperatures involved. Table 2 summarizes the

distribution of sulfate sulfur with and without auxiliary heating around the

glassware preceding the condenser coil. Note that the amount of sulfate

sulfur (SO3 • XH2O) per liter of gas sampled is virtually the same in both

cases; the distribution between the condenser coil and the glassware

preceding the coil is the important point.

Table 2. Effect of sampling temperature on sulfate distribution

Run No. 1 Run No. 2

with oven no oven

Probe and quartz wool filters, mg SO4 0.31 (/ ^ 190 °C) 10.42 (/ ^ 50 °C)

Coil, mg SO4 9.43 1.13

Total, mg SO4 9.74 11.55

Total, mg S/liter sampled 0.0337 0.0342
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Example 2. Collection Method

Two methods are in general use to collect gas phase SO9 and SO.j. One
uses the isopropanol (IPA) bubbler (EPA Method 8) to collect SO.i, the

other uses a condenser coil. In both methods SO2 should be caught not in

the SO3 trap, but in subsequent H2O2 traps. In practice the IPA method

tends to oxidize some of the SO2 to SO3 and therefore can give fictitiously

high SO3 results; the SO2 + SO3 total remains valid, however. In one ex-

periment we collected two exhaust gas samples simultaneously from the

same point in the exhaust pipe before the catalyst. Little conversion of

SO2 to SO3 has occurred at that point, according to several investi-

gators. However, as shown in table 3, the IPA method indicated about 8

percent SO2 to SO3 conversion while the condenser method showed

only 0.3 percent conversion.

Although it has been argued that the condenser method may not be able

to collect all the SO3 and hence gives fictitiously low SO3 values, the

evidence rather is that the IPA method gives high SO3 values. Table 1 has

many points at which a comparison can be made between the filter sulfate

value and the condenser sulfate value, both samples having been taken

simultaneously from the same point within the dilution tunnel. Agreement

generally is good, certainly much better than between the methods shown

in table 3. Furthermore, in numerous experiments in which the condenser

coil was followed by a second similar coil in series, the second coil had

only traces of SO3. These second-coil experiments do not prove

unequivocally that the first coil removes essentially all the SO3 in the gas

stream; however, combined with the agreement between the condenser

data and the filter data, the second coil experiments clearly show that the

condenser method and not the IPA method is valid for SO2-SO3

collections in automobile exhaust collections.

Table 3. Comparison of two SO3 sampling methods

IPA Condenser
(Goks0yr-Ross)

SO3, mg S/mi
SO2, mg S/mi
Total S, mg S/mi

7.4
84.9*

92.3

0.3

93. 7»

94.0

Fuel S, mg S/mi 100.8 100.8

* From H2O2 bubbler train.
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IV. Summary

The problem of sampling and analyzing automobile exhaust is not so

much one of complex methodologies but rather the recognition of poten-

tial problems before they occur. Frustration and dismay result when data

from a long, tedious experiment are nullified by problems that are de-

tected only after a critical evaluation later in the program. The exhaust

studies, of which the sampling and analysis techniques reported here were

but two aspects in the overall program, required a team of more than half

a dozen professional persons of various disciplines. Each member had to

assure the validity of his part of the experiment within the constraints of

the program goals and limitations. As is true in virtually every research

program, unforeseen difficulties arose. In hindsight they appear obvious

but at the time they were not. The purpose of this paper will have been

served if others working in similar fields are alerted to the many potential

pitfalls that must be avoided before reliable data are produced.
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A 99.9+ percent pure 40-60 mesh biotite, intended primarily as a K-Ar dat-

ing standard, but useful in other applications, has been exhaustively analyzed.

About 8 kilograms have been prepared for distribution.

Sampling constants Kg {i.e. the weights of samples necessary for 1%
sampling error) have been determined for potassium (0.005 g), for sodium

(1 g), for total iron (0.005 g), for calcium (2 g), for aluminum (0.001 g), and

for some other elements. Nonuniformity with respect to potassium, sodium,

and calcium may be partly due to diadochic substitution: nonuniformity with

respect to calcium may be caused in part by 0.02 percent of apatite impurity.

There is evidence that the biotite is geochronologically inhomogeneous; it

behaves as a mixture of two biotites of different K-Ar ages. The sampling

constant for radiogenic argon is about 0.05 gram.

Possibly the greatest value of this standard material will lie in its demonstra-

tion of the principles which ought to be observed during the preparation and

distribution of geochemical standards. We hope that may be the first in a series

of International Standard rocks and minerals which may be used with con-

fidence to calibrate and control geochemical analysis.

Keywords: Biotite stoichiometry; geochemical standards; geochronological

standards; K-Ar dating; sampling a biotite; sampling constants;

standard biotite.

I. Introduction

In analytical geochemistry and geochronology, analyzed standards are

essential for calibration and control. Few analyzed mineral standards are

widely available. None have ever been fully certified with respect to

401
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homogeneity and sampling characteristics. Biotite LP-6 Bio 40-60 mesh
represents a first attempt to provide the geochemical community with a

mineral standard of known composition and uniformity. While it was
originally intended as a K-Ar dating reference sample, its usefulness in

other applications has been demonstrated.

LP-6 is a biotite-pyroxenite from one of many biotite-rich zones in a

pyroxenite mass peripheral to the Simalkameen composite pluton in the

northern Okanogan Highlands of Washington State. It was found by C.

D. Rinehart [ 1 ] during a geochronological study, and was chosen from

among several other similar rocks for its richness in biotite, the quantity

available, the predicted ease of mineral separation, and the approximate

expected age. The biotite-pyroxenite is coarse-grained, xenomorphic

granular, with grains up to 2 cm in linear dimension, and consists chiefly

of augite and biotite. Minor amounts of microcline, albite, rutile, fer-

rohastingsite, apatite, calcite and magnetite are present. In thin section,

the biotite is subhedral to anhedral and interstitial to augite, with local eu-

tectic intergrowths in which augite encloses biotite grains poikilitically.

Thus, the biotite is a primary constituent. Some bent cleavage traces show
post-crystallization deformation in the biotite. Generally, the biotite is

green, with minor brown biotite intergrown.

II. Collection and Puriflcation

About 1760 kg of LP-6 were collected by Rinehart and shipped to

Menlo Park in burlap sacks. The whole was crushed to about 20-mesh in

the Palo Alto laboratories of the Utah Mining and Construction Com-
pany, using a 10" Gy-roU reduction crusher. Preliminary separation of the

biotite was accomplished in a 36" x 6" water column, using tap water. The
overflow passed through a 30" square 105-mesh stainless steel screen,

carrying fine pyroxene through the screen and depositing 95-98 percent

pure biotite. Additional biotite was washed from the coarse gangue using

a 14" X 4" water column and a 60- or 80-mesh screen. The wet biotite was

washed with distilled water, dried, and screened. The 24-32, 32-40, and

40-60 mesh material was further purified using deionized water in the 14"

X 4" column, and washed with distilled water before drying. Each fraction

was then passed through a Frantz Isodynamic Separator (setting: 15°,

15°, 0.56 amperes) at about 10 grams per hour. The total yield of the vari-

ous fractions is shown in table 1

.
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Table 1. Yield ofLP-6 Biotite fractions

403

Oiiantitv Splits Purity

Mesh size (g) (%)
No. Wt (g)

+24 2,150 99a

24-32 1,800 320 2 99.9

256 5 99.9
32-40 1,000 172 5 99.9
40-60 7,500 960 8 99.9+
60-80

80-100
15,000 not split 95»

* Not passed through Frantz separator.

III. Impurities

The devastating effect of impurities in mineral separates used in K-Ar

dating has been documented [2-4]. A mineral used to calibrate and con-

trol K-Ar age determinations must be of high purity if it is to be useful;

therefore extensive investigation of the impurities in LP-6 Bio seemed to

be necessary.

One hundred grams of LP-6 Bio 40-60 mesh were treated successively

with 1:1 nitric acid, 6N sodium hydroxide solution, and dilute hydrochlo-

ric acid containing hydrogen peroxide. Biotite was completely dissolved,

leaving 0.05 gram (0.05%) of unattacked pyroxene, amphibole, quartz,

and feldspar. Some pyroxene grains were + 60 mesh, but most of the

I

residue was — 60 mesh, indicating that the foreign minerals existed as in-

j

elusions in the biotite. A few unidentified minerals were found; no zircons

were detected.

jl

Determinations of CO2 and P2O5, using large samples, showed 0.00
' percent CO2 and 0.00-0.03 percent P2O5, indicating the absence of

!

calcite and a trace of apatite. A formal microscopic inspection of 1000

1

grains revealed no mineral other than biotite, and no visible inclusions.

However, during numerous other examinations of LP-6 Bio grains, we
have occasionally found inclusions of rutile, apatite, etc.
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IV. Splitting and Packaging

The vials in which LP-6 Bio 40-60 mesh, LP-6 Bio 32-40 mesh, and

LP-6 Bio 24-32 mesh are distributed were cleaned by scrubbing with a

brush in soap and water to remove the submicroscopic impurity which is

always present on new glass [5]. They were then treated with concen-

trated sulfuric acid containing chromic acid (not potassium dichromate),

rinsed with water, washed with dilute hydrochloric acid containing

hydrogen peroxide, rinsed with distilled but not deionized water, and oven

dried.

Splitting was done according to the scheme of figure 1 , by coning and

quartering on albanene paper, using a hard rubber spatula. No metallic

splitting devices were used. Tramp iron introduced during the early stages

of preparation was removed during the magnetic separation.
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5 6 7 8 9 10 II I2(500g)

I . J
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O 10 Oi - 10 02 I 10 07 — 10 08

0.1000 gram analytical subseimples

Figure 1 . Splitting scheme.
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V. Homogeneity

Table 2 shows results from contributing laboratories for potassium and

for radiogenic argon. The scatter of these results is partly due to in-

homogeneity. Without complete information on sample weights and

methods of calibration employed by the several contributors, it is not

possible to estimate how much of the scatter is due to analytical error, and

how much is due to sampling error originating either in LP-6 Bio 40-60

mesh or in the investigators' calibrating standards.

Sampling constants [6] provide a convenient means of describing sam-

pleability and nonuniformity with respect to individual constituents of a

material. The sampling constant Kg is defined as the weight of material

which must be taken to ensure a sampling error no greater than 1 percent

with 68 percent confidence. The square root of the sampling constant, Kg,

is numerically equal to the coefficient of variation to be expected in a se-

ries of analytical results on 1-gram subsamples using a precise method of

determination. The sample weight needed to reduce sampling error to less

than 1 percent at the 98 percent confidence level is designated w*. Table

3 compares sampling constants for potassium in several reference materi-

als.

To test LP-6 Bio 40-60 mesh for inhomogeneity, deliberate efforts were

made to fractionate portions of it. The only visible difference from grain

to grain is that some grains are massive or "blocky" while others are typi-

cal thin biotite flakes. Therefore, 21 grams were passed over a vibrating

mica table; six fractions were collected; these ranged in appearance from

"blocky" to "flaky." Subsamples of these fractions were analyzed for

potassium, sodium, calcium, and iron. In addition, eight 5-mg subsamples

of fraction 1 ("blocky"), which showed no mineral other than biotite in a

grain-by-grain optical count of 700 grains, were analyzed for calcium.

Results appear in table 4. Inhomogeneity with respect to calcium is con-

firmed; it is evidently not due to isolated grains of calcium mineral, unless

these grains are in the form of very small inclusions.

Whether the calcium inhomogeneity is due to diadochic substitution of

calcium for potassium, or to minute inclusions of calcium mineral (which

would have to behave like biotite in the impurity tests outlined above), is

an open question. We are inclined to the inclusion hypothesis, although if

this hypothesis is correct, the 99.9-f percent purity estimate may require

some qualification. Submicroscopic inclusions may be thermodynami-

cally stable in a two-phase system [7] , but their possible effect on gross

composition has traditionally been ignored by mineralogists.

LP-6 Bio 40-60 mesh is geochronologically inhomogeneous on the K-

Ar scale. This type of inhomogeneity in an apparently unaltered mica
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Table 3. Sampling constants for potassium [6]*

Sample %K20 Ks w*

LP-6 Bio 40-60 # 10.03 0.005 0.07 0.045

USGS Muscovite P-207 10.2 (?) .17 .41 1.5

Bern Biotite 4B 9.47 .012 .11 0.108

Nancy Biotite Mica-Fe 8.84 .01 .1 .09

Nancy Phlogopite Mica-Mg 10.18 .000 .00 .OQb

PSU Orthoclase Or-1 14.92 .000 .00 .00b

PSU Biotite 5-110 10.00 .000 .00 .00^

USGS Granite G-1 5.52 .09 .3 .27

^ Ks is the weight in grams needed for 1 percent sampling precision (68% confidence);

is numerically equal to the expected coefficient of variation using 1-gram samples;

w* is the weight in grams required for 1 percent error with 98 percent confidence.
b Analytical methods are not precise enough to detect any nonuniformity in these samples,

even at the microprobe level of sampling.

Table 4. Analysis offractions ofLP-6 Biotite 40-60 # *

Fraction

Number
Weight

(g)

Subsample

(g)

%K20 %Na20 %CaO %Fe203

1. Blocky 0.4 0.100 9.80 0.07 0.36 11.55

2. .8 .100 9.90 .06 .31 11.95

3. 2.7 .100 9.78 .06 .28 11.69

4. 1.9 .100 9.95 .07 .24 11.51

5. 6.9 .100 10.03 .06 .16 11.81

6. Flaky 8.4 .100 10.08 .12 .11 11.76

1. Blocky .005 .34

(eight determinations) to

.38

* Analyses by L, B. Schlocker and C. O, Ingamells.
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should be of some concern to geochronologists. Radiogenic argon deter-

minations on the several mica-table fractions are reported in table 5. The

apparent K-Ar age of these fractions varies from about 1 16 million years

to about 132 million years. This inhomogeneity does not greatly impair

the worth of the material as a K-Ar reference sample, provided care is

taken in splitting out subsamples and provided adequate subsample

weights are used. The need to mix the material before removing analytical

subsamples should be obvious.

A source of apparent inhomogeneity which is often ignored is that of

the sampling weight base line. Table 6 presents total hydrogen values, re-

ported as percent H2O, on three bottles of LP-6 Bio 40-60 mQsh. A dif-

ference of 0.2 percent H2O between samples will result in a difference of

0.02 percent K2O and a difference of 0.08 percent Si02. These differences

are large enough to have an appreciable effect on analytical reproducibili-

ty for all major constituents when highly precise methods are used. Note

that drying the samples at 105 °C does not, in this case, suffice to remove

the sampling weight base line difficulty. The H2O loss in weight at 105 °C

in splits 5-III-B-3 and 9-II-C-2 differ inappreciably, but the total

hydrogen values are quite different. Experiment with other biotites leads

to the hypothesis that oxidation of ferrous iron and loss of combined

hydrogen are related.

While sampling weight base line effects will usually be of minor im-

portance in using LP-6 Bio 40-60 mesh as a reference sample, there will

certainly be instances where discrepancies due to these effects may lead

to confusion if their causes are not recognized.

Table 5. Geochronological inhomogeneity of LP-6 Biotite 40-60 #

Fraction %K.O 40Ar. M/g Atmospheric argon

1-3 Blocky
1-3 Blocky

9.86

9.81

9.81

9.95

9.95

10.03

10.03

10.08

10.08

10.08

1.78 X 10-9

1.785 X 10-9

1.795 X 10-9

1.830 X 10-9

1.839 X 10-9

1.932 X 10-9

1.931 X 10-9

2.08 X 10-9

2.029 X 10-9

2.037 X 10-9

6.48 X 10-11 M/g^
(b)

(b)

(b)

(b)

(b)

4

5
(b)

6 Flaky

6 Flaky
6.14 X 10-11 M/g'

(b)

(b)

^ Results by R. W. Kistler, U.S. Geological Survey.
^ Results by D. L. Turner, University of Alaska.
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Table 6. Differences in total hydrogen content

Sample Subsample Total hydrogen H2O
number weight (g) as H20(%) (105°C)

5-III-B-3 0.05 3.58 0.12
3.65

3.60

3.65

3.61

3.74

3.75

3.66

3.66

1.00 3.66

9-II~C-2 0.05 3.82 0.13

3.77

3.73

3.87

3.85

3.80

3.74

3.77

3.79

3.82

3.73

8-II-B-l 1.00 3.61 0.11

Note: results on small samples by microcoulometry ; on large samples by Penfield fusion.

See: Cremer, M., Elsheimer, H. N., Escher, E. E., Anal. Cliim. Acta 60, 183 (1972).

The electron microprobe has been used to investigate the homogeneity

of LP-6 Bio + 16 mesh. Two distinct biotites were found; these are in-

dividually homogeneous (except for calcium), as shown by the indices

(t/VN in table 7. The biotite PSU 5-1 10 [8] was used as a calibrating

standard in these analyses; PSU 5-110 has never shown any measurable

degree of inhomogeneity, even at the microprobe sampling level, and was

analyzed by the most sophisticated primary methods available. The two

LP-6 biotites are distinguishable visually in epoxy grain mounts, the high-

Fe species occurring in more massive "blocky" grains. Some obvious

anomalies in the data remain unexplained: while results on the +16 mesh
material are not strictly comparable to those on the 40-60 mesh material,

the need to consider the sampling characteristics of even the purest

mineral separates is clearly demonstrated.
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Table 7. Microprobe analyses ofLP-6 Biotite fractions

5-110^ LP-6 high Fe^ LP-6 low Fe^ LP-6 Bio 40-60 #

tut 07 a/ y/ Ps wit 07
(J1 \JN wt Wt

SiOs 38.63 1.2 Z1.61 1.5 39.08 1.2 37.83 38.33

ALO3 13.10 1.5 15.58 1.7 15.48 1.2 15.21 15.30

TiO. 1.58 1.7 1.80 2.5 1.60 0.9 1.52 1.67

FeO^ 10.93 1.7 11.17 1.2 9.54 1.0 11.10 10.58

MnO .14 1.1 0.10 1.5 0.06 2.2 0. 16 0.11

MgO 19.90 2.4 18.63 2.3 20.03 1.1 19.66 19.35

CaO 0.05 8.0 0.03 6.4 0.04 0.21

K2O 10.00 1.1 10.21 1.1 10.24 1.8 10. 14 10.03

NaoO 0.26 1.2 0.09 2.1 0.13 3.2 0.14 0.09

^ Used as a calibrating standard. Chemical analysis by C. O. Ingamehs.
^ Microprobe analyses by G. K. Czamanske.
" Microprobe analysis by J. Gittins.
d Most probable values for LP-6 Bio 40-60 # (see tables 8 and 9).

« Total iron calculated to FeO.

VI. Chemical Analysis and Stoichiometry

Our best estimate of the gross chemical composition of LP-6 Bio 40-60

mesh is given in table 8. Data accumulated here comes from many
sources: contributors are listed at the end of this article. Values for K and

for Ar* are listed by contributor in table 2. Less complete analyses of cer-

tain fractions of LP-6 Bio are presented in table 9. Calculated gross

stoichiometry appears in table 10. The mineral is best described as east-

onite, a trioctahedral mica.
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Table 8, Composition and homogeneity ofLP-6 Biotite 40-60 #

Sample weight Wt % Ks

(g) (g)

0.

7

3o. 33 0.001

. / 1 J. zO .001

Ti02^ . 7 1 . 67 .05

5. n Z. ZJ .U(Jj (total re)

FeO^ 0.5 8.55 Ks for FeO probably high

Cr.Oa 0.04 (?) Ks probably high

V.2O5 0.02 (?)

MnO^ .11 0.01

NiO .05(?)
CoO .01 (?)

ZnO .01

MgO^ 0.7 19.32 .005

CaO- .7 .21 2.

BaO .22 0.01

U.2O .005
Na.Ot> .09 1.

10. Od 10.03d 0.005
RbaOb 0.025

CS2O .0006

1.0 3.53 see text, table 6

0.7 0.13 see text, table 6

.26

.01 (0.00, 0.03) Ks probably very high

C02^ 2.0 .00

less 0 = F 0.11

Total 99.97

* Determination by primary methods.
^ Determination by secondary methods, PSU 5-110 used as calibrating standard.

^ Average of 37 results using 0.1 g subsamples.
d Average of 100 results using 0.1 g subsamples. Primary determination by V. C. Smith

showed 10.03 percent K2O.
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Table 9. Analyses ofLP-6 Biotite 32-40 # , 40-60 #, + 16#

32-40 # 40-60 # 40-60 # 40-60 # 40-60 # +16#»
Split 20 9-II-C-2 8-lI-B-l Blocky Flaky

SiOa 38.40 38.33 38.26 38.30 38.52

A1203 15.171^ 15.30'^ 15.28" 15.26" 15.31" 15.52

TiOa 1.66 1.67 1.67 1.54 1.69 1.68

FeaOg 2.29 2.25 2.27 2.32 2.20 (2.16)

FeO 8.52 8.55 8.55 8.58 8.25

MnO 0.11 0.11 0.11 0.11 0.11 0.08
MgO 19. 30^^ 19.35^ 19. 32^^ 19.28'= 19.37^ 19.47

CaO 0.41 0.21 0.19 0.34 0. 14 0.04
BaO .22 .22

NaaO .09 .09 .09 .06 .12 .11

K2O 10.03 10.03 10.03 9.85 10.08 10.23

RbaO 0.03 0.03 0.03 0.03 0.03
H2O+ 3.45 3.66 3.50 3.75 3.48

H2O- 0.09 0.13 0.11 0.26 0.14

F .26 .26

* Electron microprobe analysis by G. K. Czamanske.
" Uncorrected for CroOs, V0O5, etc.

" Uncorrected for NiO, ZnO, etc.
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Table 10. Gross stoichiometry ofLP-6 Biotite 40-60#

Relative error

Na 0.026

K 1.879

Rb 0.004

Ca .033

Ba .011

H2O .057

2.00

Mg 4.227

Zn 0.001

Mn .014

Ni .006
001

Li .004

Fe" .747

5.00

Fe" 0.303
pg/// .249

Cr .005

V .002

Ti .184

Al .257

1.00

Al 2.374

Si 5.631

8.00

OH- 3.399

F 0.120

3.52

0 20.48

+2.00
' 2.00

+ 10.00
5.00 (Mg, Zn, Mn, Ni, Co, Li, Fe++) '

^'qq

+2.89
1.00

+ 29.65

3.52

3.52

40.96
20.48 (O)

20.48

0.00

0.00

8.00 (Al, Si) '

g;55 -.35

+ .48

Total 40.00 -0.01

Note: There is a residual of 0.02 moles of HoO, representing an uncertainty of about
0.02 percent in the dividing of total H2O into H2O+ and H2O-. The inclusion of

^. 0.057 moles of H2O with the interlayer alkalies is arbitrary.
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VII. Discussion

Although LP-6 Bio 40-60 mesh is better than 99.9 percent pure biotite,

and contains far fewer impurities than most widely distributed mineral

standards, it shows perceptible nonuniformity at the analytical subsam-

pling level.

Figure 2 is a sampling diagram [9] for potassium in LP-6 Bio 40-60

mesh. The expected variability due to subsampling error in analytical

results for potassium is found [6] from R = VkJw percent, where R is

the relative deviation due to subsampling error, Ks is the sampling

constant for potassium (0.005 g for LP-6 Bio 40-60 mesh), and w is

the analytical subsample weight in grams. Table 1 1 shows some cor-

responding values of R and w for potassium in LP-6 Bio 40-60 mesh.

Table 12 gives similar data for radiogenic argon. It is evident that

subsample weight is an important parameter which must not be ignored

in data evaluation, especially in standards programs. For example, if

LP-6 Bio 40-60 mesh is used as a calibrating standard in ^^Ar—''^Ar

dating, where small subsamples ( ~ 10 mg) are the rule, a large variance

may be expected: in conventional K-Ar dating, where larger subsamples

of up to 500 mg are taken for argon analysis, variance due to sampling

COMPOSITION OF HIGH-K BIOTITE (MICROPROBE)

%K20

K) 10

SAMPLE WEIGHT- GRAMS

Figure 2. Sampling diagram for potassium in LP-6 Bio 40-60 mesh.
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error may be tolerable. Obviously, certification should include a homo-

geneity statement, preferably in terms of a sampling constant, if misuse

of the material is to be avoided.

The sampHng constant for radiogenic argon in LP-6 Bio 40-60 mesh

is estimated to be 0.05 g by calculation from the general sampling con-

stant equation [6], and 0.04 g by the method of repetitive determina-

tion. Some other estimates of sampling constants are given in table 8.

One wonders how much unnecessary work and how much confusion

have resulted through use of "standards" much less pure than LP-6
Bio 40-60 mesh which have never been thoroughly investigated for

their subsampling characteristics.

During collaborative efforts to establish geochemical standards and

reference samples, it is essential [10] for meaningful data evaluation

that all participants report a description of their calibrating standards, a

Table 11. Relative sampling error for potassium (K, = 0.005 g)

Sample Relative error Most probable Expected range
weight (%) result* Error^ in 100 results

(g) (68 % confidence) (wt %)

1. 0.07 10.03 ±0.007 10.01-10.05
0.1 .22 10.03 ±.02 9.96-10.10
.01 .71 10.04 ±.07 9.82-10.21
.001 2.2 10.08 (±.22)« (9.76-10.27)«

* Ingamells and Switzer [6].

^ Absolute error due to inhomogeneity, 68 percent confidence level.

•= The range of results should not exceed these limits [9].

Table 1 2. Relative sampling error for radiogenic argon (Ks = 0.05 g)

Sample Relative error Absolute error* Range expected in

weight (%) (68 % confidence) 100 results*

(g) (68 % confidence)

10. 0.07 ±0.0013 1.926-1.934

1. .22 ±.0042 1.917-1.943

0.1 .71 ±.013 1.894-1.966

* Units are mol/g X 10-^.
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description of their subsampling procedures, and the effective subsample

weights. Rapid secondary methods which are ordinarily used in routine

work, and which are often highly precise, are invaluable for determining

sampling constants. Certificate values for elemental composition, how-

ever, should be based on primary methods so as to avoid systematic er-

rors, the transfer of sampling and analytical error from existing standards

to the new, and the consequent accumulation of inaccuracy.

LP-6 Bio 40-60 mesh should prove to be an adequate calibrating stan-

dard for potassium determination in biotites and similar materials if the

analytical subsample weight is 50 mg or more. It should be adequate as a

standard in Ar* determination if 500 mg are taken for analysis, and if the

sample is thoroughly mixed before taking the analytical subsample. If a 1

percent subsampling error (68% confidence) is acceptable, as little as 5

mg may be taken for potassium determination, and as little as 50 mg for

radiogenic argon analysis.

LP-6 Bio 40-60 mesh may be used as a microprobe standard for potas-

sium if high-K grains are selected and they are taken as having 10.27 per-

cent K2O. It will probably be useful as a microprobe standard for iron,

aluminum, silicon, and magnesium; this has not been thoroughly con-

firmed. Its worth as an emission spectrometric standard for major ele-

ments has been established. It is probably not desirable as a ^^Ar^'^'^Ar

dating standard; in fact, its deficiency in this respect may draw attention

to a hitherto unrecognized weakness of the ^^Ar-^^Ar method.

Possibly the greatest value of LP-6 Bio 40-60 mesh will lie in its demon-

stration of the principles which ought to be observed during the prepara-

tion and distribution of geochemical standards. We hope that it may be the

first in a series of International standard rocks and minerals which may be

used with confidence to calibrate and control geochemical analysis. Cer-

tainly it is the first such sample with which an attempt has been made to

attain the highest possible degree of uniformity and also to quantitatively

measure and report deviations from complete uniformity.

The selection, collection, preparation, and analysis for composition and

degree of uniformity of a meaningful quantity of standard mineral is a long

and complicated undertaking. LP-6 Bio was prepared in the face of severe

difficulties and using only the simplest of equipment. It is reasonable to

suppose that well-funded, properly supported, and competently organized

projects of the same kind may do much better.

VIII. Acknowledgements

We are indebted to the many of good will who made this effort possible:



418 Accuracy in Trace Analysis

C. D. Rinehart, who collected LP-6 and shipped it to us at great per-

sonal discomfort; S. T. Neil, whose patience and forbearance during

packaging and preliminary distribution of LP-6 Bio 40-60 mesh can only

be described as monumental; R. W. Earle, who tolerated the flooding of

his property during the back-yard treatment of half a ton of rock; D. Sorg,

whose careful mineral separations and whose help with the chore of

crushing and screening LP-6 made the difference between success and

failure; L. B. Schlocker, who performed many hundreds of potassium

determinations of high quality; G. K. Czamanske, whose microprobe

work laid a foundation of confidence; F. C. W. Dodge, whose expertise in

mineral separation was essential; R. W. Kistler, who patiently examined

intermediate separates and provided valuable opinions, and who first con-

firmed the geochronological inhomogeneity of LP-6 Bio; B. P. Fabbi, H.

N. Elsheimer, R. C. Erd, W. Davis, M. Cremer, L. C. Peck, and others

who helped push the project to completion. Special thanks are due the

staff of the Palo Alto Laboratories of the Utah Mining and Construction

Company, and to Frances Dias, who made their assistance possible. Last,

but not least, we thank the many scientists whose interest and whose con-

tributions are too briefly reflected in the tables and figures attached.

Contributors

R. L. Armstrong, Yale University

G. Delaloye, Geneva Minemlogical Institute

J. Gittins, University of Toronto

T. Katsura and H. Haramura, Tokyo Institute of Technology

C. R. Jefford, University of Alaska
D. L. Turner, University of Alaska

A. Volborth, Dalhousie University

A. K. Baksi, Carleton University

T. D. Rice, New South Wales Department of Mines
A. E. Underbill, University College of North Wales
E. H. Hebeda, Z . W . O. Laboratorium voor Isotopen-Geologie

F. W. D.^Woodhams, Aberdeen University

Noboru Oba, Kagoshima University

S. L. McBride, Queen's University

E. Farrar, Queen's University

H. W. Krueger, Geochron Laboratories Division, Krueger Enterprises, Inc.

F. Leutwein, Centre de Recherches Petrographiques et Geochemiques
R. E, Rijova, Leningrad University

N. H. Suhr, Pennsylvania State University

J. J. Fox, AMAX Metallurgical Research Laboratory

J. R. Muysson, McMaster University

G. Ferrara, O. Giuliani, F. Radicati, Laboratorio per Ricerche Radiometriche Applicate

alia Geocronologia e alia Paleocologia

R. M. Maclntyre, Scottish Universities Research and Reactor Center

D. C. Rex, University ofLeeds
V. C. Smith, United States Geological Survey

A. W. Webb, Australian Mineral Development Laboratories



Ingamells and Engels 419

IX. References

[1 ] Rinehart, C. D. and Fox, K. F., Washington Div. Mines andCeoi Bull. 64 (1972).

[2] Engels, J. C. and Ingamells, C. O., Effect of Sample Inhomogeneity in K-Ar Dating,

Geochim. Cosmochim. Acta 34, 1007-1017 ( 1970).

[3 ] Engels, J. C, Effects of Sample Purity on Discordant Mineral Ages Found in K-Ar

Dating,y. Geol. 79, 609-6 16(1971).

[4] Engels, J. C, Determination of Purity of Mineral Separates Used in K-Ar Dat-

ing—An Interpretative Review, Can. Mineral. 11, 743-759 (1972).

[5] Adams, P. B.,The B\o\ogy of Glass, New Scientist 41,25 (1969).

[6] Ingamells, C. O. and Switzer, P., A Proposed Sampling Constant for Use in

Geochemical Analysis, Talanta 20, 547-568 (1973).

[7] Aubauer, H. -P., Two-phase Systems with Dispersed Particles of a Stable Size, Acta

Metallurgica 20, 165-180(1972).

[8] Boettcher, A. L.,y. Geo/. 75, 535 (1967).

[9] Ingamells, C. O., Control of Geochemical Error Through Sampling and Subsampling

Diagrams, Geochim. Cosmochim. Acta 38, in press (1974).

[10] Ingamells, C. O., Engels, J. C, and Switzer, P., Effect of Laboratory Sampling Error

in Geochemistry and Geochronology, Proc. XXIV IGC, Section 10, 405-415

(1972).





NATIONAL BUREAU OF STANDARDS SPECIAL PUBLICATION 422.

Accuracy in Trace Analysis: Sampling, Sample Handling, and Analysis,

Proceedings of the 7th IMR Symposium,

Held October 7- 1 1, 1974, Gaithersburg, Md. (Issued August 1976).

AN APPROXIMATE METHOD OF COMPUTING
ERRORS IN TRACE ANALYSIS DUE TO
SAMPLING HETEROGENEOUS SOLIDS

F. J. Flanagan

U.S. Geological Survey

National Center

Reston, Virginia 22092 U.S.A.

An approximate method of computing errors in the determination of trace

elements in silicate rocks, errors that may be attributable to the size distribu-

tion at the sample grains, has been derived using the Poisson distribution and

assuming no covariance between minerals and grain sizes. Standard deviations

of trace-element analyses decrease as particle size decreases and as number of

particles increases. Before a crushed rock is sampled, the analyst should en-

sure that the number of particles is so large that the relative error due to the

number of grains in the portion for analysis will always be a magnitude or two

less than other errors he may make in the analytical procedure.

Keywords: Analytical error; geochemical variance; particle size distribu-

tion; particle size errors; sampling errors; trace analysis.

A part of the variance of a set of determinations of a trace element in sil-

icate rocks may be attributed to the variability of the portions to be

analyzed. Although the analyst may use accurate, precise, and sensitive

methods, imperfect sampling may cause error in portions weighed for

analysis, and this error may be significant in the determination of trace

elements.

Each ground rock sample is composed of grains. The bottle of ground

sample and the portion weighed for analysis contain heterogeneous dis-

tributions of both minerals and size fractions, and the analyst usually must

assume that the weighed portion is representative of the larger quantity in

the bottle. The numbers and sizes of the grains in either portion may be

described by such distributions as the multinomial, the binomial, or the

Poisson, the last being most familiar to us as the distribution describing

radioactivity counts. There is a practical lower limit to the size to which
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the grains may be reduced; the variance attributable to the grains of this

size may be used as the geochemical variance discussed by Shaw [ 1 ]

.

In sampling for analysis, the analyst takes a {\lk)th portion from the

bottle as his sample. He can repeat his sample weight, but he can only ap-

proximate the distribution of the minerals and grain sizes in the sample he

takes. For perfect sampling of a ground rock, defined as an operation

which yields the same proportion of minerals and size fractions as in the

larger portion sample, the number of grains, Nj, of the ith mineral on the

jth sieve would occur in the same proportion existing in the bottle, and

each mineral would have its own specific weight per grain, Wi.

As an example, assume that uranium is the element desired. Then each

mineral contributes its own weight of uranium, Ui, to the total uranium,

Uj, in the material on thejth sieve.

The weight of the first mineral on the sieve is NiWi, that of the second,

and that of the /th, NiWi. The weight fraction of the ith mineral

would be the weight of that mineral divided by the sum of the weights of

all minerals or Hi = NiWi / XNtWi. The weight of uranium contributed by

the first mineral on the sieve would be the weight fraction of the mineral

times the uranium in the mineral, or U = HiUi, and the total weight of

uranium on the 7th sieve would be the sum of the contributions of all

minerals, or Uj = SfliUi. These contributions to the weight of uranium are

those expected under the assumption that the splitting from the larger to

the smaller samples has been made without error. These expected values

are shown in table 1

.

Table 1. Expected values in the '}th sieve

Number Weight Mineral Uranium Uranium
Mineral of per weight content supplied

grains grain fraction of mineral by mineral

NiWiM w,
. Hi = -—" Ui HiUi

/V2W9
A^2 W2 - n2 = ^ U2 HaUa

NkWk
Nk Wk Uk = —-— Vk ^kVk

Uy = SHiUi
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As all sampling operations are subject to errors of some magnitude, the

splitting operation may not have given the expected number, Nuof grains

of the first mineral, but some other number of grains, tiu and similarly for

minerals 2 to k. The weights per grain, Wj, and the uranium content, Uj, of

the minerals would remain the same, but because of the change of grains

from Ni to «i, the fraction Ui of the mineral on the sieve would have some

other value, Pi, and the uranium IliUi supplied by a mineral would change

to some other value, PiUi. In the analytical sample, m can be estimated by

its expected value, Ni, and Wj, the weight of the sample on the sieve, can

be substituted for its equivalent, XaziWi, in the denominator of the sample

weight fraction. The sample values for the uranium contribution of the in-

dividual minerals are shown in table 2, where the amount of uranium sup-

plied by the minerals on thejth sieve is uj = XpiVi.

Table 2. Sample values for the ']th sieve

Number Weight Mineral Uranium Uranium
Mineral of per weight content supplied

grains grain fraction of mineral by mineral

«2 W2

Pi =

P2

niWi

~w7

Ui

U2

PiUi

P2U2

nk Pk u, Pk\jk

= Sp.Ui

The determined uranium, u, should be equal to the expected value, U,

but because of sampling error these values may not be the same. At one

extreme, the element of interest may be distributed homogeneously as

small percentages in the grains of a major mineral, or at the other, the ele-

ment may be contained in greater percentages in the relatively fewer

grains of an accessory mineral. For all minerals, it will be assumed that

each rii follows a Poisson distribution, and it will be further assumed that

the Poisson distributions of any two minerals or grain sizes are indepen-

dent of each other.
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If the analytical method is sufficiently precise so that its variance may
be neglected, the precision of the determination of uranium in the ith

mineral on the jih sieve will vary directly with the variation of the number

of grains. The standard deviation of the number of grains, a?;, of a mineral

would be anj whose units are grains. The standard deviation of the urani-

um content of the mineral could then be obtained by substituting am for

the number of grains, a?,, in the uranium fraction supplied by a mineral on

a sieve, WiXJimlWj. This yields WilJ iO-nJWj, and if this expression is

squared and the variance thus obtained summed over all minerals, there

is obtained

v^nu)---~— (1)

If the assumption that follows the Poisson distribution is true, then

\2iX{ni) = E{ni) = Ni (2)

where E{ni) is the expected value, or mean, of ni. Rearranging the expres-

sion in table 1 for the proportion of the /th mineral, we obtain

Ni = = (3)
Wi Wi

as Wj is an estimate oi^NiWi. Substituting the expected value, or the vari-

ance , N j , for the variance o-- „ , in ( 1 ) , we obtain

Var {u) = ^ ^ = (4)

By summing / minerals overj sieves, each mineral on each sieve having

a different uranium content, and substituting the weight of the sample

for analysis for its equivalent, SW^j, the sum of the weights of the minerals

onj sieves, the variance of the uranium determination then becomes

• , ^ JlJ2w,,UlUij

y^r(u) = -^^ (5)

Behre and Hassialis [2] show a similar formula for calculating the

weight of sample necessary for an analysis to be within a stated percent-

age of the true value at a specified probability. Unlike the present deriva-

tion in which there has been assumed no covariance, they use the binomi-

al distribution with a covariance term to estimate the required sample

weight. During the computational procedure shown by them in tabular

form for several examples, an estimate of ns^ is calculated and an estimate
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of 52, the variance, may be readily obtained by dividing by /?, the number

of grains in the analytical sample.

Application of equation 5 requires an estimation of the four un-

knowns. The weight of the analytical sample, W, is the choice of the

analyst, and Wy , the weight per grain of the iih mineral on the jth sieve, can

be calculated. The particle shape may be assumed to be either cubical or

spherical for ease of computation, but the effective diameter of the parti-

cle that passes the larger sieve and is caught on the next smaller one is a

matter of personal preference. If one assumes that all particles just pass

through the openings of the larger sieve, one obtains fewer particles per

unit weight or volume and hence a slightly inflated estimate of variance

that may be considered a safety factor.

The other two unknowns, 11^ and Uy, may be estimated after a suffi-

ciently large sample of the crushed rock has been screened and mineral

separations have been made. The amount of sample necessary to deter-

mine these estimates depends on the least abundant mineral species con-

taining the trace element desired and for many samples in our laborato-

ries, a kilogram of rock was the minimum required for screening and

separating. The amount of uranium in the individual minerals for each size

is determined to give estimates of Uy , or if an insufficient amount of the

least abundant mineral is present in each size, uranium may be determined

in each unsized mineral and assumed to be constant over the size range.

As an example of the variances that might be expected, assume that 10

percent of a 1-gram sample of crushed granite occurred in the —80+100
mesh interval. The composition of this 1-gram sample is assumed the

same regardless of mesh size and is expressed as number percent of the

grains in column 1 of table 3 which shows the calculations for n,. The
values of w, in column 2 were computed under the assumption of spherical

mineral particles of diameter slightly less than the wire opening of the

larger of the two sieves for the interval.

Table 3, Calculations for Hi

(1) (2) (3) (4) (5)

Percent Weight Relative Proportion Proportion

of per weights in in

Mineral grains grain in interval sample

in g 10^ X interval (3)/2(3) 0.1 X (4)

interval Wi

Feldspar 70 1.002 38.12 0.669 0.0669
Quartz 24 1.042 13.59 .238 .0238

Allanite 5 1.566 4.26 .0747 .00747

Zircon 1 1.840 1.00 .0176 .00176
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The variance components for the four minerals and the total variance

for the material on the sieve are shown in table 4 for the -80+100 mesh

material. Similarly, assuming that 10 percent of the same material exists

in the same proportions in the —200 +230 mesh size and that the uranium

contents are constant over all size ranges, the variances that may result

from such material are shown in table 5.

The data in table 4 show that quartz, feldspar, and allanite, which ac-

count for 99 percent of the material on the sieve, contribute a negligible

amount to the error term due to the grains only, whereas the zircon, only

1 percent of the total material, could coruribute practically all of the error

term. The square root of the variance, a standard deviation of 2.9 x 10-^,

is sufficiently large to effect the precision of the determination of uranium

in the material. The summation of UiVi for the four minerals in table 4

gives a uranium content of the material on the sieve of 7.06 x 10-^, and

the standard deviation is almost half this amount.

The calculations for the -200 +230 mesh material result in a variance

of 9.07 X 10-15 and a standard deviation of 9.5 x lO-^. As the amount of

uranium is the same as in the example above, the standard deviation is

now sufficiently small that it will not materially affect the precision of the

determination in this size interval.

Table 4. Variance components in sieve interval, — 80 -\- 100 mesh

Mineral >Vi(g) U(g/g) Hi Variance

Feldspar 1.002 X 10-^ 2.1 X 10-« 0.0669 2.96 X 10-18

Quartz 1.042 X 10-5 2.3 X 10-6 .0238 1.31 X 10-18

Allanite 1.566 X 10-5 5.4 X 10-4 .00747 3.41 X 10-14

Zircon 1.840 X 10-5 1.6 X 10-3 .00176 8.29 X 10-12

Variance (U) = 2 = 8.32 X 10-12

Table 5. Variance components in sieve interval, — 200 + 230 mesh

Mineral H'i(g) U,(g/g) Variance

Feldspar

Quartz
Allanite

Zircon

6.9 X 10-7

7.2 X 10-7

10.8 X 10-7

12.7 X 10-7

2.1 X 10-6

2.3 X 10-6

5.4 X 10-4

1.6 X 10-3

0.0669
.0238

.00747

.00176

2.04 X 10-19

9.06 X 10-20

2.35 X 10-15

5.72 X 10-15

Variance (U) 9.07 X 10-15
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If we assume that the sample has 10 percent in the mesh interval, —8
+100, and 90 percent in the interval, —200 +230, similar calculations

yield data below, which show that the standard deviation due to the —80
+100 mesh portion will have a noticeable effect on the determination,

whereas the possible error due to the —200 +230 material is almost

negligible. The standard deviation calculated for the larger grains of the 10

percent of the sample in the -80+100 mesh portion is 10 times greater

than the error due to the small grains of the remaining 90 percent.

As the standard deviation due to particle size in the determination of a

trace element decreases as particle size decreases and as number of parti-

cles increases, it is important that a sample for analysis be ground as finely

as possible. Before a crushed rock is sampled, the analyst should ensure

that the number of particles is so large that the relative error due to the

number of grains in the portion for analysis will always be a magnitude or

two less than other errors he may make in the analytical procedure. For
samples prepared so that the grains are larger than this optimum size, er-

rors that may be due to the number and sizes of the particles may be partly

avoided by an analyst using wet-chemical methods if he increases his sam-

ple size by a factor of k and takes a (l//:)th aliquot after the sample is in

solution.

Our knowledge of the trace-element contents of minerals in rocks is

constantly being refined, and we will soon be able to use average trace-

element contents to calculate possible errors, provided modal analyses

from grain counting of thin sections of rocks are available.
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A portable high pressure in-line filtration device, developed by the

Westinghouse Analytical Laboratories, was installed in a pressurized water

reactor (PWR) primary coolant sample line and the suspended solids removed

by filtration.

The filtration medium was a 47 mm diameter silver filter having a porosity

of 0.45 fim. Collection times of 8 hours with an average flow rate of 2.66 liters

per minute (42.1 gal h"') were made. The total volume of primary coolant

processed per run was 1,275 liters and resulted in the collection of 3.3 milli-

grams of suspended solids; more commonly known as crud. This cor-

responded to a concentration of 2.6 /xg /-^ or 2.6 ppb in the coolant.

After sufficient crud has been collected, the pre-tared silver filter is removed

from the high pressure housing, dried, and reweighed. Eleven millimeter

diameter discs are cut from the filter and placed in a preconditioned quartz

combusfion system and heated to 1 150 °C within 30 minutes. An additional

hour at 1150 °C is required to ensure complete reaction of the crud sample

with the oxidizing atmosphere. The quantitative liberation of carbon dioxide

is collected in a trap cooled with liquid nitrogen and subsequently released and

measured by gas chromatography. Provisions are made for blank determina-

tions on an unused silver filter with appropriate corrections and aliquot size

determined by gamma spectroscopy.

The method developed for this analysis is applicable in the range of 1 to 200

micrograms of carbon. The accuracy and precision of the sampling method and

the analytical procedure are discussed.

Keywords: Analysis; carbon; crud; filtration; pressurized water reactors;

primary coolant; sampling; water.

In an operating pressurized water reactor (PWR), the corrosion rates of

the containment and core materials are influenced by the selection of cor-

rosion resistant alloys and by the mode of chemical treatment of the coo-
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lant. During power generation, the circulating coolant contains soluble

and insoluble impurities originating from fission products, activated cor-

rosion products, and the make-up water. These impurities are circulated

through the coolant system and are either deposited on or absorbed by
the fuel clading and the system piping. The deposition and absorption of

these impurities leads to reduction of heat transfer on the former and in-

creased radioactivity on the latter. Thus, to maintain sufficiently low cor-

rosion and deposition rates and activity levels, chemical treatment of the

coolant, filtration, and ion-exchange processes are employed within a

nuclear plant.

To better understand the nature of the various corrosion and transfer

mechanisms and therefore the control of their corresponding rates, chemi-

cal, physical, and radiochemical analyses of activated corrosion products

have been performed for many years. The results of these investigations

have led to changes in the chemical treatment and the operating condi-

tions, thus producing low particulate levels in the circulating coolant— on

the order of several parts per billion. Nevertheless, it remains desirable

and important to examine various properties of these suspended solids,

more commonly called crud, in the circulating reactor coolant.

In the past, the usual method employed for the collection of crud sam-

ples has been the withdrawal of 10 liters of the coolant followed by filtra-

tion in the laboratory. This procedure required many hours and, since typ-

ical crud levels were 3 to 15 /xg/1, only 30 to 150 fxg of material were col-

lected. The activity of the coolant, approximately 7 /xCi/ml, limited the

total volume that could be removed for filtration, and normal practice

required a decay time of up to 1 week prior to laboratory filtration. The
small amount of material thus collected could be assayed radiochemically

but was usually insufficient for further detailed analyses.

In order to collect milligram quantities of crud, thousands of liters of

circulating coolant must be processed. To accomplish this objective, a

portable in-line filtration device was constructed utilizing a commercially

available Millipore high pressure filter housing (fig. 1). The portable filtra-

tion unit is capable of removing suspended solids from PWR primary coo-

lants by processing up to 300 liters per hour at system conditions. De-

pending on location of installation, the unit operates at 2300 psi (1.586 x

107 N/m2) and either 65 °C or 350 °C. The unit is constructed of such

materials that decontamination of radioactive residues can be readily ac-

complished at the reactor site, allowing it to be used elsewhere. The unit

also meets the weight and size restrictions of commercial airlines thereby

permitting air travel to and from reactor sites as common baggage, thus

saving transportation cost and time.

The advantages of the in-line collection system are 1) it minimizes
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Figure 1 . Photograph of the portable filtration unit used for collecting crud from circulating

coolant.

laboratory handling of large radioactive volumes, 2) it requires less con-

tinuous monitoring than vacuum filtration, 3) it provides a more represen-

tative crud sample, and 4) it minimizes the chance of contamination of the

sample. A schematic of the filtration system is shown in figure 2. With

high safety integrity in mind, a commercial, high-pressure, filter housing

was selected for installation in systems where inlet pressures are as high

as 10,000 psi (6.8947 X 10^ N/m2) and the filtration medium, with ap-

propriate support screens, can withstand a AP of 1,500 psi (1.034 x 10^

N/m2). The associated valving is rated at 6,500 psi (4.482 x 10^ N/m-).

Normal operation of the filtration unit is downstream from the primary

cooler and prior to the volume control tank where inlet pressures are

2,300 psi (1.586 x 10^ N/m^) but liquid temperatures are less than 95 °C.

However, the filter unit can be used to remove suspended solids at

350°C.

With the ability to collect large representative crud samples from vari-

ous PWR's, interest in continuing surveillance of the chemical and physi-

cal condition of the primary coolant has prompted the need for sensitive
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Figure 2. Schematic diagram of the filtration system.

analytical procedures. The measurement of the carbon contained within

the circulating crud, obtained under various plant conditions, should help

elucidate the origin of certain carbonaceous materials, such as metallic

carbides or ion-exchange particulates.

The following method is based on the high-temperature oxidation of the

total carbon contained within the suspended solids. The carbon dioxide

formed is collected at liquid nitrogen temperature and subsequently

released and measured utilizing gas chromatography. The analytical

method is applicable in the range of 1 to 200 micrograms of carbon.

Basically, the in-line filtration unit is installed in the PWR primary coo-

lant sampling line which is located in the nuclear sampling room. A silver

filter having a porosity of 0.45 jjum and a 47 mm diameter is used as the fil-

tering medium. After sufficient crud has been collected, the pre-tared

silver filter is removed from the high pressure housing, dried, reweighed,

and a gross gamma count performed. Several 11-mm diameter discs are

cut from the filter, gamma counted, and placed in a preconditioned quartz

combustion system (fig. 3) and heated within 30 minutes to 11 50 °C. An
additional hour at 1 150 °C is required to ensure complete reaction of the

crud sample with the oxidizing atmosphere. The quantitative liberation of
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Figure 3. Schematic diagram of the combustion system used for converting carbon to car-

bon dioxide.

carbon dioxide is based on the thermal decomposition of carbonaceous

materials contained within the crud. The carbon dioxide is collected in a

trap cooled with liquid nitrogen and subsequently released and measured

by gas chromatography. All gases released during the combustion period

and the following analysis are passed through an activated charcoal trap

and then vented into a hood equipped with absolute filters to ensure no

release of volatile radioactive materials outside the controlled environ-

ment. The quartz combustion system contains a disposable quartz liner

and boat and thereby minimizes the radioactive contamination of the

overall system.

Prior to the actual analysis, a system blank is obtained; the critical as-

sumption being that the blank will remain fairly constant during the ensu-

ing analysis. The factors that contribute significantly to the blank are: 1)

the initial purity of the helium and oxygen; 2) the effectiveness of the ab-

sorbants; 3) the effectiveness of the conditioning of the quartz com-

ponents; 4) the integrity of the combustion system; and predominantly, 5)

the physical handling of the quartz sleeve and its components undergo.

Since the stability and level of the system blank define the lower detec-

tion limit of the analytical procedure, it was necessary to evaluate the

blank over a period of time. Each carbon value in table 1 represents the in-

dividual blank measurement obtained by analyzing 15 quartz sleeves and
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Table 1. Summary of system blank measurements for 15 runs performed over 5 days

Run nnmhpr Run n!imhf*rIVUil ilulllUCl

1 2.0 9 2.0
2 2.3 10 2.6
3 1.9 11 2.4
4 2.1 12 2.0

5 2.1 13 1.6

6 1.9 14 2.3

7 2.2 15 2.1

8 1.8 - Overall average 2.1 ±0.3 tigC

boats over a 5 -day period. Other factors were held constant so that the

analytical technique of handling could be evaluated.

It was also determined that increasing the conditioning time of the

quartz components to more than 4 hours did not appreciably reduce the

system blank nor did repeating the residence time at system temperature

{i.e., a second analysis of the system blank without the quartz sleeve being

removed from the system). It can be concluded that: 1) the carbon

present in the system blank is the cumulative total of the overall system;

2) the blank is reproducible; and 3) the blank can be maintained at a low

level with little day-to-day variation.

To ensure quantitative liberation of carbon dioxide, its cryogenic col-

lection, and its subsequent release and chromatographic measurement,

commercially available carbon standards were analyzed. Table 2

represents the carbon values obtained from three "Leco" standards con-

taining 33 /xg, 62 /xg and 90 /xg of carbon. The recovery values indicate

quantitative release and measurement of these standards. Also, the mea-

surement of two 90 ^tg carbon standards indicate that the system capacity

is at least 180 fxg of carbon. To assure satisfactory daily operation of the

carbon analytical system, "Leco" standards are analyzed on a routine

basis prior to carbon analysis of the crud samples.

Since the crud collected on the silver membrane is in such a state that

physical removal cannot be quantitatively performed, total analysis of the

membrane and crud is necessary. Thus, knowledge of the carbon content

of the membrane is required. It should be noted that the homogeneity of

the carbon impurity within each silver membrane had been assumed.

Also, minimum variance of the carbon from membrane to membrane was

required. The carbon values reported in table 3 were obtained from the

measurement of each of three 1 1 mm diameter samples removed from

four different silver membranes. (The silver membranes having a porosity
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Table 2. Carbon values and recoveries for three LECO standards

Total carbon

recovered, /xg

Net carbon

recovered, /xg*

Carbon
recovery, %

33 ixg C standards

33.9 31.9 96.7

33.5 31.6 95.8

(32.1 ± 0.7MgC) 34.6 32.8 99.4

J J . 1 QA ft

35.0 32.7 99.1

62 ;ug C standards

64.7 61.8 99.6

(61.7 dz 0.8 /xg C) 64.7 62.4 100.6

63.0 30.9 98.2

90 n2> C standards

91.8 89.8 99.8

(89.3 d= 1.6 ng C) 92.7 90.6 100.7

89.6 87.6 97.3
180.6b 178.5 99.2

* Values corrected for system blank,
b Two combined standards.

Table 3. Measurements of carbon from three subsamples of each of four silver filters

Filter and Total Carbon Subsample
subsample measured, Mg"" average, /xg«

number

Ag—la 10.5

lb 9.0 9.6 ± 0.8

Ic 9.4

Ag—2a 9.3

2b 7.5 8.8 ± 1.1

2c 9.5

Ag—3a 6.9 8.5 ± 2.1

3b 7.7

3c 10.8

Ag—4a 6.9

4b 7.1 7.5 ± 0.8

4c 8.4

Overall average 8!.6 d= 1.4

* Values include system blank of 2. 1 ± 0. 3 ^g C
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of 0.45 /Jim were obtained from Selas Flotronics, Inc., Spring House,

Pennsylvania.) The micrograms of carbon reported represent the total

amount of carbon present in an 11 mm sample and the system blank.

Thus, approximately 9 fjug of carbon represents the overall blank and is so

applied to gross carbon values obtained from crud analysis. This overall

blank raises the limit of reasonable detection of carbon to approximately

10 Mg-

During the measurement of the carbon content of the silver mem-
branes, it was observed that there was a 1 percent variance in weight

between the 1 1 mm diameter subsamples (table 4). Based on a few milli-

grams expected crud deposition, this variance of weight (300 or 400 micro-

grams) would be of the same order of magnitude as that of the crud sub-

samples. Thus, weighing would lead to large errors in determining sub-

sample size. To establish uniformity of deposition and the subsample

weight, a gross gamma count of the entire crud sample was performed.

The 1 1 millimeter subsamples were then gamma-counted under the same

conditions and the ratio between the two measurements used to determine

the fraction removed from the original sample. Table 5 represents the

fraction of each subsample and the values reported are within 1 percent of

the calculated surface area assuming uniform deposition.

With the establishment of the sampling and analytical procedures, crud

was collected from the primary coolant of a PWR. The length of the col-

lection period is dictated by the initial crud concentration and the level of

radioactivity being deposited on the membrane and varies with each

power plant. Also, the maximum flow rate through the filtration unit is de-

pendent upon the minimum residence time of the primary coolant within

containment. If the minimum residence time is exceeded then the activity

of the nuclear sample room will be increased to unsafe levels due to the

activity of the 7. 5-second N^^. One hundred to three hundred liters per

hour flow-rates have been established for various power plants with col-

lection times of 3 to 16 hours. In this particular experiment, collection

times of 8 hours with an average flow rate of 1 60 liters per hour were per-

formed. The total volume of primary coolant processed per run was 1 ,275

liters and resulted in the collection of 3.30 milligrams of suspended solids.

This corresponded to a crud concentration of 2.6 fxg /-^ or 2.6 ppb in the

coolant.

The crud samples, confined within an appropriate container designed

for the shipment of radioactive materials, were sent to the Westinghouse

Analytical Laboratory. The crud sample collected on the silver membrane
was vacuum dried, reweighed, and a gross gamma count performed.

Three 1 1 mm subsamples were removed and gamma counted to deter-

mine the subsample size. Carbon analysis performed on each subsample
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Filter number Average subsample Variance,

weight, mg'^ ± mg

Ag—

1

31.399 0.394
Ag—

2

32.043 .340

Ag—

3

32.358 .361

Ag—

4

28.799 .407

^ Average based on four measurements.

Table 5. Measurement of subsamples by gamma spectroscopy^

Subsample

#1 #2 #3

Gross 7 count of subsample

Gross 7 count of sample

Calculated subsample area

Calculated sample area

0.103 0.101 0.108

0.1047

Integration of 2048 channels for 600 seconds

Table 6. Results of the analysis of three separate subsamplesfrom a single collection ofcrud

Subsample Net carbon Subsample Carbon
number measured, /xg^ weight, concentration,

%

1 54.2 340 15.9

2 53.1 333 16.0

3 55.2 356 15.5

Overall average 15.8 ± 0.3

Values corrected for average system and filter blank; 8.6 d= 1 .4 C

resulted in the values reported in table 6. The precision of the three

analyses is considered excellent relative to the overall sampling, handling,

and analytical techniques. In this particular case, the carbon concentra-

tion in the PWR primary coolant sampled is on the order of 0.4 /ig /-^
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In summary, suspended solids, commonly called crud, have been col-

lected from the primary coolant of a PWR using a portable in-line filtra-

tion unit and in an actual situation the crud level was determined to be 2.6

fjLg
/-I of which the carbon concentration is 15.8 ± 0.3 percent which cor-

responds to a carbon level of about 400 ppt in the primary coolant.
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A complete preanalysis scheme for determining trace elements in river and

estuarine water b\ instrumental neutron activation analysis is described. The

design, operation and evaluation of a new Teflon water sampler is included in

the presentation of the preanalysis scheme. The evaluation of this water sam-

pler consists of replicate sampling e.xperiments and a comparison with a com-

mercial sampling bottle (\'an Dom). The water sampler described allows for

filtration of the sample as it is transferred from the sampler to a storage con-

tainer. L\'ophilization (freeze dr\'ing) is used as the preconcentration

technique for the dissolved species, i.e.. liquid portion of the sample. Nor-

malization of suspended particulate data to the element scandium is presented

as a useful technique for locating man-made heavy metal input sources.

Keywords: Filtering water: river water: sampling water for trace elements:

suspended particulates in water: Teflon water sampler: trace

elements: trace elements in water: water.

I. Introduction

The current interest in sampling and sample handling for trace con-

stituents is evidenced by the large attendance at this symposium. Previous

speakers have discussed general problems associated with trace element

sampling and sample handling so this point will not be belabored.

Sampling for trace elements is difficult in any matrix. However, if some

component of the geochemical environment is to be investigated, the sam-
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pling problems are exceedingly more difficult than for most synthetic

materials, which may be homogeneous. In the environment, the system

sampled is generally not homogeneous over the area of interest. The fluid

systems, water and air, are in a state of continuous chemical and physical

change, even during their sampling and storage. Therefore, obtaining and

storing representative samples are not considered trivial problems.

In this work, an attempt was made to develop and evaluate a preanaly-

sis scheme for trace elements in water. This includes the sampling

protocol, as well as storage and handUng techniques. If such a research

technique can be evaluated thoroughly and quantitatively, it should be

useful in studying less expensive and faster protocols which may be

necessary for environmental surveillance work.

The preanalysis design presently used in this laboratory consists of an

all Teflon, Teflon-coated metal, and nylon sampler to minimize con-

tamination from construction materials. After sampling, immediate filtra-

tion is carried out in the field followed by fast freezing of the aqueous por-

tion of the sample in liquid nitrogen. Upon return to the laboratory, sam-

ples are stored frozen and, prior to analysis by neutron activation, are

preconcentrated by freeze drying.

When designing this scheme of sampling and sample handling it was felt

that the total number of liquid sample transfers must be kept to a

minimum to avoid unnecessary random sources of contamination. This

goal was achieved by keeping the total number of sample transfers to one.

II. Procedure

The NBS water sampler is illustrated in figure 1. The sampler consists

of a horizontal Teflon cylinder mounted on an "ice clamp action" type of

frame, with flat Teflon end caps in place of what would be ice hooks. The
frame, though made of metal (aluminum and stainless steel), has a baked-

on Teflon coating. The Teflon cylinder has an interior thread on one end

(fig. 2) to provide for attachment of a filtering mechanism, to be described

below. A Teflon-coated rudder may be attached to the bottom of the

cylinder to allow its proper orientation with the current flow. All parts of

the sampler are assembled with nylon screws, bushings, washers, etc.

One of the unique features of the sampler is that it provides an option

for sample filtration during the transfer to the storage container. A Teflon

adaptor is threaded to mate the sampling cylinder with a polycarbonate

filter holder. The components of this filtering mechanism are pictured in

figures.



Figure 1 . Teflon water sampler in vertical, closed position.
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Figure 2. Teflon water sampler in vertical, partially open position, showing interior threads

for attachment of filtering unit.



Harrison et al. 443

Figure 3. Attachment of polycarbonate filtering unit to filled water sampler through use of

Teflon adaptor.
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Generally, the filters used are a 47 mm diameter, 0.4 ptm pore

Nuclepore filter covered with a 47 mm diameter, 8 ^lm pore Nuclepore

filter as a roughing filter. The filters are sealed between the Teflon adaptor

and the filter support with a silicone O-ring. The receiver flask attached

below the filter holds a polyethylene film bag. This bag serves as the sam-

ple container throughout the storage, freeze drying and analysis

procedure. A hand pump is used to provide the vacuum for filtration in the

field, e.g., from a 14-ft rowboat. The complete sampling system assem-

bled and ready for filtration is shown in figure 4.

One of the main advantages of the NBS water sampler is its capability

of being lowered below the water surface in a closed configuration, avoid-

ing contamination of the inner surface of the sampler with possible surface

slicks or microlayers. After lowering the sampler to a depth of about 0.3

meters it may be opened by pulling a second rope.^ The sampler is then

lowered to the desired depth and allowed to equilibrate. The first rope is

pulled to close the end caps and the water sample is brought back to the

surface.

After attaching the filtering unit the sample may be filtered directly

from the Teflon cylinder into the polyethylene storage bag. This is the

only sample transfer in the entire procedure. The liquid sample contained

in the polyethylene bag is frozen in the field in liquid nitrogen and stored

in a cleaned plastic bag. The filters containing the suspended particulates

are transferred to a cleaned plastic petri dish. Both the frozen liquid and

filter portions of the sample are stored in dry ice until returning to the

laboratory where they are transferred to a freezer.

The frozen liquid samples are prepared for analysis by preconcentrating

using lyophilization (freeze drying). The technique for freeze drying has

been described in detail elsewhere [ 1 ,2 ] ,
however, a brief description

may be appropriate here. The basic freeze drying unit, shown in figure 5,

consists of a sample chamber, cold trap and source of vacuum. The frozen

sample, still in the polyethylene film bag, is placed in the chamber which

is then opened to the vacuum line. During the freeze drying process,

water sublimes and a residue of solids accumulates at the bottom of the

bag. After the process is finished the bag is folded up with the residue

sealed inside, to make a small package for neutron irradiation.

Considerable work has been completed to evaluate the retention yields

of trace elements during freeze drying. The results appear satisfactory for

all elements investigated except for mercury and iodine (fig. 6). Recently,

Filby, Shah and Funk [3] reported quantitative retention of mercury in

a tracer study of the lyophilization of water.

'The NBS water sampler must be operated by two ropes, one supports the weight of the sampler while holding the end caps

against the cylinder, the other supports this weight using it to pull the end caps up and away from the cylinder allowing for

an uninterfered flow-through system.
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Figure 4. Teflon water sampler with filtering apparatus attached, ready for vacuum filtra-

tion into a clean polyethylene storage bag inside the filtering unit.
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to pump

a teflon valve

b 15 mm o ring joint

c 75 mm o ring joint

d styrofoam flask lid

e cold trap

f liquid nitrogen

g stainless steel insulating flask

h freeze drying ctiamber

I gasket of polyetftylene film

Figure 5. Schematic diagram showing one unit of the freeze drying system.

Na

greater tfian 95%

less than 95%

Sc V Cr Fe Co Zn As Se Br

Rb Sr Ag Cd Sb

Cs Ba Au Hg

Ce Tb

Figure 6. Retention yields of trace elements during freeze drying using radioactive tracers.



Harrison et al. 447

III. Results and Discussions

One of the main objectives of this work was to determine variability of

data due to sampHng. The approach used was to take replicate samples

from a given location over as short a period of time as possible, usually 2

to 4 hours. It should be pointed out that in a field experiment it is difficult

to distinguish between concentration variations due to time or position. In

an estuarine or river system it is almost impossible to sample the same

water mass over a 2- to 4-hour time interval.

The first station chosen for this kind of work was the Patuxent River at

Laurel, Maryland. At this point the river is just a fresh water stream and

it was necessary to wade to midcurrent to obtain the samples. Of course,

bottom sediment is stirred up when wading but due to a rather swift cur-

rent that day the disturbance created by wading subsided in several

minutes and a sample could be taken upstream to minimize these effects.

At this location eight samples were taken. That is, eight separate

wadings to midstream were made with processing of each sample on shore

before the next one was initiated. Obviously, these replicate samples

could not be considered to be taken from exactly the same body of water.

The results of instrumental neutron activation analysis (INAA) of the

Laurel samples appear in tables 1 and 2. For the dissolved species, the

coefficients of variation for the 1 3 elements determined in these "replicate

samples" vary from a surprisingly low 3.0 percent for manganese to 80

percent for cobalt. A few outliers are obvious, cobalt in sample L-13 and

chlorine in sample L-9. The high cobalt value in L-13 does not correlate

with high values for scandium, iron, or thorium, elements which would be

present in crustal particulate contamination. The low value for chlorine in

sample L-9 is equally unexplainable. A low value of a halide in water

might be explained by oxidation to the elemental form and volatilization

during freeze drying. This idea is untenable since the bromide ion is more

readily oxidized than chloride ion, and the value obtained for bromine in

L-9 is just below one standard deviation from the average. Of these eight

samples, originally weighing from 60 to 90 grams each, nine of the 13 ele-

ments determined exhibited coefficients of variation of 20 percent or less.

The results of INAA of the Laurel suspended particulates are shown in

table 2. These samples were collected, freeze dried, irradiated and

counted on polycarbonate film filters. Only the first six of the suspended

particulate samples were analyzed for some of the elements which have

long radioactive half-lives on irradiation. Technical difficulfies prevented

the analysis of the others. The elements measured in the suspended par-

ticulates have been normalized to scandium which is an element which
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may be indicative of contributions due to clay particles and crustal

weathering from natural sources. This is a procedure which has been used

in transport studies of heavy metals in sediment [4]. The coefficient of

variation is improved for nearly all elements when values are normalized

to scandium, with only slight increases for the exceptions, thorium and

sodium.

The fast moving fresh water stream at Laurel appears to be a well-

mixed system and a single 50 to 100 gram sample under these conditions

generally gives a relative standard deviation of 20 percent or less at con-

centrations down to the subnanogram/gram level for the elements

analyzed.

A set of samples similar to those taken at Laurel were taken from the

side of a boat anchored at the mouth of the Susquehanna River in the

Chesapeake Bay (Turkey Point). In figure 7 are illustrated the results of

the suspended particulates taken from this estuarine location. Again, for

suspended particulates, the coefficient of variation for each element is sig-

nificantly diminished (with the exception of manganese) when the data is

normalized to scandium.

The importance of normalizing data obtained from suspended particu-

lates using an element indicative of purely crustal weathering or natural

sources is illustrated in figures 8,9, and 10. In figure 8 is presented results

for chromium in the suspended particulates of the Back River, just east of

Baltimore, Maryland. A very large sewage treatment plant is located on

the Back River. Station 1 is at the mouth of the river, which flows into the

Chesapeake Bay. Station 6 is directly in the plume of the midstream ef-

fluent outfall of the sewage treatment plant. When the chromium concen-

tration is plotted with respect to distance (as approximated by station

number) from the effluent outfall a slight rise is observed as station 6 is ap-

proached. (Plotting the chromium data with respect to salinity instead of

distance from effluent outfall gives an almost identical curve.) However,

if the data is normalized to scandium a much more striking increase is

seen as one approaches the plant effluent outfall. This indicated that there

is an anthropogenic source of chromium in the particulate material coming

from the sewage treatment plant or another upstream location.

Iron in the Back River exhibits a similar behavior and is shown in figure

9. However, in the case of iron no concentration gradient is observed in

proceeding upstream from the mouth of the river. On the other hand, nor-

malization against scandium shows a pronounced upstream gradient

which apparently indicates a source of noncrustal iron upstream.

When the concentration of thorium and of thorium relative to scandium

are plotted for the Back River suspended particulates (fig. 10), only a

smoothing out of the data is obtained by normalizing to scandium, indicat-
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Figure 7. Coefficients of variation for tface elements from replicate samples of esti
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Figure 8. Chromium in back river suspended particulates.
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Figure 9. Iron in back river suspended particulates.

Figure 10. Thorium in back river suspended particulates.
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ing no significant input of thorium from an anthropogenic source. It is felt

that the added information obtained by this normalization technique

should be useful in detecting sources of man-made heavy metal input.

In the Susquehanna River experiment, replicate samples taken with the

NBS sampler were compared to samples taken with a Van Dorn commer-

cial sampler. This particular Van Dorn sampler was part of the routine

equipment on the research vessel used for this experiment and it is likely

that the sampler has been used at least 3 days a week and up to 10 times

a day for the past several years. The sampler was therefore expected to

contaminate the samples. The results are found in table 3 in the

chronological order in which they were taken. It has already been men-

tioned that it is very difficult to get a body of water to stay still during a

replicate sampHng experiment. This difficulty is demonstrated by noting

the values for sodium in table 3. The sampling had begun at low tide, but

the tide soon started coming in, leading to increasing salinity during the

sampling period and possibly stirring up some of the bottom sediments.

The comparison of data for Van Dorn samples (VDl, VD2, VD3) to

those for our Teflon sampler (NBSl , NBS2, NBS3 , NBS4, NBS5) seems

to indicate that the commercial sampler is contributing little if any con-

tamination to the sample at the concentration levels found here. This may
be explained in two ways: The sample from the Van Dorn was transferred

immediately ( < 3 min) to the Teflon cylinder for fihradon, leaving very lit-

tle time for container-sample interactions. Alternatively, this particular

Van Dorn sampler, which is made of PVC, rubber and surgical tubing,

could have been used so often that all or most of the leachable con-

taminates had since been removed and it had reached an equilibrium with

Chesapeake Bay water.

Other interesting features of the data in table 3 are the inconsistently

high values for cobalt, iron and scandium in samples VD3 and NBS4.
This could be suspended particulate contamination due to improper filtra-

tion or external contamination. These high values could also be real and

caused by the disturbance of the sediments with the changing tide. In ad-

dition, the variability in samples from fresh water streams seems less than

for samples from estuarine water, over a short timespan.

It is felt that the evaluation of the sampling of natural water using this

system has just begun. Further work in evaluating the sampling of river

and estuarine water is planned as well as initiating sampling studies in

coastal ocean water.
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Comparing nuclear track results to those obtained by other analytical

methods using different quantities of material involves special considera-

tions regarding homogeneity. The nuclear track technique utilizes the de-

tection of charged particles from different nuclear reactions of specific

isotopes (table 1) and the analyses are, in effect, on an atomic scale. The

actual mass of the material analyzed is commonly less than 1 milligram

and more typically about 1 to 10 micrograms. This quantity is defined by

the total detector area counted and the range of the specific ionizing parti-

cle in the sample material involved. This range is highly dependent upon

the energy of the ionizing particle and of the density of the sample materi-

al (table 2). For solids, particularly crystalline materials, certain elements

are often concentrated in distinct phases that may have a scale larger than

a single analysis.

There are basically two different approaches that can be used to make

the nuclear track analysis of the sample more representative of a larger

457
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Table 1 . Useful charged particles for nuclear track analysis

Element Isotope Incoming Product Emitted charged

determined used particle isotope particle

Lithium 6Li Thermal neutron m Alpha
Boron lOB Thermal neutron Alpha
Nitrogen 14N Thermal neutron Proton

Oxygen 170 Thermal neutron 14C Alpha
Uranium 235U Thermal neutron Fission products Fission fragments

Uranium 238U Fast neutron Fission products Fission fragments

Thorium 232Xh Fast neutron Fission products Fission fragments

Table 2, Range of charged particles in materials of different densities

Particle Air

Particle range, cm

Aluminum Uranium

Proton (0.51 MeV) 1.3 5.67 X 10-4 3.07 X 10-"

Alpha (1.79 MeV) 0.875 6.14 X lO-'' 3.11 X 10-''

Fission fragment (96 . 6 MeV) 2.23 1.51 X 10-3 6.04 X 10-"

sample. One involves sample manipulation and the other involves detec-

tor (or track) manipulation.

Sample homogenization involves such actions as pulverizing, mixing

and pelletizing, or melting and quenching. Detector manipulation is easier

and avoids the possibility of introducing contamination or the loss of ele-

ments through volatilization. Spacing the detector some distance away

from the sample utilizes the fact that the particles are released in random

directions and are "mixed" before entering the detector. This has the ad-

ditional advantage of averaging the depth parameter of the analysis. But

perhaps the easiest way to improve homogeneity is to count random fields

of view on the detector. This is valid as long as the elements of interest are

not concentrated in small, sub-microscopic areas. Whichever method is

selected, any standard should be prepared in the same manner.
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In summary, then, the nuclear resuhs are an expression of the

homogeneity of the small amount of sample actually involved in the analy-

sis. To realize the full value of the method, it is important to be aware of

the amount of material involved, especially when making any comparison

with results obtained by other analytical methods. An example of this is

illustrated in table 3, where the sample size of the bovine liver is constant

and the homogeneity of the nitrogen is reflected in the positions sampled.

The average nitrogen value from the nuclear track technique and the Kjel-

dahl method is an indication of the nitrogen homogeneity based on dif-

ferent sample sizes used in the two analyses.

Table 3. Nitrogen in bovine liver

Sample position Track density (X lO"^)^-'' Nitrogen found (%)
(tracks/cm^)

3

5

12

13

20

23

6.34 ± 0.65

6.57 ± .68

6.73 =±r .72

6.63 db .69

6.62 ± .80

6.74 dr .86

10.39 ± 1.11

10.77 ± 1.11

11.03 ± 1.17

10.89 dz 1.13

10.84 ± 1.31

11.00 ± 1.11

Average
Kjeldahl

6.61 ± .14 10.81 ± 0.24
10.59 ± .04

Field of view, 2.83 X 10"^ cm^.
^ Number of random fields counted, 50.
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One of the most important — and most neglected — parts of any analytical

procedure is the initial decomposition of the sample. Not only must the sample

matrix be dissolved but the element sought must be converted reliably to the

proper ionic form before chemical reactions characteristic of that element can

be obtained. Complete dissolution is especially difficult with the quadrivalent

and pentavalent elements which form very refractory oxides, carbides, etc.,

particularly after having been heated. For example, the plutonium in the ash

remaining from dry ashing large samples of soft tissue requires much more

powerful treatment for its complete conversion to the ionic state than merely

boiling with nitric acid. Fusion with molten potassium fluoride is one of the

simplest and most effective methods for dissolving metallic as well as siliceous

refractories because of the stability of the fluoride complexes and the high

reaction rates available at its melting point of 846 °C. Inclusion of a small

quantity of potassium nitrate even permits rapid and complete dissolution of

refractory carbides such as Carborundum. The cake can then be transposed

either with sulfuric acid to a pyrosulfate fusion with simultaneous volatiliza-

tion of both hydrogen fluoride and silicon tetrafluoride, or with nitric and boric

acids to give a solution free of sulfate. The procedure is neither difficult nor

time-consuming as is generally supposed.

Extremely serious problems can be introduced by evaporating solutions of

quadrivalent elements to dryness or by neutralizing them to too high a pH.

Powerful sequestering agents can be produced from orthophosphates in the

sample that will completely change the course of the analysis unless recog-

nized and provided for. Standardizations are frequently carried out in a care-

less and inaccurate manner. Contamination is one of the greatest problems in

trace analysis and needs to be avoided by good management and understand-

ing of the causes. Preservation of both samples and standards can be vastly im-

proved by application of a little more fundamental chemistry. Many other im-

portant "details" will be discussed which are frequently ignored or overlooked

because of preoccupation with the more glamorous facets of the procedure,

such as elegant separations or measurement techniques employed.
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L Introduction

An analytical procedure can be — and generally is— a very complicated

combination of many individual unit operations. The number of different

chemical reactions — both intended and inadvertent— that can occur from

the time the sample is collected until the final measurement is made is

enormous. While the analyst has his attention and interest focused on the

unique separation or the exotic reagent or instrumental technique to be

employed, millions of little chemical gremlins are busily at work, un-

dermining the intended structure of the determination and, indeed, casting

the deciding vote on its outcome. It seems fairly safe to say that there is

probably more art involved in understanding and controUing the many
secondary influences working against the desired course of events than in

the primary chemical reactions desired. Chemical problems seem at times

to increase almost exponentially with the charge on the metallic cation.

While most monovalent and divalent elements are relatively free of

problems due to solubility, hydrolysis, ion exchange, sorption, etc., the

tervalent and particularly quadrivalent and pentavalent elements require

unrelenting care and attention to detail to achieve high and reproducible

recoveries and accurate results. This paper will discuss a few of the basic

chemical problems affecting the higher valent elements particularly, with

some suggestions for their elimination or control.

II. Sample Preservation

A. Samples

It is self-evident that the best analysis cannot possibly be any better

than the sample on which the determination is made. Certainly, the sam-

ple must be representative of the population from which it was taken, and

to which it must relate in some known fashion. However, even the small

analytical sample received in the laboratory must be treated properly or

erroneous results will be obtained. One of the biggest questions involves

acidification and/or filtration of aqueous samples before removing an

aliquot for analysis. Some organizations officially require aqueous sam-
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pies to be filtered as received, and the analysis performed on the filtrate.

This philosophy will certainly obscure the real contribution of radioactive

and chemically toxic elements on environmental pollution.

The great majority of natural waters has a pH between 6 and 8, includ-

ing seawater, lakes and rivers, with some rivers and ponds being much
more alkaline yet. It is well known that most metallic elements except the

alkalis and the alkaline earths form extremely insoluble hydroxides, and

in fact most tervalent and quadrivalent elements can be removed quantita-

tively from solution at pH's above 6, particularly if a little carrier is

present. Consequently, filtration of natural water samples as received be-

fore analysis will certainly make pollution of the aquatic environment ap-

pear to be much less severe than it really is. In some tests on river water

containing liquid effluents from mills processing uranium ore, nearly 95

percent of the thorium-230 but only about 25 percent of the radium-226

were found in the residue filtered from an unacidified sample. If the dis-

tribution of activity between the filterable and nonfilterable components

is desired, filtration of samples as received can be done, but certainly both

fractions should be analyzed. Unfortunately, in many cases known to the

present author, the residues are discarded because of some very superfi-

cial and tenuous argument that the only interest was the content "in" the

solution, meaning soluble or nonfilterable, rather than "in'' the solution,

meaning within the bounds of the container in whatever form. From the

standpoint of evaluating environmental pollution, and excepting special

interests, water samples should be acidified to redissolve as much
hydrolyzed material as possible, including that deposited on the walls of

the container, and then the sample shaken vigorously immediately before

removing an aliquot for analysis to include a representative portion of the

undissolved floe or sediment in the analysis.

Unless the residue is analyzed separately, water samples should not be

filtered with or without acidification to avoid severe losses of components

that should be included in the analysis. Many elements are known to sorb

strongly on silica, cellulose fiber, etc., at pH*s above about 4 and some of

which, like protactinium, do so even from strongly acid solutions. Barium

occurs widely in the environment, and barium sulfate is very insoluble in

acid and will carry down most of the large tervalent and quadrivalent ions

quantitatively under certain conditions [ 1 ] . One of the most severe and

surprising problems was encountered in the analysis of aqueous samples

of radiological wastes from operating nuclear reactors [2] . Even from 10

percent nitric or hydrochloric acid solutions, and with vigorous shaking

immediately before pouring the solution from the bottle, most of the ac-

tivity remained inside the empty bottle from which it was removed only
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very slowly and incompletely by further vigorous treatment with concen-

trated acids, including hydrofluoric, prolonged vigorous shaking, ul-

trasonic vibration, etc. Zirconium is well known for its tendency to

hydrolyze even from fairly strong acid and deposit on the walls of the con-

tainer. However, containers in which zirconium has deposited hydrolyti-

cally can be cleaned simply and rapidly by a brief wash with hydrofluoric

acid. The most surprising aspect was the fact that a large part of the activi-

ty was manganese-54, cobalt-58 and -60, iron-59, etc., which are not par-

ticularly hydrolytic and would certainly not be expected to be hydrolyzed

or long remain insoluble in such strong acids. Autoradiography showed

that the activity occurred in very finely-divided discrete particles with no

evidence of the large aggregated patterns to be expected from flocculant,

hydrolytic precipitates. Apparently, these are particles of the original fuel

elements or cladding materials of zirconium, stainless steel, ceramics, etc.

that never were dissolved but are in their original form. This view is sub-

stantiated by the fact that addition of paper pulp is of material assistance

in keeping the particles off the container surface, so that the particles can

be removed with the suspension of paper fibers, particularly from

polyethylene bottles. A more difficult but completely unequivocal solu-

tion to the problem is to insert a small polyethylene bag in the sample con-

tainer as a removable liner, and wet-ash the entire bag.

B. Standard Solutions

Undoubtedly, a large number of analytical problems and inaccurate

results are caused by improperly prepared standard solutions on which

the entire determination depends. Most solutions can be stabilized

adequately by simply adding sufficient acid to prevent incipient hydroly-

sis. An acidity larger than about 0.0 IN will suffice for most monovalent

and divalent ions. Most of the work reported in the literature shows that

such solutions remain fairly stable over long periods of time until the pH
is allowed to go higher than 2. In some cases, such as with silver, mercury

and polonium, acid alone does not produce stable solutions, probably

caused by reduction of the relatively noble elements to the metallic state

or to a volatile lower state, either spontaneously or due to traces of reduc-

ing agents present. Addition of a suitable oxidant such as dichromate for

silver and mercury [3 ] , or quadrivalent cerium or bromate for polonium

[4] produces solutions that are stable over long periods of time.

With the higher valent elements, progressively higher concentrations of

acid and/or addition of complexing agents are required to produce

adequately stable solutions. In addition, both the order of addition of
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water and acid and the exact manner in which they are combined can

make the difference between a homogeneous stable solution and an in-

homogeneous erratic one. For example, if 250 mg of Nb205 is dissolved

in a pyrosulfate fusion, the cake then redissolved in concentrated sulfuric

acid and diluted to 250 ml with water, a slightly turbid solution will

usually result depending on the quantity of acid used, that becomes in-

creasingly turbid on standing. In contrast, if the sulfuric acid solution is

diluted with dilute sulfuric acid instead of water, a completely clear solu-

tion is obtained that does not develop turbidity with time. One such solu-

tion prepared in this laboratory is still perfectly clear after standing for 1

1

years. Obviously, pure water has a hydroxyl ion concentration a million

times higher than even 0. 17V sulfuric acid, and is high enough to cause sig-

nificant hydrolysis of the most hydrolytic elements.

The effect of manner of addition of reagents is exemplified by tin. If

several milligrams of quadrivalent tin is fumed strongly with sulfuric acid,

and the resulting solution is cooled to room temperature and diluted in an

unparticular manner with water, the solution will exhibit a beautiful gold-

en-yellow fluorescence when examined under short-wave ultraviolet

light in a darkened room. The fluorescence becomes more intense with

passage of time. If the fluorescent solution is reevaporated to fumes of

sulfuric acid, and the cold solution is treated with individual drops of

water with vigorous swirling and cooling between drops, so that the solu-

tion never warms up very much for very long, a completely non-

fluorescent solution is obtained which develops the identical golden-yel-

low fluorescence on prolonged standing if cold, or more rapidly at higher

temperatures. The transition apparently corresponds to the formation of

a fluorescent hydrolytic polymer from the simpler sulfonated stannic ion.

Many elements require both high acidity and complexing agents to

produce stable aqueous solutions. In particular, the sulfate ion is an excel-

lent complexing agent in acid solutions that is yet mild enough to be rela-

tively easily overridden by many extractants, etc. when necessary, and

has not received the attention and use that it deserves. For example, pro-

tactinium has a reputation as being one of the most hydrolytic and capri-

cious elements in the periodic table. The reputation is well-deserved

because most investigators studiously avoid use of sulfate systems,

preferring the extractions that are available from chloride or nitrate

systems, and suffer the consequent hydrolytic depositions that inevitably

occur with protactinium in such systems. In contrast, protactinium in a

sodium sulfate-sulfuric acid solution will retain the same chemical charac-

teristics for at least several years, showing not the slightest suggestion of

the hydrolytic or capricious behavior so noticeable in other systems, due

to the combination of high acidity and sulfate complexing [5,6] . Yet. the
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sulfate complex can be easily converted to a chloride by addition of an

equal volume of concentrated hydrochloric acid, and the protactinium can

then be extracted quantitatively into disobutylcarbinol.

III. Sample Decomposition

One of the most important — and most neglected— parts of any analyti-

cal procedure is the initial decomposition of the sample. Not only must

the sample matrix be dissolved, but the element sought must be converted

reliably to the proper ionic form before chemical reactions characteristic

of that element can be obtained. Complete dissolution is particularly dif-

ficult with the quadrivalent and pentavalent elements which form ex-

tremely refractory oxides, carbides, etc., particularly after having been

heated strongly. Many investigators attempt to leach the elements selec-

tively from the sample matrix with various acids with varying degrees of

success. The divalent and tervalent elements not bound up in acid-insolu-

ble particles can frequently be leached fairly successfully; the higher

valent elements more generally are not leachable, at least not quantitative-

ly. If silica or some of the refractory silicates are involved, recovery of

even the lower valent elements will be markedly incomplete unless

hydrofluoric acid is employed. Consequently, methods based on such

procedures are generally erratic and incapable of the highest accuracy and

precision.

A. Alkaline Fusions

Although fusion with sodium peroxide is undoubtedly one of the most

powerful methods available for dissolution of a wide variety of sample

types, it has many disadvantages. It is a relatively dirty flux, and its attack

on the fusion container is so severe, whether of silica, iron, nickel, zirconi-

um, etc., that large additional quantities of impurities are added to the

sample. When applied to large samples of siliceous materials, the silica is

solubilized but requires a great deal of effort subsequently to eliminate

satisfactorily. Sodium carbonate fusions are relatively much cleaner and

can be carried out in platinum. However, the same objection about

disposition of the soluble silicate is present, and the fusion itself is rela-

tively mild, leaving some considerable uncertainty as to the completeness

of dissolution of refractory compounds.
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B. Pyrosulfate Fusion

Fusion with an alkali pyrosulfate is undoubtedly one of the most power-

ful, clean and convenient methods available for the dissolution of non-

siliceous refractory compounds. The flux can be prepared simply by heat-

ing sodium or potassium sulfate with an equal molar quantity of concen-

trated sulfuric acid. This is particularly convenient when concentrated

sulfuric acid remains from wet oxidation of organic compounds or

elimination of other volatile acids. The flux is virtually a molten acid that

can be used at temperatures up to nearly 800 °C. The melting points of the

pure potassium and sodium salts are about 300 °C and 400 °C, respective-

ly. However, on heating, the pyrosulfate is decomposed with loss of sulfur

trioxide, and the melting point of the mixture of sulfate and pyrosulfate in-

creases progressively. The high acid concentration, the high temperature

available for reaction, the high concentration of sulfate ion as an inorganic

complexing agent for metals, and the relatively high solubility of metallic

sulfates at the high temperature used are all partly responsible for its effi-

ciency in dissolving metallic oxides.

The flux is also a relatively powerful oxidizing agent. The last traces of

very resistant organic matter are oxidized more rapidly and completely in

a pyrosulfate fusion than by treatment with perchloric acid. Quadrivalent

cerium is thermally decomposed in boiling sulfuric acid containing sodium

sulfate to the tervalent state. However, after the excess sulfuric acid has

been driven off and a pyrosulfate fusion obtained, the cerium is reoxidized

to the quadrivalent state nearly halfway to completion, the oxidation un-

doubtedly being materially assisted by the strong complexing action of the

high concentration of sulfate on the quadrivalent ion. Manganese is also

oxidized to permanganate to the extent of only a few tenths percent, but

even this small quantity is highly effective in producing oxidation of traces

of other elements. For example, hexavalent plutonium is normally

reduced quantitatively to the quadrivalent state in a pyrosulfate fusion

due to thermal decomposition in a high sulfate system. In the presence of

a few milligrams of either cerium or manganese, nearly half of the

quadrivalent plutonium is reoxidized to the hexavalent state, apparently

due to the oxidizing action of the oxidized forms of the two elements

produced in the fusion. These examples show the complete reversal of

chemical reactions that can be produced inadvertently by the presence of

certain elements in the sample.

Although fusion with an alkali pyrosulfate has been widely used for

many years, there are only scattered references to the consequences

resulting from the choice of alkali metal used or to the effects of sulfate

ion, both during the fusion and afterwards. The sodium salt is generally
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recommended because "This salt melts more quickly and forms more
soluble double salts with aluminum and some other metals" [7]. How-
ever, potassium is frequently present in the samples being analyzed, or its

addition in other parts of the procedure might be necessary as in the

potassium fluoride fusion in which the potassium salt has much greater

solvent capacity and is generally much more effective than the other alkah

fluorides. In some cases, the greater insolubility of the potassium salts can

be exploited to the analysts' advantage. Consequently, some of the insolu-

ble compounds need to be identified specifically, and some effects of

sulfate ion described.

Most heavy metal sulfates except those of the alkali metals are ex-

tremely insoluble in concentrated sulfuric acid but become much more

soluble in the presence of alkali metal sulfates, undoubtedly due to the for-

mation of anionic sulfate complexes. For example, as little as 1 mg of ter-

valent iron, aluminum, or chromium is precipitated virtually quantitative-

ly by fuming with 5 ml of concentrated sulfuric acid but remains complete-

ly in solution when 1 gram of sodium sulfate is present. The anhydrous

sulfates of tervalent iron, aluminum, chromium, and quadrivalent vanadi-

um are extremely difficult to redissolve in water or dilute acid even on

prolonged boiling, probably due to the slowness of rehydration. The rapid

dissolution of titanium dioxide in hot concentrated sulfuric acid contain-

ing ammonium sulfate is well known. Perhaps the most graphic demon-

stration of the effect of sulfate is provided by zirconium. If powdered zir-

conium metal is heated with concentrated sulfuric acid, evolution of

hydrogen bubbles begins almost immediately, and the metal begins to dis-

solve. However, a white precipitate of zirconium sulfate soon forms, coat-

ing the unreacted metal, the evolution of hydrogen ceases, and the dis-

solution stops. If a few grams of sodium sulfate is added, the white

precipitate clears up rapidly, evolution of hydrogen gas resumes, and the

dissolution of the metallic zirconium proceeds to completion. Apparently,

the sodium sulfate converts the insoluble zirconium sulfate to a sulfatozir-

conic acid, which is soluble in concentrated sulfuric acid, and dissolution

of the uncovered metal proceeds. Heating with hot concentrated sulfuric

acid containing sodium sulfate is a much simpler and convenient method

of dissolving metallic zirconium than the more common one involving

hydrofluoric acid.

A similar but much more subtle effect of sulfate and alkali metal ions is

present during the fusion. If 50 mg of iron, aluminum or chromium is

fused with 3 grams of anhydrous sodium sulfate and 2 ml of concentrated

sulfuric acid, all three metal sulfates dissolve subsequently in water al-

most as fast as the cake itself disintegrates, giving completely clear solu-

tions. In contrast, if the fusion is made with the potassium salt, the metal-
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lie salts do not dissolve subsequently in dilute sulfuric or hydrochloric

acids on prolonged boiling, even though the fusion itself was completely

clear. Prolonged boiling with strong hydrochloric acid dissolves most, but

frequently not all, of the insoluble anhydrous sulfates. Chromium is the

most insoluble of the three elements, giving a very pale greenish white

precipitate with very little discernible green color of the chromic ion in

solution. However, if the fusion with the potassium salt is heated as hot as

possible over the maximum heat from a blast burner for 15 or 20 minutes

after the melt has cleared, the anhydrous sulfates will again dissolve in

water almost as fast as the cake disintegrates. Apparently the prolonged

high-temperature treatment decomposes much of the pyrosulfate to

sulfate ion with loss of sulfur trioxide which increases formation of sulfate

complexes that are more rapidly hydrated and solubilized during sub-

sequent treatment with water. The same effect can be produced much
more rapidly and conveniently by adding 1 or 2 grams of anhydrous sodi-

um sulfate after most of the excess sulfuric acid has been driven off and

the fusion has cleared. When presence of potassium is desirable or una-

voidable, its insolubilizing effect can be largely overcome by adding two

parts of sodium sulfate for each part of potassium sulfate present. For ex-

ample, even 50 mg of chromium will dissolve in water giving a deep green

solution almost as fast as the cake disintegrates if the fusion is made with

a mixture of 6 grams sodium sulfate to 3 grams of potassium sulfate and

the appropriate quantity of sulfuric acid. The exact cause of the dif-

ferences caused by sodium or potassium is not clear. However, it is clear

that a high concentration of sulfate ion is necessary to keep the metals

present as water-soluble sulfato complexes and prevent formation of the

very insoluble anhydrous sulfates.

The ability of sulfate ions to form anionic complexes with many metals

that are soluble in hot concentrated sulfuric acid is of real practical im-

portance in the complete dissolution of large samples of soil [8]. In sam-

ples containing large quantities of aluminum and iron, decomposition of

the potassium fluoride cake with concentrated sulfuric acid causes

precipitation of iron or aluminum sulfates in a form that retains sulfuric

acid tenaciously. The resultant slurry is virtually impossible to transpose

to a pyrosulfate fusion because it is not possible to heat the thick mud hot

enough to volatilize sulfuric acid without causing prohibitive spattering.

However, if sodium sulfate is added, the thick intractable mud changes

rapidly to a thin fluid consistency, which permits the excess sulfuric acid

to be volatilized rapidly and smoothly without significant spattering until

the pyrosulfate fusion is obtained [8]. The quantity of sodium sulfate

required clearly relates to the quantity of excess sulfuric acid present, and
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the effect is reversible. For example, a 10-gram sample of soil fused with

30 grams of potassium fluoride can be transposed smoothly with 30 ml of

concentrated sulfuric acid and 10 grams of anhydrous sodium sulfate in

the presence of an average quantity of iron and aluminum. If an additional

5 ml of sulfuric acid is added, the thin fluid slurry will be reconverted to

the thick intractable mud essentially identical to that produced without

addition of sodium sulfate. An additional 10 grams of sodium sulfate will

neutralize the additional sulfuric acid and restore the thin fluid charac-

teristics.

Other differences resulting from the use of sodium or potassium salts

are encountered after the pyrosulfate fusion cake is dissolved in water.

The incompatibility of perchlorate ions in a system containing potassium

is well known. Similarly, the potassium salts of the anionic sulfate com-

plexes formed with most quadrivalent elements, particularly thorium,

titanium, tin, etc., are much less soluble in dilute sulfuric acid than the cor-

responding sodium salts or the free acids, and many more solubility

problems result when potassium is present. For example, not more than

5 or 10 mg of quadrivalent titanium will remain dissolved in 30 ml of solu-

tion containing 5 grams of potassium acid sulfate when the solution is

cooled [ 1 ] . Similar solutions containing only sodium salts remain clear

with several times as much titanium.

Apparently, double potassium-barium salts of much decreased solubili-

ty are formed in the presence of barium because the ability of barium

sulfate to carry all the large tervalent and quadrivalent ions from lead to at

least californium is markedly enhanced by the presence of potassium. In

fact, even aluminum and tervalent iron in high concentrations are partially

precipitated with lead or barium sulfates in the presence of potassium.

Also, the solubility of potassium sulfate itself in solutions of low acidity is

much less than that of sodium sulfate. Consequently, use of potassium

salts should be avoided unless their use is specifically indicated. In this

case, special precautions must be observed to keep the quantity of the

quadrivalent ions forming insoluble salts with potassium sulfate below the

permissible limit.

C. Potassium Fluoride Fusion

Fusion with anhydrous potassium fluoride is probably the simplest,

most effective and reliable method available for the complete dissolution

of a wide variety of siliceous materials. The fusion can be carried out in

platinum vessels with little or no attack on the container, keeping con-

tamination with foreign materials at a minimum. The high melting point of
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846 °C and the high concentration of fluoride ion, which forms some of

the most stable inorganic complexes with many heavy metals, both con-

tribute to high rates of chemical attack. Consequently, fusion with potas-

sium fluoride is not only effective in dissolving silica and refractory sil-

icates but most metallic oxides as well. In this respect, it is distinctly su-

perior to pyrosulfate fusion, which is totally ineffective with siliceous

materials. Other alkali metal fluorides are not as effective as the potassi-

um salt because of either higher melting points and/or lower solvent

capacity for metallic fluorides.

On heating potassium fluoride, the melt becomes progressively more al-

kaline due to slow but continuous loss of hydrogen fluoride produced by

hydrolysis from water vapor from the air or from the combustion gases

from the blast burner. Oxidation of organic materials in the slightly al-

kaline flux at the high temperature of fusion is very rapid, smooth and

complete, particularly in the presence of a small quantity of nitrate. For

example, simply pretreating soils or other basic materials with nitric acid

will fix enough nitrate to provide for the subsequent smooth oxidation of

organic matter. Similarly, addition of a small quantity of potassium nitrate

to the potassium fluoride before or during fusion causes rapid oxidation

and dissolution of very refractory carbides such as silicon carbide (Car-

borundum). Because of the increasing use of carbide refractories in the

atomic energy industry, this method of sample decomposition will be most

useful in the determination of various radionuclides in process and en-

vironmental samples. The increasing alkalinity becomes a disadvantage

if the fusion is prolonged because insoluble hydroxides soon begin to

precipitate and the dissolution action effectively ceases. However, this ef-

fect can be reversed or delayed by adding solid acids such as pyrosulfates

or even silica, both of which can be added in solid form to the molten flux.

The effect of silica in a fluoride fusion is very interesting. In a

procedure for the determination of the actinides in water, a ferric hydrox-

ide scavenge is used to collect the precipitated hydroxides of the other

elements. Because the precipitate also contains the siliceous sediments

present, potassium fluoride fusion is employed for total decomposition of

all materials present. Invariably, the molten flux is highly colored, turbid,

and with almost black crystals of hydrolyzed iron compounds sticking to

the sides of the platinum dish. The solvent capacity of the flux decreases

rapidly, and the sample never does dissolve completely. If 0.5 gram of sil-

ica gel is added to 6 grams of potassium fluoride, at least 100 mg of iron

will dissolve to give a completely clear, light yellow melt, identical to that

obtained from siliceous samples. Apparently, the silica consumes alkali in

being converted at least partly to metasilicate rather than fluosilicate and
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keeps the iron and probably other metals in the form of soluble fluoride

complexes.

After complete dissolution of the siliceous sample in the molten potassi-

um fluoride, the cake can be transposed with concentrated sulfuric acid to

a completely clear pyrosulfate fusion, with simultaneous elimination of

both silicon tetrafluoride and hydrogen fluoride. This permits the

remainder of the determination to be carried out in conventional glass-

ware, completely demasked from the powerful complexing fluoride anion,

and with complete elimination of silica by volatilization. This latter step

eliminates the objection to alkaline fluxes mentioned earlier. Not only is

the silica eliminated smoothly and simply, but it is done by volatilization

so that no loss of other components of the sample occurs, and no retreat-

ment of residues of any kind is required. About the only objection to this

procedure is that the sample ends up in a sulfate system causing some ad-

ditional problems in the presence of alkaline earths and the rare earths,

and requiring that the rest of the procedure be worked out to be compati-

ble with a sulfate system. However, this can be done very simply in most

cases [8].

Many analytical chemists feel that there is something inherently dif-

ficult, dangerous or time consuming about procedures requiring fusions.

The potassium fluoride fusion and pyrosulfate transposition mentioned

above is described in detail elsewhere [8] and can be easily handled by

technicians after one or two demonstrations. Figure la shows 10 grams of

soil in a 250-ml platinum dish at the beginning of the analysis. The sample

shown is a —200 mesh standard plutonium soil, but samples as coarse as

— 10 mesh have been dissolved successfully. Figure lb shows the sample

after a pretreatment with nitric and hydrofluoric acids and evaporation to

near dryness. Figure Ic shows the potassium fluoride fusion after ad-

dition of 30 grams of anhydrous potassium fluoride. Most troubles en-

countered in fusions are due to use of too little flux or too little heat to do

the job. By using a Fisher blast burner with the large grid to supply the

amount of heat shown, the sample is completely dissolved giving a clear

melt in 6 minutes, about 4.5 minutes of which is required to heat the sam-

ple, flux and dish to the fusion temperature. The clear melt is shown in

figure 1 d, with the wrinkles in the bottom ofthe platinum dish being clearly

visible through the melt. After cooling to room temperature to permit as-

sociation of all iron as the colorless ferric fluoride complex, the potassium

fluoride cake generally has a light violet color, apparently due to man-

ganese in the sample.

The potassium fluoride cake is then transposed to a sulfate system by

addition of 35 ml of concentrated sulfuric acid and evaporation to dryness
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on a hot plate as shown in figure le, with simultaneous elimination of sil-

icon tetrafluoride and hydrogen fluoride. When heated over the blast

burner, the salts melt but precipitation of the anhydrous sulfates of iron

and aluminum produces a thick mud that retains the sulfuric acid so tena-

ciously that it is almost impossible to evaporate off the sulfuric acid to a

pyrosulfate fusion without prohibitive spattering. On addition of sodium
sulfate and further heating, the thick mud rapidly and very impressively

clears to a thin suspension that is easily boiled without spattering. When
most of the excess sulfuric acid has been volatilized, the insoluble salts

begin to dissolve around the sides as shown in figure If Further heating

results in the completely clear pyrosulfate fusion shown in figure Ig,

demonstrating conclusively the complete elimination of silica which

would otherwise produce a turbidity because of its insolubility in sulfuric

acid. On cooling, the pyrosulfate cake has a light yellow color due mainly

to iron and is easily removed by flexing the sides of the platinum dish.

Generally, the pyrosulfate cake dissolves completely in dilute hydro-

chloric acid as shown in figure Ih. (The upside-down thermometer is

not indicative of the state of knowledge in this laboratory, but was

done deliberately to get some calibration markings below the liquid

level to demonstrate the clarity of the solution.) In the presence of

barium or relatively high concentrations of calcium, a turbid solution

due to precipitation of the insoluble alkaline earth sulfates results.

This precipitate can be filtered off and retreated if necessary.

If a sulfate system is undesirable, as in analysis of samples containing

high concentrations of alkaline earths or rare earths, the potassium

fluoride cake can be transposed with nitric acid. However, the transposi-

tion is much more time consuming and certainly less neat when applied to

the larger samples. Hydrofluoric acid cannot be removed efficiently by

evaporation with nitric or even perchloric acids. Repeated evaporation is

necessary followed by addition of boric acid or aluminum salts to reduce

the concentration of fluoride ion sufficiently that the insoluble metallic

fluorides will dissolve in nitric acid. Even then, the final aqueous solution

will invariably still be slightly turbid. In addition, the original sample must

be pretreated with acid to neutralize any alkaline components present or

the alkaline cake will not even disintegrate completely on prolonged boil-

ing with nitric acid. The potassium fluoride fusion has been used success-

fully with transposition by both sulfuric acid and nitric-boric acids on soil,

soft tissue ash, vegetation ash, air dusts, water, etc.



476 Accuracy in Trace Analysis

Figure 1. Potassium fluoride fusion and pyrosulfate transposition, a. soil sample in a

Pt dish, b. evaporated to near dryness after pretreatment with HNO3 and HF, c. potas-

sium fluoride fusion, d. clear melt obtained with blast burner, e. transposed to a sulfate
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system by addition of concentrated H2SO4 and evaporated to dryness, f. excess HjSO^
volatilizes and salts begin to melt, g. further heating results in the completely clear

pyrosulfate fusion, h. pyrosulfate cake dissolved in dilute HCl.
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D. Phosphoric Acid

Orthophosphoric acid is known to form relatively stable complexes

with a wide variety of elements. Mixtures with perchloric acid are re-

markable solvents for iron and steels, including stainless steel, high-speed

tungsten tool steels and even metallic tungsten. On dehydration,

orthophosphoric acid forms a variety of more highly condensed chain and

ring phosphates whose complexes with metals are generally even more

stable. These very powerful sequestrants are produced from ortho-

phosphates present in the sample during such common analytical

operations as ignition of bone, evaporation of urine and feces to dryness,

pyrosulfate fusion of phosphatic materials, and even fuming with perchlo-

ric acid in the presence of enough salts to give very high temperatures.

Consequently, every sample that might conceivably contain any kind of

phosphate compounds must be given deliberate treatment to prevent

profound changes in the course of the desired chemical reactions caused

by the inadvertent production of these powerful complexing agents. In

most cases, the condensed phosphates can be converted to the less

powerful orthophosphates by boiling, the hydrolysis being strongly cata-

lyzed by acid.

The powerful complexing action of condensed phosphates can be uti-

lized analytically to dissolve even refractory metallic oxides in such highly

phosphatic materials as bone ash, urine, feces, etc. This is very fortunate

because those are the very types of samples on which pyrosulfate fusion

is impossible or undesirable because of their high calcium content. For ex-

ample, samples of bone ash are preferably dissolved in boiling 72 percent

perchloric acid to oxidize the last traces of unburned carbon and then

evaporated until most of the perchloric acid has been volatilized and the

solution has a thick syrupy consistency. Evaporation should not be car-

ried to the point at which the solution begins to solidify on the hot plate.

Even beryllium, thorium and protactinium present in bone during ignition

are easily solubilized under these conditions. The same effect can be ob-

served visibly by evaporating several milligrams of the high-fired oxides

with 85 percent phosphoric acid to a syrupy consistency and observing

how easily and completely the turbid suspension clears. However, the

cake must be dissolved in dilute acid and boiled for 15 minutes or so to

hydrolyze the condensed phosphates before any chemical reactions are

attempted. Protactinium has been removed to the extent of 98 percent in

a single diisobutylcarbinol extraction from a solution of 100 grams of bone

ash in 8M hydrochloric acid after such treatment.

The extraction of beryllium into acetylacetone from a solution of bone
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ash illustrates the principles involved and the great potential for perturba-

tions in the analytical scheme if not provided for. Under the proper condi-

tions [9] , beryllium can be extracted into acetylacetone to better than 99

percent in a single extraction. The presence of 0.5 ml of 85 percent

phosphoric acid produces no significant effect on the extraction, but addi-

tion of 0.5 gram of sodium pyrophosphate, which contains less than one-

third as much phosphorus, reduces the extractability to about 0.9 percent

under the same conditions. Boiling the solution for 15 minutes in IM
hydrochloric or perchloric acids restores the original complete extracta-

bility. Sulfuric acid is not as efficient as the strong acids.

Similarly, if bone ash is dissolved in a slight excess of 72 percent

perchloric acid and the heating is stopped as soon as the ash dissolves,

ionic beryllium can be extracted quantitatively. The condensed

phosphates produced during ignition of the bone are rapidly hydrolyzed

by the boiling with strong acid used to dissolve the ash, and the sub-

sequent extraction proceeds normally. On the other hand, if the solution

is evaporated to a syrupy consistency to ensure complete dissolution of

refractory beryllium oxide or phosphate, the condensed phosphates are

reformed and subsequent extraction of beryllium is reduced to less than

30 percent, even though the cake was dissolved by boiling with water for

15 minutes without added acid. If the solution is boiled for 15 minutes

after having added enough perchloric or hydrochloric acids to make the

solution about IM, the subsequent extractability of beryllium goes back

up to better than 99 percent.

Similar competing reactions of condensed phosphates in many other

systems have been observed repeatedly. Samples containing both calcium

and phosphate, such as vegetation or soft tissue ash, and dissolved by

pyrosulfate fusion will frequently dissolve in dilute hydrochloric acid

completely at first and then suddenly precipitate profusely after a few

minutes boiling which destroys the sequestering agent. The efficiency of

carrying large polyvalent ions on barium sulfate is decreased drastically

if the solution from pyrosulfate fusions of phosphatic samples is not boiled

extensively with strong acid before the precipitation is carried out. It may
confidently be predicted that condensed phosphates produced in situ from

orthophosphates present in the sample by strong heating will cause severe

deviations from the expected chemistry in most analytical procedures.

One other perturbing characteristic of phosphoric acid needs to be

emphasized. If carrier-free thorium-234 tracer is evaporated to complete

dryness on a hot plate with a few drops of 85 percent phosphoric acid, a

bone-white amorphous powder is obtained which is almost totally insolu-

ble in even boiling concentrated hydrochloric acid and which will contain
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over 95 percent of the total thorium tracer present. The material can be

dissolved and the thorium released by fusing with pyrosulfate. The white,

insoluble material is obviously a phosphoric acid polymer of some un-

known composition because only phosphoric acid was present. It is to be

expected that heating phosphatic samples such as urine, feces, etc. to dry-

ness will certainly produce these acid-insoluble residues, and severe

losses of almost any element being sought will occur. For example, more

Plutonium was found in the acid-insoluble residue from a fecal sample that

had been dry-ashed in a muffle furnace than was found in the acid-soluble

portion. These experiences again emphasize a cardinal rule for analytical

chemists: Be extremely careful about discarding any insoluble residues!

IV. Evaporation to Dryness

One of the most common operations performed at least once in many
analytical procedures is that of evaporating aqueous solutions to dryness.

Whether for purposes of eliminating acids or other unwanted volatile

materials, the evaporation is all too frequently carried out with almost

total disregard for whether or not the residue will redissolve on sub-

sequent treatment with water or even strong acids. Obviously, if the

proper ionic condition is not restored, severe deviations from the ex-

pected chemistry will result. If part of the residue remains firmly attached

to the walls of the container, additional problems will be introduced in

subsequent samples due to contamination if proper cleaning methods are

not employed.

One of the outstanding characteristics of tervalent and particularly

quadrivalent ions is their ability to form extremely insoluble hydroxides

at very low hydroxide concentrations. When an acidic solution containing

a metallic salt of a volatile acid is evaporated to dryness, the excess acid

is volatilized, and the remaining neutral salt undergoes progressive

hydrolysis in its own water of crystallization. The number of hydroxyl

ions taken up depends greatly on the charge of the metallic ion. For each

hydroxyl ion taken up by the metal ion, an additional molecule of the

volatile acid is formed, which is immediately driven off. On prolonged

heating, complete conversion to a refractory oxide occurs in many cases

that is redissolved very incompletely or not at all on subsequent treatment

even with strong acids.

To permit this effect to be observed visibly, four solutions each contain-

ing a few milliliters of water and about 100 mg of thorium nitrate were

evaporated just to dryness on a bare electric hot plate. The four residues



Sill 481

dissolved completely within about 1 minute by heating with a few mil-

liliters of concentrated hydrochloric, nitric, perchloric, and sulfuric acids,

respectively. However, after reevaporating the four different acid solu-

tions just to dryness so that no residual nitrate remained and each residue

was then treated with its respective acid, only the nitrate dissolved in con-

centrated nitric acid. The chloride, perchlorate and sulfate residues did

not dissolve completely in hydrochloric, perchloric and sulfuric acids,

respectively. In contrast, addition of about 1 gram of sodium hydrogen

sulfate before evaporation to dryness with any of the acids gave a residue

that dissolved completely and almost instantaneously in cold water.

Another run with 1.5 grams of sodium hydrogen sulfate was evaporated,

and the residue was heated over a blast burner until the bottom of the

Pyrex flask sagged and evolution of sulfuric acid fumes had completely

stopped. The residue dissolved almost but not quite completely either in

cold water or on subsequent boiling, probably due to partial hydrolysis at

the low acidity resulting from such severe heating. The turbidity does

clear up on addition of a few drops of nitric acid.

These tests show that sodium hydrogen sulfate is remarkably effective

in preventing hydrolytic deposition of quadrivalent thorium. The reasons

are obvious. Sulfate forms a relatively stable complex with thorium,

requiring significant hydroxide concentrations before even a

monohydroxo thorium ion forms to any significant extent. Furthermore,

unlike hydrochloric, nitric and even sulfuric acids, which are volatile,

sodium hydrogen sulfate is virtually nonvolatile, acting as a buffer in

preventing the acidity from going any lower on strong heating than that of

the sodium hydrogen sulfate itself. In fact, strong heating converts sodium

hydrogen sulfate to molten pyrosulfate, which is a powerful solubilizing

flux for the very oxides that are being produced on heating the other

systems containing volatile acids. When only small quantities of elements

are present, the quantity of sodium hydrogen sulfate required is so small

as to be compatible with almost any system except in the presence of

those elements forming very insoluble sulfates.

Four solutions of thorium in hydrochloric, nitric, perchloric and sulfuric

acids were again evaporated to dryness, but the residues were allowed to

remain on a bare electric hot plate for several hours. None of the

residues— not even the nitrate —dissolved significantly on boiling with

concentrated nitric acid, which was the most effective solvent in the earli-

er tests. Addition of 1 drop of 48 percent hydrofluoric acid produced no

change, but on dilution of the concentrated acid with water, all four solu-

tions dissolved rapidly to give completely clear solutions. To determine

whether this effect was due to the fluoride ion or the water, the test was

repeated, heating the residues on the bare hot plate for 1 hour. On boiling
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with 30 ml of concentrated nitric acid, very milky suspensions were ob-

tained with the chloride and sulfate residues, less turbid with the nitrate

and least turbid with the perchlorate. On addition of an equal volume of

water to each flask, the sulfate residue cleared completely and almost im-

mediately while the other residues showed little change. Addition of 1

drop of 48 percent hydrofluoric acid to the three turbid suspensions in

dilute nitric acid caused immediate and complete dissolution of the tur-

bidity. This demonstrates the powerful complexing action of fluoride in

dissolving refractory oxides of thorium (and many other metals), but

water is still necessary to dilute the concentrated acid. The sulfate system

provided its own complexing agent to dissolve the hydroxo compounds
after addition of water.

Although the above tests were performed with macro quantities of

thorium for convenience of visual observation, the principles demon-

strated are clearly applicable to much smaller, invisible quantities. Similar

experiments were performed with carrier-free plutonium-239 nitrate in 10

percent nitric acid to demonstrate that extremely small quantities of

quadrivalent ions would act the same way. Identical 1-ml aliquots of the

plutonium-239 tracer were evaporated to dryness in 250-ml Erlenmeyer

flasks with 10 ml of concentrated nitric, hydrochloric, and perchloric

acids, and 100 mg of sodium hydrogen sulfate, respectively. After baking

for 1 hour on a bare electric hot plate, all four residues were boiled

vigorously for 2 minutes with 3 ml of concentrated nitric acid, fused with

aluminum nitrate and extracted with 30 percent Aliquat-336 in xylene

under conditions known to extract plutonium quantitatively [8]. After

extraction, the residual aluminum nitrate aqueous phase was analyzed for

plutonium. Only 0.2 to 0.4 percent of the plutonium taken initially

remained unextracted in the aqueous phase, all of which can be attributed

to phase separation. However, even after rinsing three times with water

to remove any traces of soluble plutonium remaining from incomplete

transfer of the original solution, the empty flasks in which the evaporation

to dryness had been carried out contained 1.3, 0.4, 2.3, and 0.006 percent

of the initial plutonium activity from the nitric, hydrochloric, and perchlo-

ric acids, and the sodium hydrogen sulfate, respectively.

The experiment was repeated except that the baked residues were

boiled for 2 minutes with 4 ml of 72 percent perchloric acid before the ex-

traction, and sulfuric acid was used in place of the sodium hydrogen

sulfate. The results were virtually identical. Only 0.5 percent of the

original plutonium remained unextracted in the aqueous aluminum nitrate

phase, and 1.7, 1.5, 0.3 and 0.005 percent of the plutonium remained

stuck to the bottom of the respective flasks. The efficiency of even the

residual sulfate from the evaporation of sulfuric acid in keeping trace
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quantities of plutonium off the container is remarkable. Although the

quantities of carrier-free tracer lost on the bottom of the flask under the

present conditions is not very large relative to the total recovery of the

plutonium present, they will be extremely significant with respect to con-

tamination of the next sample to be processed in the same container if not

cleaned up. The flasks can be cleaned completely and reliably by making

a pyrosulfate fusion such that no detectable plutonium can be removed in

a subsequent fusion and analysis.

Most of the plutonium that was dissolved out of the flask with nitric and

perchloric acids was in a form capable of being extracted, but this might

not always be the case, particularly with less energetic treatment. For ex-

ample, to convert a plutonium-239 nitrate solution in 10 percent nitric

acid to the chloride form for extraction into triisooctylamine from

hydrochloric acid solution, a 1-ml aliquot was evaporated to dryness and

inadvertently heated on an electric hot plate for about 5 minutes. The
residue was boiled for 2 or 3 minutes with concentrated hydrochloric acid

in an attempt to redissolve the plutonium before extraction with 50 ml of

10 percent triisooctylamine from 60 ml of lOM hydrochloric acid. The
quantity of plutonium remaining unextracted in the aqueous phase was

93.3 percent of that taken initially.

The experiment was repeated except that the plutonium nitrate was

converted to the chloride form by evaporation with 5 ml of concentrated

hydrochloric acid to about 1 ml in an uncovered 30-ml beaker without

letting the solution go dry even in local spots on the bottom. After extrac-

tion, 9.3 percent of the plutonium still remained in the aqueous phase,

probably due to slight drying and heating on the sides of the uncovered

beaker.

The experiment was repeated again, but the plutonium nitrate was con-

verted to the chloride form by boiling with concentrated hydrochloric acid

in a covered 30-ml beaker without allowing any evaporation to occur.

After extraction under identically the same conditions used above, only

0.52 percent of the original plutonium remained unextracted in the aque-

ous phase. A repeat experiment under the same conditions gave 0.77 per-

cent in the aqueous phase, both losses being about what would be ex-

pected from incomplete phase separation in the time allotted.

It is clear that evaporation of solutions of tervalent and particularly

quadrivalent ions in volatile non-complexing acids to dryness is very

risky, particularly if the residues are heated very hot or very long.

Hydrochloric acid is not as effective as the higher boiling nitric or

perchloric acids in redissolving the residues except for those cases in

which strong chloride complexes are formed as in the case of ferric iron.
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For example, evaporation of solutions of the large tervalent and

quadrivalent alpha-emitting elements to dryness prior to electrodeposition

for alpha spectrometry on the mistaken assumption that the residue will

redissolve completely in hydrochloric acid gives decreased yields and

contaminated beakers that require pyrosulfate fusions to clean complete-

ly. Addition of even 100 mg of sodium hydrogen sulfate before evapora-

tion to dryness eliminates the problem.

V. Neutralization with Alkali

Another very common operation in analytical chemistry that is per-

formed with surprising casualness and indifference to the consequences

is that of neutralizing a solution containing heavy metals to some
preselected pH by the addition of an alkali. Generally, the analyst feels

that because the final equilibrium pH is below that necessary to produce

the beginning of permanent precipitation that no perturbation has in fact

been incurred. Obviously, with the small quantities of elements present in

trace analysis, there will be no turbidity or other visual evidence to sug-

gest otherwise. Yet, this is undoubtedly one of the most common sources

of erraticism, poor separations, and incomplete recovery to be encoun-

tered in routine analysis where such operations are performed. The pH
required for incipient precipitation of elements forming insoluble hydrox-

ides is dependent on the Kg. p., the charge and concentration of the metal

ion, the ionic strength and many other factors. However, in many cases,

reaction rates are a more important and limiting consideration than the

final equilibrium condidons. As alkali is added, the pH in the local vicinity

of the individual drops generally is sufficiently high to precipitate part or

all of the element present in that region, depending on the strength of the

alkali added. Whether or not the precipitated hydroxide redissolves after

the solution is stirred and the excess alkali is neutralized to the pH of the

main body of the solution depends on the time allowed and how closely

the final pH is allowed to approach that at which permanent precipitation

occurs under the particular conditions used.

For example, in the determination of the large tervalent and

quadrivalent alpha-emitting radionuclides of thorium through californium

by alpha spectrometry, the pH of the solution is generally adjusted with

ammonium hydroxide to the acid side of a methyl red endpoint {ca. pH 4)

prior to electrodeposition. When electrodepositing standards of carrier-

free tracers, excellent yields, greater than 98 percent, can be obtained

easily and routinely using many current procedures. However, when the
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same procedure is applied to the same radionuclides after their chemical

separation from soil, the yield on electrodeposition usually drops by

10 to 25 percent or more.

Recent information obtained in this Laboratory demonstrates conclu-

sively that both the yield and tolerance to other elements can be increased

markedly by adjusting the pH to the acid side of thymol blue indicator

(pH 1.2 to 2.8) rather than methyl red (pH 4.8 to 6.0). Apparently, when

the radionuclide being electrodeposited is present in only carrier-free

quantities, its precipitation is so slow even at pH's above 6 that sub-

sequent redissolution is virtually complete in a reasonable length of time

even at pH's only slightly below 4. However, if even microgram quanti-

ties of cerium, lanthanum, iron, etc. from the sample survive the chemical

separations, the added carrier causes precipitation of the radionuclide to

be more complete and the subsequent dissolution at pH 4 considerably

less, as should be expected of elements forming such insoluble hydrox-

ides. When thymol blue is used, much less alkali is added, less precipita-

tion of either radionuclide or inert carrier occurs, and more acid is present

after neutralization to the acid side of the indicator range to redissolve the

small quantities that might have precipitated. Obviously, if the

radionuclide is already precipitated in the solution at the beginning of

electrodeposition, it cannot be electrodeposited at the cathode. One
should always be very cautious in adjusting the pH of a solution contain-

ing heavy metals with strong alkali closer than one or two pH units to the

pH at which precipitation occurs unless suitable complexing agents are

present to prevent significant local precipitation around the drops. A
much safer way, particularly if tervalent and/or quadrivalent elements are

present in the absence of complexing agents, is to make the final pH ad-

justment with a buffer solution of pH only slightly higher than the final

one desired.

A very different and unexpected type of problem was encountered in a

fluorometric determination of thorium [ 10] . In the original procedure no

longer used, a constant quantity of sodium hydroxide was neutralized

with sulfuric acid to produce a high and constant salt concentration from

variable quantities of sulfuric acid present. To keep the procedure as sim-

ple as possible, the diethylentriaminepentaacetic acid (DTPA) and

triethanolamine (TEA) being used to prevent precipitation of thorium

throughout the entire alkaline range were incorporated in the sodium

hydroxide. After adjustment of the pH to about 5 with dilute sulfuric acid,

a pH 1 1 buffer and the fluorometric reagent morin were added, and the

fluorescence was measured. The fluorescence produced from 5-^tg thori-

um standards was very erratic and in most trials was reduced completely
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to the level of the blank. The trouble was traced to precipitation of part or

all of the thorium at the high alkalinity of the strong sodium hydroxide

solution despite the presence of TEA, which did not then redissolve on

subsequent acidification because of the presence of DTPA. This was a

very surprising discovery because of the stability and water solubility of

the Th-DTPA complex. If the complexing agents are omitted while the

solution is strongly alkaline, thorium will be precipitated completely but

will also redissolve rapidly and completely on reacidification. The com-

plexing agents can then be added to the slightly acidic solution and the pH
raised to the mildly alkaline conditions required for the fluorometric

determination by adding a buffer solution, and the full fluorescence ex-

pected from 5-/Ltg standards can be obtained and reproduced with high

precision. However, the problem was solved more simply and con-

veniently by adding a small quantity of sodium sulfate and evaporating the

excess sulfuric acid to dryness. The sodium hydrogen sulfate cake dis-

solves immediately and completely in water, after which the full

fluorescence is obtained with equally high reproducibility.

This explanation was developed from a simple experiment. If 2 or 3 mg
of thorium in 25 ml of water is treated with sodium hydroxide, the

precipitate of thorium hydroxide will redissolve rapidly and completely on

addition of a single drop of 72 percent perchloric acid beyond a methyl red

endpoint. If a small quantity of ethylenediaminetetraacetic acid (EDTA)
is present, no precipitate is formed on addition of a slight excess of alkali.

However, if 1 ml of 10 percent disodium EDTA is added after the forma-

tion of thorium hydroxide, the precipitate does not dissolve easily or

completely even on addition of many more drops of 72 percent perchloric

acid than are required to neutralize the alkali and to exceed the total

buffer capacity of the EDTA. The cause of this anomaly is not known, but

the experiment demonstrates that hydrolytic species will not always redis-

solve in the presence of foreign materials as easily as they do in pure solu-

tion, even if freshly prepared.

VI. Contamination

Contamination is perhaps the most persistent and severe problem with

which the analyst has to contend in trace analysis, and requires continu-

ous and unrelenting care for its elimination and/or control. The many dif-

ficult problems involved in purification of water, acids and reagents, con-

trol of laboratory environment, and availability and choice of containers

for storage of solutions and chemical reactions for the parts-per-million



Sill 487

and lower range have been discussed repeatedly elsewhere. Although

these problems are admittedly severe and many of the current solutions

are not entirely satisfactory, there are many other chemical problems that

are potentially more severe and less reproducible for which the analyst

himself is responsible, and which can and must be controlled through

proper information and attention to detail.

It has always seemed somewhat incongruous to the present author to

watch a professional chemist busily scrubbing with soap suds and brush

until the beaker is spotlessly clean. Such treatment is fine for getting the

greasy fingerprints off the outside of the beaker, but it doesn't do very

much to eliminate the inorganic impurities on the inside where it matters.

If the beaker was used to hold a solution of an ore on which an ammonium
hydroxide or sodium carbonate separation was made, hydrochloric acid

containing hydrogen peroxide or other reducing agent will inevitably be

required to remove the manganese dioxide from the sides of the container.

If zirconium, niobium, tantalum, etc. might also have been present, the

further addition of hydrofluoric acid would also be desirable and prudent.

In other words, unless the analyst plans to use a new container for each

analysis, the time to begin controlling contamination is before or im-

mediately after it has been incurred, before its recent use history has been

lost by placing it back in the drawer, namely during the cleanup of glass-

ware and other pertinent equipment. Moreover, the cleaning process must

not be carried out blindly and by a constant, standard procedure, but must

reflect the best chemical remedy for the problem at hand.

During the recent development of a procedure for the simultaneous

determination of virtually all alpha-emitting elements in a single sample of

soil [8]. severe contamination was encountered repeatedly that clearly

related to the quantities of the same radionuclide in the previous sample

put through the same equipment. Consequently, every empty container

was checked after use to determine the source and extent of the con-

tamination from each piece of apparatus, and therefore from the particular

chemical operation responsible, and the most efficient way to remove the

contaminant. It was found that beakers in which barium sulfate had been

precipitated and filtered from a boiling solution to precipitate the large

polyvalent ions invariably contained a thin milky deposit of barium sulfate

on the sides of the beaker, due to postprecipitation after the filtrate had

cooled. This deposit was not removed efficiently or completely on wash-

ing with a solution of hydrochloric and hydrofluoric acids, but was dis-

solved in the subsequent sample releasing the activity it contained. Treat-

ing the beaker with any solvent for barium sulfate such as fuming sulfuric

or perchloric acids or hot alkaline DTPA eliminated the problem

completely. Erlenmeyer flasks in which nitric acid solutions of plutonium.
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thorium, americium, etc. had been evaporated to dryness prior to elec-

trodeposition required a pyrosulfate fusion to dissolve the refractory ox-

ides produced on strong heating. Addition of sodium hydrogen sulfate be-

fore evaporation to dryness decreases the loss materially as described

above, but pyrosulfate fusion is still recommended to guarantee complete

decontamination.

Separatory funnels used in liquid-liquid extractions should be rinsed

with alcohol to remove the organic solvent and then with hydrochloric

acid containing a small quantity of hydrofluoric acid to remove any

hydrolyzed compounds, particularly of zirconium, protactinium, etc. The
most severe source of contamination by far was in the cell used for elec-

trodeposition. Because electrodeposition of electropositive elements de-

pends on deposition of the hydroxides at the cathode, during which time

the pH of the entire solution increases to about pH 7.5, small quantities of

insoluble hydroxides inevitably find their way to the walls of the cell.

Casual treatment with mixtures of various acids, including hydrofluoric,

and hydrogen peroxide at room temperature is totally inadequate to

achieve complete decontamination. The most effective treatment involves

boiling the cell, anode and "O" ring with concentrated nitric acid, repeat-

ing the process in fresh acid when more than a few hundred disintegra-

tions per minute had been electrodeposited. However, hot concentrated

nitric acid precipitates polonium extensively so other means must be em-

ployed for its removal.

Another source of high and variable contamination is the dropping bot-

tles or reagent solutions that are dispensed by dip-type pipets and used re-

peatedly during a series of analyses. The safest way to avoid a continuing

buildup of contaminant is either to rinse the outside of the pipet every

time it is used before it is allowed to reenter the reagent bottle, or to pour

a small quantity of the original reagent into a small beaker or graduate

cyclinder and discard what is not used. Wasting small judicious quantities

of reagents is infinitely less expensive than redoing the analysis to say

nothing of the effort expended in identifying the problem initially. Since

identifying all the sources of contamination in the plutonium-soil

procedure over 4 years ago, and implementing the present program of ap-

propriate chemical cleaning of all glassware and prevention of contamina-

tion of reagent solutions, not a single case of contamination has been ob-

served.

Another problem having an effect similar to contamination in that it is

variable, severe and cannot be corrected for is failure to obtain absolutely

complete decomposition of organic matter, including organic compounds

deliberately used in the analysis. In a fluorometric procedure for berylli-



Sill 489

um using morin [9] ,
acetylacetone is used to extract the beryllium, and

the extract is then wet-ashed with nitric and perchloric acids before the

fluorometric measurement. When complaints were received about high

and variable blanks being obtained, investigation showed that the entire

problem was due to the analysts' removing the cover glass so that the

perchloric acid could escape rather than leaving the cover in place to

cause significant refluxing of the perchloric acid and extend the digestion

time as had been intended but not specifically mentioned in the published

article. Consequently, the acetylacetone was incompletely decomposed,

and the decomposition products remaining included a compound exhibit-

ing a blue fluorescence which contributed substantially to that being meas-

ured. Leaving the cover glass in place until most of the perchloric acid

had been volatilized rectified the entire problem.

One of the strangest and most unimaginable problems was encountered

in the development of a procedure for the determination of lead-2 10 [11].

Lead and bismuth were extracted into a chloroform solution of diethylam-

monium diethyldithiocarbamate (DDTC) from a strong acid solution.

After wet-ashing the extract, both elements were extracted into dithizone

from an alkaline citrate-cyanide solution, and the lead was then stripped

out of the organic phase with a pH 2.7 buffer, separating it from bismuth.

Although the dithizone separation of lead from bismuth worked extremely

well when tested alone, the separation failed completely when applied to

the wet-ashed DDTC extract. The lead could not be stripped completely

from the dithizone extract with the acid buffer, certainly not the way the

lead dithizone complex is known to act. The trouble was traced to in-

complete destruction of the dithiocarbamate entity, despite repeated

severe treatment with nitric, sulfuric and perchloric acids, and the lead

was being retained in the chloroform extract as the dithiocarbamate com-

plex, which is extractable from strong acid.

How a simple molecule like diethyldithiocarbamic acid, containing both

a thiono and a powerful reducing thiol group and forming only a 4-mem-

bered carbon-sulfur hydrogen-bonded heterocyclic ring, can survive the

vigorous wet-ashing conditions used is very difficult to imagine. How-
ever, if DDTC is evaporated to fumes with concentrated nitric and

perchloric acids and water is added, a clear, colorless and odorless solu-

tion is obtained that becomes turbid and develops a strong odor of

hydrogen sulfide on standing overnight. The solution still has definite

ability to form strong chloroform-soluble complexes with both lead and

bismuth from strongly acid solutions that prevents complete stripping of

lead in the subsequent dithizone extraction. The ability to extract lead

from strongly acid solutions is not shared by many organic compounds
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and suggests that some of the diethyldithiocarbamate itself does in fact

survive the oxidative attack.

After oxidation with nitric and perchloric acids, the residual organic

matter is not charred significantly even by boiling concentrated sulfuric

acid but is easily charred on evaporation to dryness. The resulting char

can then be oxidized smoothly and completely with nitric and perchloric

acids, leaving nothing capable of extracting lead under any conditions.

Sodium hydrogen sulfate is added as an acid buffer to prevent hydrolysis

and thermal decomposition of lead and bismuth sulfates during heating to

dryness and to prevent precipitation of very insoluble anhydrous sulfates

of iron and other metals that might be present. When these conditions of

wet-ashing the DDTC extract were used in the procedure, all difficulties

with stripping lead from the dithizone extract disappeared.

These few examples are intended to show the many kinds of complica-

tions that can arise inadvertently that completely change the course of the

intended chemical reactions with a consequent decrease in accuracy,

precision and reliability of the determination. The analyst must know the

characteristics and limitations of his procedure if good results are to be

obtained consistently. Although emphasis has been placed on the ter-

valent and quadrivalent elements, the same principles apply to the lower

valent elements in somewhat lower degree.
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The initial stage in the determination of trace elements, the destruction of

the organic matter, is likely to introduce more errors than all the other stages

put together.

There are two main families of decomposition methods, those involving air

or oxygen and carried out at relatively high temperatures and those involving

relatively large quantities of liquid reagents and carried out at temperatures

limited by the boiling points of the liquids. Each of them has its advantages and

disadvantages. The dry methods generally being characterized by high and

relatively less controlled temperatures and with little or no separation of the

required elements and the other solid components of the system, while with re-

gard to the wet methods, the temperature is generally lower and there is

separation at all times between the required elements and the solid com-

ponents of the system. The technique using activated oxygen falls into a

separate class of its own.

The problems during the decomposition stage are of two kinds, losses of the

required elements, or contamination of the sample with extraneous material.

The losses can be due to volatilization or to fixation on the solid components

of the system and such losses are generally less serious with wet methods than

with dry. Contamination on the other hand is often related to the quantities of

reagents added and in this instance the dry methods are probably superior to

the wet.

The problems encountered, particularly with regard to losses, will vary

greatly with the element to be determined and the nature of the sample in

which it is to be determined. Elements such as mercury and selenium are al-

ways difficult and samples containing chlorine in any form generally pose

problems.

Keywords: Ashing techniques; dissolution; dry ashing; organic materials

analysis; trace element analysis; wet ashing.
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I. The Ashing of Organic Samples

The determination of trace elements in organic materials always in-

volves three specific stages. The first of these is the sampling of the or-

ganic material in a representative manner; the second is the isolation of

the desired trace element or some property of it; and the third is the mea-

surement of that trace element or property. This paper is concerned with

the second of these stages, the isolation of a trace element from other

material that might be likely to interfere in the final stage, the determina-

tion. Quite clearly it is not always necessary to carry out any kind of

physical removal of interfering materials as it is sometimes possible to

separate some property of the desired element by electronic or optical

means. Examples of this kind of separation would be the use of activation

analysis and gamma spectrometry for some elements, or flame

photometry or atomic absorption spectrometry for elements occurring in

some kinds of dilute solutions. However, this paper is concerned with

those instances where it is necessary to bring about the physical removal

of material which, in the vast majority of instances, is the organic material

that makes up the bulk of the samples with which we are concerned.

Each of these three stages, the sampling, the separation, and the mea-

surement, can give rise to errors but it is probably true to say that in many
instances the separation stage is likely to introduce more errors than the

rest of the analysis put together. The errors that occur can be either posi-

tive or negative in that material may be added to the sample by contamina-

tion, or taken away from it by various kinds of loss, but we will be con-

cerned mainly with the second of these, losses of the significant element

during the separation stage.

Having discussed using a separation, it is important to recognize that

this separation should only be carried as far as is necessary. It is, in many
ways, very satisfying to prepare a sample from which all traces of organic

material have been removed, but if a perfectly adequate determination can

be carried out on a sample which has suffered a lesser degree of disrup-

tion, then it might be considered to be tempting fate to carry this disrup-

tion process further than is necessary. As was said above, some samples

can be handled by techniques such as atomic absorption without any

further treatment at all, while others can be handled after various degrees

of dilufion, hydrolysis, extraction or partial ashing, or indeed by any

technique up to the complete and total removal of the organic material.

Generally speaking, these limited disruption techniques are acceptable

when they are used on repetitive samples where their suitability has been

demonstrated. It is perhaps unreasonable to try to use them on occasional

samples of a new kind.
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However, having decided that complete destruction of the organic

material is necessary, there are a very large number of factors that need to

be considered in selecting the ashing technique to be used. The choice will

be influenced by the identity of the element to be determined, the level at

which it occurs within the sample, and by the nature of the sample itself.

It is not much of an exaggeration to say that each combination of a

specific element, type of sample, and the level of occurrence, introduces

a unique set of circumstances which will affect the choice of method.

However, to offset this there are very nearly as many possible methods of

destruction as there are situations for them to meet. The basic division is

into the wet methods where the oxidizing materials are present as liquids,

and the dry methods where the oxidizing agent is gaseous, usually being

air but sometimes being oxygen, or even, very rarely, other oxidizing

gases. To further compHcate the picture, there are a number of possible

liquid oxidizing reagents which may be used, singly or in combination,

with sulfuric acid, nitric acid, perchloric acid and hydrogen peroxide

being the most common. There are also a variety of ashing aids that are

used in conjunction with the dry ashing methods. In addition to this, the

nature of the vessels in which the ashing is carried out can have a sig-

nificant effect on the results and the whole picture can be affected by

organizational considerations, such as the time available, the number of

samples to be handled, the equipment available, and the number and skill

of the operators to do the work. Having stirred up this highly compli-

cated mixture of factors, we shall now try to go through a few of them

systematically so that we can attempt to draw out some threads which

might help us find our way through this maze.

However, before we go on to talk about the problems that can arise, it

is necessary to be reminded briefly of the characteristics of the main

methods used for the destruction of organic materials. The two primary

families, wet oxidation and dry ashing were mentioned above; they must

to a very large extent be regarded as complementary rather than competi-

tive with one another. This means that none of them is absolutely good or

absolutely bad in any particular instance, merely that one is better (or

worse) than the other according to the conditions. As is shown in table 1

,

wet oxidation generally involves less elapsed time but more operator time.

The temperatures used are lower so that problems of volatilization and re-

tention should be less important, while the reagent blank is likely to be

larger so that contamination problems are increased. Wet oxidation

methods generally are not particularly suitable for handling large samples,

but with a sample of a suitable size the use of relatively large quantities of

reagents that are frequently strong acids does tend to overwhelm any

chemical variation in the sample, so that the actual nature of the sample
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becomes rather less important. By contrast, dry ashing tends to be at the

other end of the spectrum, the elapsed time is frequently rather long, but

as little supervision is required this can very conveniently be the over-

night period. The temperatures are higher but by comparison the reagent

blank problems are smaller. Large samples can be dealt with quite readily

although, in the absence of ashing aids, variations in the sample can in-

fluence recovery.

From the point of view of the author, I believe that for single samples

it is probably better to use a wet oxidation method. If a large number of

similar samples are to be handled routinely then it is clearly important to

determine the best method for that specific application. One technique

that has been used quite extensively over the last 10 or so years is the low

temperature ashing method first described by Gleit and Holland. In this

method the sample is oxidized by oxygen at low pressure —about 1

torr — after excitation by a radio frequency field. Under these circum-

stances, the temperature does not rise above 130 °C to 150 °C and oxida-

tion of the quite small samples used is complete in a few hours. Using this

method it is clear that one of the disadvantages of dry ashing — the high

temperatures needed — is removed and it would be expected that better

recoveries would be obtained. Many very good results have been reported

with this technique but there have also been a number of others where

losses have been found despite the very low temperatures. However, the

good results far outweigh the bad, although the size of the sample that can

be analyzed and the rate of handling must be considered disadvantages.

However, returning to the problems to be encountered in the more

traditional ashing techniques, it seems that as the whole object of the exer-

Table 1 , Comparison of wet and dry oxidation

Wet oxidation Dry ashing

• More rapid •Rather slow

•Temperature lower—less

volatilization and retention

•Generally less sensitive to

nature of sample

•Temperature higher—more
volatilization and retention

• Generally more sensitive to

nature of sample

•Relatively more supervision

•Reagent blank larger

• Large samples inconvenient

•Relatively less supervision.

•Reagent blank smaller.

• Large samples easily handled.
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cise is to determine certain specific elements in organic materials, then

consideration of the elements to be determined will perhaps form a very

suitable place to start the discussion.

If an element is to be lost during the disruption of an organic sample,

there are three possible routes. The most obvious is that the element has

been removed completely from the system by volatilization, so that it is

no longer present and can therefore not be determined. Secondly, it might

be bound securely to solid material present in the system, so that when the

sample is transferred for measurement it is left behind. Thirdly, there is a

possibility that although the element is present and is transferred, it is

present in such a form that it does not react in the expected manner, so

that the result obtained by the measurement will be low. All three of these

possibilities have been demonstrated or postulated to explain losses that

occur during sample oxidation.

Starting first with the problems of volatilization, it is clear that some

elements such as mercury are volatile in virtually all of their chemical

forms and any method which involves high temperatures in open systems

must be potentially susceptible to the losses. Other elements are only

volatile in some of their chemical forms so that the initial form in which

they occur and the nature of the chemical reactions that occur during the

disruption will all have an effect on the volatilization losses. During the

average decomposition process, both oxidizing and reducing conditions

can occur and there are also circumstances in which some fairly reactive

intermediate materials are produced by the interaction of the sample of

the oxidizing mixture. The most significant of these reactive materials

produced during decomposition is probably hydrochloric acid which can

be produced from inorganic chlorides, organic materials containing

covalent chlorine, or even from perchloric acid used in the oxidizing mix-

ture.

Some of the elements that have caused difficulty because of volatiliza-

tion losses, divided up into the four categories: intrinsically volatile,

volatile under oxidizing conditions, volatile under reducing conditions,

and volatile in the presence of HCl, are shown in table 2. The melting and

boiling points of the relevant chlorides of the elements in the fourth

column are shown in table 3 from which it can be seen that arsenic and

germanium are likely to be difficult under any conditions in the presence

of HCl while lead and zinc are unlikely to be troublesome at low tempera-

tures but might well be expected to cause difficulty at the higher tempera-

tures used in dry ashing.

The second major cause of loss of material is the retention of the ele-

ment concerned by solid material present in the system. This solid materi-
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al can sometimes be the material of construction of the ashing vessel itself

or sometimes solid material existing in the sample or produced within the

reaction mixture. If we consider first the loss of elements by reaction with

the ashing vessel it is clear once again that this is a problem that will be

found more commonly in dry ashing than in wet, as the degree of contact

is very much greater and the temperatures that are used are generally

much higher. When we turn to materials present in the reacting system,

losses by retention are found in both wet and dry ashing, although the

reasons for the losses may be different.

With oxidation systems containing sulfuric acid and with samples high

in calcium, there is the risk of loss of elements such as lead by co-

precipitation of the relatively insoluble sulfates. In dry ashing techniques

the presence of high levels of silica in the sample may well cause difficul-

ties with elements such as lead, zinc and copper which may be very

strongly retained on silica materials. The third type of loss, due to the

nonavailability of the element to the method of detection is rather less

common but it has been put forward to explain problems encountered

Table 2. Elements that are volatile under certain conditions

Intrinsically

volatile

Volatile under

oxidizing

conditions

Volatile under

reducing

conditions

Volatile with

hydrogen
chloride

Mercury Technetium
Rhenium
Ruthenium
Osmium

Selenium

Tellurium

Polonium

Arsenic

Germanium
Lead
Zinc

Table 3. Melting and boiling points of some inorganic chlorides

Element Volatile form Melting point,

°C

Boiling point,

°C

Arsenic ASCI3 130

Germanium GeCh 83

Lead PbCl2 501

Zinc ZnCl2 262
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with tin where conversion of the element to a very insoluble stannic oxide

might be responsible; with antimony where the presence of the element in

the wrong valency state was said to be the reason for its failure to react

with rhodamine B; with iron, where dehydration during heating in residual

concentrated sulfuric acid was said to give an insoluble anhydrous ferric

sulfate; and with iron again where dehydration of orthophosphates to

pyrophosphates and other condensed phosphates led to complex forma-

tion. This type of loss is not very common and is probably not worth con-

sidering further in the short time available, but it might be worth suggest-

ing that similar problems could arise with the platinum metals during dry

oxidation when reduction to the metal would probably occur and difficul-

ties might be experienced unless the appropriate measures were taken to

get the metals back into solution.

A rough breakdown of the bulk of the elements in terms of the problems

that they cause during ashing is shown in the next group of tables. It is

quite possible to find reports of losses for virtually every element, but

there is always a risk that the losses being reported are not due to the ash-

ing step as it has often not been possible to separate the ashing losses from

the losses due to sampling or the determination itself. Additionally, many
elements can occur as volatile organic compounds and these are naturally

likely to cause substantially more trouble than when they occur in inor-

ganic form but as far as table 4 is concerned, the elements which in the

main do not cause a great deal of difficulty have been listed. As you look

at them you will agree that it is understandable that they should be fairly

straightforward and we can only regret that there are not more of them.

The elements which cause trouble on wet ashing only are shown in table

5; as you can see, this is a fairly rare circumstance. All four of these ele-

ments, technetium, rhenium, ruthenium and osmium, are characterized by

Table 4. Elements generally causing little trouble

Magnesium Scandium Actinium
Calcium Yttrium Thorium
Stroutium Rare earths Protactinium

Barium Uranium
Chromium Manganese Vanadium
Molybdenum Niobium
Tungsten Bismuth Tantalum

Table 5. Elements causing problems on wet ashing only

Technetium
Rhenium

Ruthenium
Osmium
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forming volatile oxides in their highest valency states and they are the ele-

ments quoted earher as showing losses under oxidizing conditions. This

will mean that the use of highly oxidizing acid mixtures will be likely to

convert some of the element to this volatile form, so that it would be lost.

Elements which, although fairly satisfactory during wet ashing, cause

problems when dry ashing techniques are used are shown in table 6, and

elements which just cause problems are shown in table 7. These are the

ones which are prone to difficulties however you handle them, and pre-

eminent in this group is mercury which is highly volatile itself and is also

volatile in the form of most of its compounds.

Having looked at these groups of elements it is clear that more than one

mechanism must operate in causing the losses. I have referred already to

the three main groups of losses, by volatilization, by retention, or by

nonavailability; within each of these there are also a number of further

Table 6. Elements causing problems on dry ashing only

Lithium Copper Zinc Antimony Rhodium
Sodium Silver Cadmium Palladium

Potassium Iron Iridium

Rubidium Beryllium Thallium Cobalt Platinum

Cesium Nickel

Table 7, Elements causing problems under most conditions

Gold Selenium

Mercury Lead
Germanium Arsenic

Tin

subdivisions which all contribute to the complexity of the whole. If we
start with the first type of loss, loss by volatilization, this can be brought

about by at least five different mechanisms. The first of these relates

simply to the volatility that is inherent in the element and its compounds,

and must in this instance relate to mercury. Most oxidizing mixtures used

in wet digestion involve temperatures close to the boiling point of sulfuric

acid and at this temperature substantial amounts of mercury will escape

from an open system. Accordingly, the technique which has generally

evolved is to trap the distillate from the oxidation system and recombine

it with the residue prior to the determination; this works reasonably well.

However, as this loss is related to the relatively high temperature of

boiling sulfuric acid, it might be considered that an advantage would be

gained by the use of perchloric acid mixtures which can be handled in
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such a way as to give a readily maintainable temperature ceiling of about

200 °C (fig. 1 ). If we look at the bottom line on this figure, we can see that

distilling a mixture of nitric, perchloric and sulfuric acid at temperatures

which do not exceed 200 °C does lead only to a fairly small transfer of

mercury amounting to some 10 percent. However, there is another

problem in that perchloric acid is reduced at high temperature to give

hydrochloric acid and, if rather hard to oxidize materials are being han-

dled, hydrochloric acid is generated at a temperature at which mercuric

chloride is substantially volatile and the rate of loss shoots up rapidly.

Acid mixture

plus

0-5g glycine

Acid mixture

alone

VOLUME OF ACID DISTILLED, ml

Figure 1 . Effect of organic matter on distillation of mercury.

So far, we have shown two loss mechanisms, inherent volatility and in-

teraction with a reagent, or at least a breakdown product of one. The next

one is a similar case in which the volatile form of the element of interest is

produced in situ by interaction with a breakdown product of the sample

being digested. This type of loss occurs with a number of elements, but

the example I would like to quote is arsenic and some relevant figures are

shown in table 8. From these figures it can be seen that when an organic

material containing no chlorine was oxidized with sulfuric acid and

hydrogen peroxide the recoveries were very good, but when either inor-

ganic chlorine as sodium chloride or covalently linked chlorine as in the

PVC were present, the recoveries fell off sharply. It could be suggested

that with the sodium chloride preliminary dilution and evaporation at a

low temperature would have removed the chloride iron and prevented the

loss, but in the case of the PVC the chloride was produced only at a high
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temperature when the plastic was decomposed. It is hard to see how this

sort of problem can be eliminated.

The fourth of the volatilization mechanisms has already been men-

tioned. This is the oxidation of the material to a volatile form and occurs

with technetium, rhenium, ruthenium and osmium, all of which have a

volatile oxide corresponding to the highest valency state. These will be

lost when the strong oxidizing mixtures used for the destruction of organic

matter are applied to samples containing the elements.

The last of the volatilization mechanisms is the reduction of an element

to a volatile form. This mechanism certainly operates in the case of seleni-

um and probably also with tellurium and polonium, the related elements.

Some recoveries of selenium under various oxidizing conditions are

shown in table 9. As can be seen, dry ashing led to almost complete loss

of selenium due to the reducing conditions that were rapidly established.

Nitric and perchloric acids on the other hand gave excellent recoveries as

an oxidizing condition was maintained throughout. The last two pairs of

results both refer to the use of nitric and sulfuric acids but in one case the

oxidation was carried out very slowly with excess nitric acid present at all

times so that the mixture never darkened, while the last set of results were

carried out with rapid heating so that the mixture charred heavily. As can

be seen, the experiment in which oxidizing conditions were maintained

gave relatively good recoveries, while the heavily charred system gave al-

most total loss.

Table 8. Arsenic recoveries after digestion in sulfuric acid and hydrogen peroxide^

Sample material Recovery %

Cocoa & sodium chloride 64 56

Polythene 97 99

PVC 3 3

* As-74 tracer.

Table 9. Selenium recoveries under various oxidizing conditions

Oxidation method Recovery %

Dry ashing 3 4

Nitric and perchloric acids 100 101

Nitric and sulfuric (no charring) 95 98

Nitric and sulfuric (heavy charring) 4 4
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For comparison with the position described with arsenic, some further

results for selenium, obtained using sulfuric acid and hydrogen peroxide,

with the two plastic materials PVC and polyethylene are shown in table

10. You will remember that loss of arsenic was high with PVC but low

with polyethylene. In this case it can be seen that the selenium was

recovered quantitatively when no organic material was present in the

system, but the addition of either PVC or polyethylene led to substantial

losses, again suggesting that the mechanisms are quite different. In this in-

stance the loss in the presence of polyethylene was greater than with

PVC. possibly due to the larger quantity of carbon in the same weight of

sample.

Table 10. Selenium recoveries after digestion in sulfuric acid and hydrogen peroxide

Organic materials Recov'ery %

None 98 99

PVC 66 72

Polythene 11 16

Most of the elements mentioned so far exhibit volatilization losses even

under wet oxidation conditions so that the problems will naturally tend to

be worse at dry ashing temperatures. Furthermore some other elements

will show losses at these higher temperatures; the main addition to the list

of volatile elements will be the alkali metals where quite serious losses

have been reported at temperatures below 600 °C. The losses are Hkely to

be more serious with chlorides, particularly of the higher alkali metals, but

in most instances the use of sulfuric acid as an ashing aid is adequate to

prevent volatilization.

The type of loss that is particularly characteristic of dry ashing is the re-

tention of the element of interest on either the ashing vessel or on som.e

solid material present in the sample, i.e., the second of the three major

types of loss mentioned earlier.

If we take the ashing vessel retention first, then it is clear that the

behavior of the individual elements will be affected greatly by the type of

ashing vessel used. In most cases the choice lies between platinum, silica

and porcelain, and in the terms of this discussion the main distinction is

between platinum on the one hand and the two silica based materials on

the other. As these tw o types of materials will have very different reactivi-

ties, the nature of the problems encountered will also be different. With

metallic platinum, the likely form of interaction will be diffusion of metal-

lic element into the platinum surface. This is only likely to occur when the
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element is already present in a metallic form or can be readily reduced to

one and it would therefore seem that problems are likely to be encoun-

tered with silver, gold, and the platinum metals and, as will be mentioned

later when discussing silica ashing vessels, also copper.

If we now turn to the silica based vessels, which do have some
economic advantages, it can be recognized that the most probable

mechanism for retention would be reaction between the oxide of the ele-

ment being determined and the surface of the silica based material. What
would be happening would be the formation of complex, glass-like materi-

als, by solid-state interactions between the oxide of the element to be

determined and the surface of the vessel, and when looked at in this light,

the amount of the loss might well be expected to show some relationship

to the readiness with which these glass-like compounds can be formed.

There is some evidence for this type of relationship and lead, which is one

of the elements most easily incorporated into a silicate glass network, is

also one of the elements most readily lost by retention on silica vessels

during dry ashing. However, having formed a glass, there will be no loss

of the element unless this glass is stable to the acid reagents generally

used for dissolving the ash, and it is therefore interesting to note that

copper does show serious retention losses although its silicates are very

vulnerable to acid attack. One possible explanation of this is that copper

does not combine with silica vessels in this way but by reduction of the

oxide to copper during the ashing stage and diffusion of the metal so

formed into the surface of the silica vessels.

This discussion has been concerned mainly with ashing vessels made of

silica but it is clear that as silica is also a very common component of the

ash of organic materials then many of the arguments should apply to the

retention of trace elements on this type of ash also. Results have been

quoted over many years to show that the losses of some trace elements

can be related directly to the amount of silica present in the ash.

Talking about the silica present in the sample leads very readily to a

discussion of other inorganic materials which may be present in the sam-

ple or which may be added purposely before dry ashing is carried out.

With regard to the inorganic materials occurring naturally in the biologi-

cal samples being analyzed, we might reasonably expect the common
ones to include sodium chloride and various kinds of phosphate. There is

not very much information in the literature on the effects of these materi-

als or recoveries but a few figures obtained for the retention of lead after

heating in silica crucibles at 650 °C in the presence of various inorganic

compounds, where the high temperature was used to emphasize trends

not to represent actual conditions are shown in table 1 1 . From this table
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Table 11. Effect of inorganic materials on lead recovery during dry ashing^

Material %lead retained

None 22 23

H3PO4 46 38

NaH2P04 2 2

Na2HP04 2 2

Na3P04 14 16

NaCl 62 56

* Conditions: 2 Atg PbNOs with 10 mg of inorganic material; heated in silica crucible at

650 °C.

it can be seen that although phosphoric acid does cause serious retention

losses none of the sodium phosphates give rise to losses as serious as

those found in the absence of any inorganic material. It would therefore

seem that the types of phosphate to be found in biological materials are

not likely to cause serious retention problems. When we look at the

figures for sodium chloride, however, a very different picture emerges.

The quoted retention losses of something like 60 percent are probably un-

derestimates of the true position because of the nature of the determina-

tion, but even so they indicate that the majority of the lead is rendered

nonrecoverable when heated in the presence of sodium chloride, albeit at

a fairly elevated temperature. That this is not an isolated phenomenon is

demonstrated by the data in table 12 which shows the results of similar

experiments with iron, cobalt, zinc, chromium and antimony, at a slightly

lower temperature. As you can see, there are very serious retention losses

in each case and, indeed, I have reason to believe that all of these losses

are underestimated because of certain limitations of the technique used.

A possible explanation for these losses, all of which occurred when the

elements were heated in silica crucibles, is that the presence of sodium

chloride weakens the surface of the silica allowing the interaction with the

Table 12. Effect of sodium chloride on the recovery of trace elements during dry ashing^

Element % retained

Iron as nitrate 29 33

Cobalt as nitrate 7 15

Zinc as nitrate 59 47

Chromium as chromate 46 34

Antimony as antimonite 36 31

* Conditions : 2Atg of the trace element with 10 mg NaCl ; heated in silica crucible at 600 °C.
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trace element to take place more readily. Salt is well known for its action

on silicate materials and its use as a simple glazing material is long stand-

ing.

Reports of low recoveries of trace elements in the presence of sodium

chloride have long been known and it has been suggested that they are

caused by volatilization through the formation of volatile chlorides by

reaction of the trace element with the sodium chloride. It was for that

reason that the five elements shown in the last table were originally ex-

amined, as they all do form volatile chlorides. However, the technique

used allowed the total amount of the trace element, both recoverable and

retained, to be measured and it was clearly shown that there were no

volatilization losses at all. In addition, the free energy changes that would

be involved in the reaction between the compound used and sodium

chloride are all strongly positive so that the production of volatile

chlorides by this mechanism is not feasible. See table 13.

However, the fact that volatile species are not produced by reaction

with sodium chloride does not mean that they cannot be produced by

reaction with other chlorides. The recoveries obtained when a number of

elements were heated with other inorganic chlorides, mainly ammonium
chloride but including a few others as well are shown in table 14. In this

case the recovery figure would include any material that was retained by

the crucible so that the losses shown are due solely to volatilization.

Just to complete this gloomy picture of the problems that arise when
dry ashing chloride containing materials, I would like to put in the next

table which isn't quite in the right place. It is a very simple table which

shows the losses of lead that occurred when dry ashing polyvinyl chloride

(table 15). As you can see, virtually no lead was recovered and none was

retained, presumably due to the production of a reactive chloride at a

fairly high temperature, which converted the lead to lead chloride and al-

lowed it to volatilize. Although a similar problem has not been demon-

strated for other elements, there is every reason to believe that similar dif-

ficulties would be encountered for elements such as zinc or antimony.

I would now like to pass on briefly to the inorganic materials that are

added on purpose before dry ashing, i.e., the so-called "ashing aids."

They are added for one or both of two purposes, either to hasten the ox-

idation of the organic material or to improve the recovery of the trace ele-

ment of interest. The simplest of the auxiliary oxidizing materials is nitric

acid which is very frequently added for the sole purpose of speeding up

the oxidation of residual carbonaceous material when the bulk of the sam-

ple has been ashed. Similarly, it is one function of the inorganic nitrates

such as magnesium nitrate or aluminum nitrate, to hasten the decomposi-
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Reaction A Fo

SbaOs + 6NaCl + 262

CoO + 2NaCl + 91

Fe203 + 6NaCl + 314

PbO + 2NaCl + 73

ZnO + 2NaCl + 79

FeO + 2NaCl + 88

AS2O3 + 6NaCl + 272

Table 14. Recoveries of trace elements on heating with inorganic chlorides.

Element Added chloride Recovery %

Antimony Ammonium 11, 6, 19, 8.

Lead Ammonium 69, 75, 54, 76.

Zinc Ammonium 7, 7, 9, 6.

Zinc Magnesium 53, 53, 52.

Zinc Calcium 4 4 4 4.
Zinc Barium 99, m\ 160, 100.

Table 15. Recovery of leadfrom polyvinyl chloride during dry ashing^

Organic material Lead recovered Lead retained

% %

PVC 1 1

* Conditions: 2fx% lead as the nitrate with 2 g polyvinyl chloride; heated at 600 °C.

tion of the organic material, but in addition they also serve the second pur-

pose of improving recovery by separating the reactive trace element from

the reaction vessel or other inorganic material present in the sample and

so reducing the likelihood of retention losses.

Thirdly, we come to the materials such as sulfuric acid whose only pur-

pose is to improve recovery. The great advantage of sulfuric acid is that,

almost regardless of the original chemical form of the trace element, it will

convert the element to its sulfate which, generally speaking, is the form

least likely to volatilize. A further extremely important function is that it

will very often remove potentially interfering materials, such as chloride,

and so prevent volatilization and retention losses. When this is the inten-

tion, the sulfuric acid should be added in dilute solution so that the



506 Accuracy in Trace Analysis

hydrochloric acid produced will be removed at a temperature of about 1 00

°C, when there is little risk of loss of the trace elements by volatilization

as the chloride. Nonetheless, in applying these techniques, it is helpful to

be aware of the potential problems.

That really covers all that there is time for within the short period of this

lecture. I am sure it must all seem very confusing, so just to finish off I

want to add a couple of summary tables to try to remind you of the

problems that can be encountered during the oxidation of organic samples

and as an indication of the mechanisms that are responsible. At the

beginning three major problem area^, volatilization, retention, and

nonavailability were mentioned and the major aspects of the first two of

them are summarized in tables 16 and 17. It should be pointed out that not

all of these mechanisms can be taken as certain, and I am sure that some,

or even all, of them can be open to attack. However, they do go some way
to explain the observed facts and they might be helpful in deciding the

best methods to use.

Table 16, Mechanisms of volatilization losses

1. Inherent volatility.

2. Oxidation to a volatile form e.g., RUO4.

3. Reduction to a volatile form e.g., selenium.

4. Interaction with sample e.g., production of HCl from PVC.
5. Interaction with reagent e.g., reduction of HCl O4 to HCl.

Table 17. Mechanisms of retention losses

1. Coprecipitation, e.g., lead on calcium sulphate.

2. Reduction and diffusion, e.g., gold in platinum, copper in silica.

3. 'Glass' formation, e.g., lead in silica.

4. Attack by sample, e.g., NaCl on silica.

II. Conclusion

Having said all that, what conclusions can we draw? First of all, it is

clear that the decomposition of an organic material prior to its analysis is

not the simple matter it was believed to be in the days when a paper or

trace element analysis could dismiss the whole subject in the words "the

sample was ashed." It is clear also that some elements such as mercury

and selenium, and perhaps also gold and lead, must always be treated with

care as they are quite capable of causing trouble in both wet and dry ox-
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idation techniques. For most of the other elements and, indeed, even for

these four, it is possible to define oxidation techniques which will give

good recoveries provided the sample itself does not introduce extra

problems. The commonest problem that the sample can introduce is the

presence of large amounts of chlorine in it, either as chloride ion, or as

covalent chlorine. As has been shown, both of these are capable of caus-

ing extreme problems although, if its presence is known, chloride ion can

generally be dealt with by acidification with dilute acid and evaporation to

remove the chloride as hydrochloric acid at a low temperature. If the

chlorine is present as covalent chlorine then it is likely to cause problems

with quite a wide range of elements. When, in addition, it is bound into a

material such as polyvinyl chloride, which is very resistant to attack, the

problems can be very great indeed. However, by their nature, these ex-

treme cases are exceptional and for the majority of elements in the majori-

ty of samples perfectly adequate techniques are available today.
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The inability to control the analytical blank, i.e., contamination from all

sources external to the sample, has seriously affected the accuracy of low level

trace determinations. Most of the sources of the blank are variable and it is this

variability that determines the uncertainty of the blank correction and, there-

fore, the lower limit of trace element concentration that can be determined

with reliability. To improve both the accuracy and lower limit of trace deter-

minations, it is imperative to control the variability of the analytical blank. The

only practical way to accomplish this is to reduce the size of the blank itself by

controlling the sources of the blank.

The analytical blank is composed of contamination from four principal

sources, namely: the environment the analysis is performed in, the reagents

used in the analysis, the apparatus used, and the analyst performing the analy-

sis.

Environmental contamination is caused by particulates and gaseous com-

pounds in the ambient air. Methods for reducing the blank from this source by

the use of isolation chambers or "absolute" filters are described.

While commercially available high-purity reagents have helped the analyst

to control the blank from reagents, they are frequently not low enough in trace

element concentration and must be purified before use. Methods for the

preparation of high-purity reagents, especially water and the mineral acids, are

reviewed.

Contamination from beakers, containers, mortars and other apparatus can

seriously affect the blank. Techniques for controlling this type of contamina-

tion are described with emphasis on the purity of materials.

The last source of contamination is that caused by the analyst during the

analysis due to carelessness or poor technique. Suggestions are given to aid the

analyst in this regard.

Keywords: Accuracy; analysts; apparatus; blank; contamination; environ-

ment; purity; reagents.
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I. Introduction

The analytical blank may be considered the "Achilles' heel" of trace

analysis. As the Greek warrior of Homer's Iliad had his vulnerable point,

so also does trace analysis in that the size and variability of the analytical

blank may render useless the information from the analysis. First, let me
define what is meant by the analytical blank. The analytical blank is

simply the contamination by the element or compound being determined

from all sources external to the sample. I am not including in this defini-

tion the so-called instrumental blank or noise level which really refers to

the sensitivity or level of detection of the analytical method. Also not in-

cluded in this definition is the so-called negadve blank, that is loss of an

element during analysis by physical processes such as adsorption. This is

really a separate subject unto itself. Obviously, this definition includes

both inorganic and organic contamination, but my remarks will deal

mainly with trace inorganic cation contamination.

Modern methods of analysis have lowered the threshold of determining

trace elements to the low parts per billion (ng/g) for many elements but the

inability to control the analytical blank has seriously affected the accuracy

of these methods. The blank is a problem common to all trace element

techniques with the exception of certain nuclear techniques such as

neutron activation analysis and fission track analysis.

Let's look at the effect of the blank on the accuracy of a trace analysis.

During the analysis, the analyst normally carries "blanks" thru all the

steps of the analysis and makes a "blank-correction" of the analysis based

on the estimation of the contamination from these blank determinations.

Figure I shows the effect on accuracy of a 10 ng blank that exhibits a

variability of ± 5 ng. This represents a very low blank with a reasonable

uncertainty. It is not uncommon, even in very careful work to have blanks

an order of magnitude higher. Notice that at the microgram level, the ef-

fect on accuracy of a blank of this size is small, but that it increases

rapidly until at the 0.01 fig or 10 ng level, a 50 percent uncertainty would

be introduced by the blank. If the blank were an order of magnitude higher

with the same percentage variability, a determination at the 0.1 fxg level

would have a 50 percent uncertainty due to the blank alone.

It is the variability or the uncertainty in the blank correction [ 1 ] and

not the absolute value of the blank that affects the accuracy of the analy-

sis. As the variability becomes a significant percentage of the sample

amount, more and more determinations of the blank are necessary so that

the variability can be estimated with some degree of reliability. It is a

common mistake of analysts to base the blank correction on a single
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Figure 1 . Effect of a 1 0 ± 5 ng blank on accuracy of analysis.

determination and have no information on the approximate variabiHty or

effect on accuracy.

One might argue that, since it is the variability and not the absolute

value of the blank that affects accuracy, the way to increase accuracy is to

have large blanks but with reduced variability. This is certainly not true in

the real world of trace analysis. Firstly, it is inherently inaccurate to base

a result on the difference between two signals or numbers of relatively the

same size. But secondly, and more importantly, real blanks, large as well

as small, do exhibit marked variability since most of the sources of the

blank are not constant. The only practical way to lower the variability and

increase the accuracy of the blank correction is to reduce the size of the

blank. It is obvious from figure 1 that as one goes to lower levels of trace

concentrations the blank becomes more and more of a factor. Figure 2
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COMPARISON of INTERLABORATORY RESULTS for an AQUEOUS STANDARD and WHOLE BLOOD

Aqueous Solution 140 ng Pb/g

75 60

+ 40r

+ 20 •

20

-40

456 109
80.
62

Porcine Blood 30 ng Pb/g

453 90

1234567 1234567
LABORATORY NUMBER

Figure 2. Comparison of interlaboratory results for an aqueous standard and whole blood.

represents two parts of a study to develop a referee method for lead in

blood by atomic absorption spectrophotometry. The left portion

represents the results from different laboratories for the analysis of an

acidified aqueous standard. No chemistry was necessary and the results

fluctuate, not very accurately, around the "base-line" value. But notice

what happens when the same laboratories analyze a real blood sample as

shown on the right portion. ^ The level of lead was a factor of five lower

than the standard and some chemistry was necessary. The results varied

from 30 to 450 percent high, in all probability due to lack of control of the

analytical blank.

This is but one example of the fact that as one goes to lower trace con-

centrations, the blank becomes the dominant factor on accuracy and

determines the lower limit of trace element concentration that can be

determined with reliability. It is imperative to control and reduce the

analytical blank if improvements in precision and accuracy of trace deter-

minations are to be made.

This is for porcine blood which contains much lower lead than human blood.
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II. Sources of Contamination

How does one go about lowering a blank? The sources of the blank

must be considered and steps taken to reduce the contamination from

each source.

The analytical blank is composed of contamination from four principal

sources, namely, the environment the analysis is performed in, the re-

agents used in the analysis, the apparatus used, and the analyst perform-

ing the analysis. Of these factors only the contamination from reagents is

relatively constant while the contamination from the other factors is varia-

ble and determines the variability of the analytical blank.

Let us consider environmental contamination. Fall-out or absorption of

particulates or gases from the laboratory air can cause significant and

variable amounts of contamination of the sample or a solution of the sam-

ple. As much as 200 /jig of particulates per m^ of air have been reported in

the air of an analytical laboratory [2] and it was shown to contain large

amounts of calcium, silicon, iron, aluminum, sodium, magnesium potassi-

um, thallium, copper, manganese and lesser amounts of several other ele-

ments. Analysts in Dortmund, Germany, were not able to lower iron

blanks lower than 0.04 ptg/ml because 20 tons of ferric oxide were

dispersed into the air from nearby plants [3 ] . Table 1 shows the lead par-

ticulate concentrations from three different locations. The lead concentra-

tion from downtown St. Louis, 18.84 ^tg/m^, was much higher than rural

Missouri, 0.77 ^tg/m^. [4] due to automotive exhaust pollution. Our

A. Environment

Table 1. Examples of lead concentration in air

Site Lead concentration

yUg/m3

Downtown, St. Louis, Missouri^ 18.84

Rural Park, Southeastern,

Missouri^ 0.77

Laboratory air, NBS,
Gaithersburg, Maryland' 0.4

^ See reference [4].

^ See reference [5].
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laboratory air at NBS, Gaithersburg, Maryland [5] compares favorably

to rural air but still contains too much lead for low level work. Wide varia-

tions in the particulate content of air is to be expected. U seller [6] has

stated that in a typical rural area airborne particulate counts larger than

0.5 fim of 1,400,000/m^ are not unusual and that in metropolitan areas

counts of 5 3,3 00,000/m^ are normal.

The use of evaporation chambers has been one approach to reducing

airborne contamination. Evaporations are performed in a closed system

under filtered air or nitrogen. Figure 3 shows some different evaporation

chambers from the literature. Chamber (a) was designed by Thiers [7,8]

.

Filtered air is passed over the solution and out the bottom while the sam-

ple is heated from below with a hot-plate and above with a heat lamp.

Chamber (b) is a German design by Koch [9] in which filtered air or

nitrogen is passed over the sample solution. A heated quartz dome

IR lamp
Quartz surface

/ evaporator

Filtered

air in -t— Glass

Pyrex Out

Heater

Hot plate

(a) (b)

Borosilicate glass Teflon

Filtered

N2 in

Stainless steel
(d)(c)

Figure 3. Evaporation chambers from the literature, reference 35. Reprinted with permis-

sion ofJohn Wiley & Sons, Inc.
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prevents condensation of liquids. The last two chambers, (c) and (d),

were used by Chow and McKinney [10] for the analysis of high-purity

HCl (Glass) and HF (Teflon).

Figure 4 is a drawing of an evaporation chamber that has been used by

Alvarez at NBS [11]. The solution is evaporated by heating from above

and below the chamber while filtered nitrogen passes over the solution

until only a drop remains. The drop is then drawn up into the capillary and

loaded onto gold wire for analysis by spark source mass spectrometry.

Table 2 shows the results of Chow and McKinney [10] for the analysis

of 500 ml samples of high-purity hydrochloric acid which was evaporated

Figure 4. Clean environment evaporator and transfer system.

Table 2. Lead contamination of labware after exposure to air^

Beaker Condition Laboratory Time
(days)

Lead

M(g)

Teflon Open Ordinary 8 4.07

2.32

Nitrogen-flushed container

Open
Ordinary

Pure air

8

8

1.13

0.44

Nitrogen-flushed container Pure air 8 0.18

.13

Borosilicate glass

Nitrogen-flushed container

Nitrogen-flushed container

Pure air

Pure air

1

1

0.02

.03

* See reference [10].
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slowly under different conditions. When the HCl was evaporated over a

period of 8 days from an open Teflon beaker, the lead contamination was

high and variable. Using a clean air chamber under nitrogen reduced the

lead contamination only by a factor of about three. Both of these evapora-

tions were performed in a normal fume hood. (Since the volume of air

moving across an area in a fume hood is many times greater than the air

moving across the same area in the laboratory, the contamination is

greater in the hood than elsewhere in the laboratory.) When the same

evaporations were performed in a clean air laboratory in which dusts and

aerosols were removed by electrostatic precipitation and filtration, the

lead contamination was reduced by a factor of 10 when the HCl was

evaporated open and by a factor of 20 when it was evaporated in an

evaporation chamber flushed with nitrogen.

The major development to date for providing particulate free air is the

high efficiency particulate air filter, better known as the HEPA filter

[ 12] . This filter was developed during World War II for the Manhattan

Project to remove fissionable particulates from air and to this date

remains the most efficient means of air filtration. The HEPA filter has an

efficiency of 99.97 percent for 0.3 ixm particles and are routinely em-

ployed for supplying air that meets the Class 100 specification [13], that

is less than 100 particles per cubic foot of air larger than 0.5 /Ltm. These fil-

ters, coupled with the laminar airflow principle [14] in which the "clean"

air is moved unidirectionally, have been used for the last decade to pro-

vide clean particle-free work areas.

Figure 5 is a view of the clean room located in the Analytical Chemistry

Division at the National Bureau of Standards. The HEPA filters are

located on the far wall. In fact the entire wall is composed ofHEPA filters

causing a wall of clean air to pass unidirectionally down the room. This

room is really a particulate-free room and cannot be used as a clean

laboratory since it was not designed for acid vapor.

Figure 6 is a cut-away view of the clean laboratory also located in the

Analyfical Chemistry Division at NBS. This room was designed for trace

inorganic analysis and can be used for chemical operations such as acid

dissolutions and evaporations. All of the air entering the room is passed

thru prefilters and then thru the HEPA filters located over the center

work-bench of the room. The Class 100 clean air is directed

unidirectionally down and out across the bench to prevent particles from

entering the area. Plexiglas dividers prevent cross-contamination. The

air is recirculated thru the filters by drawing air at the base of the outside

walls. In addition to the "clean" area under the center bench, there are

several Class 100 hoods that provide clean work areas on the outside

bench. Acid dissolutions and evaporations are performed in the two
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Figure 5. Particulate free clean room —National Bureau of Standards.

hoods at the rear of the room. These are Class 100 clean air hoods lined

with sheet Teflon and are so designed that all air 12 cm from the front is

exhausted while a curtain of air moves out the front to prevent particu-

lates from entering the hood.

Figure 7 is a schematic of a laboratory used at Bell Telephone Labora-

tories for trace analysis [15]. The inlet air to the room is non-laminar

flow clean air which has been filtered thru HEPA filters. The air to the

clean hood is further purified by recirculation thru HEPA filters and the

room is kept under positive pressure. Using this room, no significant con-

tamination of water samples could be detected by spark source mass spec-

trometry or activation anaysis.

Table 3 shows a comparison of particulates in the air of an ordinary

laboratory, a clean room, and a Class 100 hood, all at NBS [5 ] . Both the

clean room and Class 100 hood air showed a dramatic reduction in con-

tamination. Lead concentrations were reduced by a factor of over 1000,

iron by a factor of 200 and the other elements, which were low to start

with, by a factor of 1 0.

While HEPA filters are a powerful tool in reducing particulate con-

tamination, they are not the complete answer to environmental con-
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WALL CABMET

Figure 7. Schematic of clean laboratory -Bell Telephone Laboratories, reference 22.

Reprinted with permission of Analytical Chemistry.

Table 3. Particulate concentration in laboratory air^

Concentration, Mg/m^

Iron Copper Lead Cadmium

Ordinary Laboratory 0.2 0.02 0.4 0.002

Clean Room .001 .002 .0002 n.d.

Clean Hood .0009 .007 .0003 0.0002

* See reference [5].

tamination. Figure 8 shows the particle size of some common contami-

nants. Since HEPA filters are efficient for the removal of particles 0.3 ^tm

or larger, particles as small as bacteria are removed, but some common
particulates such as tobacco smoke are not efficiently removed since they

are smaller than 0.3 fim. Obviously gases, both organic and inorganic, are

not removed. To remove these contaminants, the air must be passed thru

absorbants and scrubbed, which is an expensive operation. Most labora-

tories either live with the small amount of contamination that results from

clean room operation or resort to the evaporation chamber technique in

the clean room to further reduce environmental blanks.
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B. Reagents

The chemical reagents used during the course of an analysis are an im-

portant source of the analytical blank. The first order of priority for a

trace laboratory in regard to reagents is a readily available supply of ex-

tremely high-purity water. There are several commercial systems on the

market for producing "conductivity water"; that is, water whose conduc-

tivity approaches the theoretical conductivity of 0.055 micromho/cm at

25 °C [15,16]. These systems are based on the use of mixed-bed or

monobed ion exchangers, in which cation and anion exchange resins are

mixed in a single unit, and sub-micron filtration. Measured conductivity

of deionized water has been reported as low as 0.05 micromho/cm (tem-

perature not specified) [16]. However, only ionized compounds are de-

tected by conductivity measurements and soluble unionized compounds

or particulates are not detected. Both soluble organic materials and par-

ticulates are generated by ion-exchange columns. Studies at the Philips'

Laboratories [17] have shown that deionized water with a conductivity

of 0.06 micromho/cm contained up to 100 ppb of cation contamination.

They postulated that the detected impurities were present in particulate

or colloidal form and were not appreciably ionized. Another possibility is

that the cations form unionized complexes with dissolved resin material.

In fact there is some literature evidence [18-20] to show that small

amounts of heavy metals can be masked in deionized water and lost to

polarographic analysis due to chelation by soluble resin. Whatever the

reason, there is ample evidence in the literature [17] to prove that con-

ductivity is not a reliable measure of trace element concentration in water.

Dr. Ralph Thiers [8] of Harvard wrote in 1957, ''Since non-ionic

materials are not held by ion-exchange resins, and since traces of

nitrogeneous compounds are leached off the resin by water, probably the

best treatment for obtaining purest water in all ways is ion-exchange fol-

lowed by distillation from fused quartz." Nothing has happened in the last

two decades to change the validity of that statement and this position has

been supported by other investigators [21-23].

The system used by our group at NBS consists of taking the "building

distilled" water as it is supplied to the laboratory and redistilling it in a

conventional still equipped with a quartz condensing system. The distil-

late from this still is fed to a quartz "sub-boiling" still (Quartz Products

Corp., Plainfield, N.J.) where the water is again distilled, but by a non-

boiling technique which will be described later. The "building distilled"

water consists of ordinary city water that has been passed thru a mixed-
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bed deionizer, distilled in a tin-lined still, stored in a tin-lined tank and dis-

tributed thru tin pipes to the laboratory.

Table 4 shows the results of the analysis of the "sub-boiling" distilled

water and the "building distilled" water by spark source isotope dilution

mass spectrometry (SS-IDMS). There was better than a tenfold reduction

in impurities from "building distilled" water which is really good quality

water for a high-volume operation. Copper at 3 ppb is the principal impu-

rity in this water. The analysis of the "sub-boiling" distilled water, which

totaled 0.5 ppb for the elements determined, really represents an upper

limit for most impurities since no attempt was made to correct for a blank

during the evaporation of the water. This water compares favorably with

the best water reported in the literature. While it is one problem to

produce high quality distilled water, it is quite another to keep it pure be-

fore use. We have been using quartz for storage and this analysis is for

water stored in quartz for 2 weeks. We are currently studying the storage

of water in Teflon.

Studies in the literature have shown that the trace element content of

water stored in Teflon or polyethylene increased by a factor of 5 to 10 for

some elements after 30 days storage [22]. As a general rule, distilled

water should be used as soon as possible after preparation.

Table 4. Impurity concentration in distilled water

Sub-boiling Building

distilled distilled

(ng/g) (ng/g)

Pb 0.008 0.1

Tl .01 <.01
Ba .01 .004

Te .004 .02

Sn .02 .2

ed .005 .03

Ag .002 .005

Sr .002 .002

Zn .04 1

Cu .01 3

Ni .02 0.1

Fe .05 .4

Cr .02

Ca .08 1

K .09 0.06

Mg .09 2

Na .06 0.1

Total Impurity 0.5 ppb 8.0 ppb
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The next most important group of reagents for the trace analyst are the

mineral acids. In recent years high-purity acids have been available from

commercial suppliers. While these acids may prove quite satisfactory for

a number of trace applications, the concentrations of some trace elements

are too high for low level trace analyses so the analyst will have to purify

his own acids in these cases. High-purity hydrochloric acid, hydrobromic

acid, and hydrofluoric acid have been produced by saturating pure water

with the pure gaseous compound [7,8,24-30] or by isopiestic or isother-

mal distillation [3 1 ,32 ] . The two-bottle sub-boiling method of Mattinson

[33] has been used to produce high-purity HCl and HF [34]. Nitric

acid, perchloric acid and sulfuric acid are usually purified by repeated

distillations [35].

We have been purifying these acids by "sub-boiling" distillation from

quartz or Teflon stills [ 1 1 ,36] . Figure 9 is a schematic of a quartz "sub-

boiling still which is used for the production of high-purity water and the

mineral acids with the obvious exception of hydrofluoric acid. The still is

fed by a 6- to 8-lb bottle of ACS Reagent Grade acid through a liquid level

control. Heating of the liquid being distilled is accomplished by a pair of

infrared radiators positioned on both sides of the condenser.

The surface of the liquid is heated and evaporated without causing the

liquid to boil. This positioning of the heaters also serves to heat the walls

above the liquid, tending to keep them dry which minimizes creep of

FEED BOTTLE

INFRA-RED
RADIATOR

CONDENSER

COOLING
WATER

3 WAY STOPCOCK

DRAIN

Figure 9. Pure quartz sub-boiling still.
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liquid between the cold finger condenser and the liquid reservior. The
cold finger condenser is tilted downward to allow the condensed liquid to

flow to the tip above the outlet. The distillate is caught in Teflon FEP bot-

tles which have been rigorously cleaned with nitric and hydrochloric

acids.

Figure 10 is a schematic for the all Teflon sub-boiling still [ 1 1 ] . It was

fabricated from a 2-liter TFE Teflon bottle and is designed on the same

principal as the quartz still except that a trough of Teflon was hung from

the cold finger to catch the drops of hydrofluoric acid dropping from the

condenser.

Each ''sub-boiling" still is housed in a clean air chamber, that is, a Class

100 hood, to protect the distillation process from external contamination.

Figure 11 is a view of the laboratory for producing these high-purity

acids. We produce enough high-purity acid in this facility to supply the en-

tire Analytical Chemistry Division and some other laboratories with spe-

cial needs.

Table 5 shows the results of the analysis of sub-boiling distilled

hydrochloric acid, the starting ACS reagent grade acid, and a lot of com-

mercial high-purity acid. A summation of these impurity elements shows

that the sub-boiling distilled acid contained 6.2 ppb, the ACS reagent

grade 820 ppb, and the commercial high purity, 70 ppb. The only element

found in the sub-boiling distilled acid at a level higher than 1 ppb was iron

FEED BOTTLE
.-

/ N

i

DRAIN

Figure 10. All-Teflon sub-boiling still.
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Figure 1 1 . Laboratory for production of high-purity acids.
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Table 5. Impurity concentration in hydrochloric acid

Sub-boiling ACb reagent Commercial
distilled grade acid high purity

(ng/g) (ng/g) (ng/g)

rb A ATU.U/ 0. J <1
Tl .01 . 1

Jia .04 z

Te .01
r\ 1
0. 1

!Sn .05 .0/ <6
In .01

Cd .02 .03 0. D

Ag .03 .Oj . Z
c;_
or .01 . Uj

Zn .2 -^^ 2 4

Cu .1 4 1

Ni .2 6 3

re 1J zu "7

Cr 0.3 2 0.3

Ca .06 70 24

K .5 200 10

Mg .6 10 20

Na 1 500

Total impurity 6.2 ppb 820 ppb 70 ppb

at 3 ppb. The other elements were at the sub-ppb level, generally lower

than 0. 1 ppb.

The results for the analyses of sub-boiling distilled nitric acid, the ACS
reagent grade acid, and a lot of commercial high-purity acid are shown in

table 6. The totals of the impurity elements determined were 2.3 ppb for

the sub-boiling distilled acid, 220 ppb for the ACS starting acid, and 240

ppb for the commercial high-purity acid. No element was found in the

sub-boiling distilled acid a concentration greater than 1 ppb and only sodi-

um was detected at that level. Most of the elements were in the 0.05 to

0.01 ppb range.

Similar analyses for perchloric acid are shown in table 7. These

analyses demonstrate the efficiency of sub-boiling distillation when the

concentrations of impurity elements are compared to the starting acid.

The concentration of barium which was greater than 1000 ppb was

reduced to 0.1 ppb, a purification factor of greater than 10,000. Another

example is calcium which was reduced to 0.2 ppb from 760 ppb in the

starting acid, a factor of 3,800. It should also be noted that chromium
which was present at 10 ppb in the starting acid was not significantly

changed in the purified acid probably due to the formation of volatile
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Table 6. Impurity concentration in nitric acid

Sub-boiling ACS reagent Commercial
distilled grade acid high purity

(ng/g) (ng/g) (ng/g)

Ph 0.02 0.2 0.3
T1

RaOtX 8

1 c 01 0.

1

Sn .01 . 1 1

In !oi

Cd .01 0.1 0.2

Ag .1 .03 . 1

Sr .01 2

Se .09 0.2

Zn .04 4 8

Cu .04 20 4

Ni .05 20 3

Fe .3 24 55

Cr .05 6 130

Ca .2 30 30

K .2 10 11

Mg .1 13

Na 1 80

Total impurity 2.3 ppb 220 ppb 240 ppb

Table 7. Impurity concentration in perchloric acid

Sub-boiling ACS reagent Commercial «

distilled grade acid high purity

(ng/g) (ng/g) (ng/g)

Pb 0.2 2 16

Tl .1 0.1

Ba .1 >1000 10

Te .05 0.05

Sn .3 .03 <1
Cd .05 0.1 4

Ag .1 0.1 0.5

Sr .02 14

Zn 7 17

Cu .1 11 3

Ni .5 8 0.5

Fe 2 330 10

Cr 9 10 18

Ca 0.2 760 7

K .6 200 9

Mg .2 500 4
Na 2 600

Total impurity 16 ppb >3400 ppb 100 PI
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Table 8. Impurity concentration in sulfuric acid

Sub-boiling ACS reagent

distilled grade acid

(ng/g) (ng/g)

DKro u. o U. J

Tl V . 1 . 1

Tin
. 5 .2

le . 1 . 1

.Z . D
-3

. Z

Ag J
• . 0

or
•3

• J A
. '+

Zn .5 2

Cu ^ .2 6

Ni .2 0.5
7 D

Cr 0.2 0.2

Ca 2 123

K 4 9

Mg 2 4
Na 9 50

Total impurity 27 ppb 200 ppb

chromyl chloride, Cr02Cl2. Chromium accounts for over half of the total

impurities of 1 6 ppb found in the purified acid.

The analyses of sub-boiling distilled sulfuric acid, shown in table 8,

showed that it contained 27 ppb of the elements determined. Sodium and

iron were the principal contaminants, accounting for over half of the total

impurities.

Hydrofluoric acid was purified using the all-Teflon still. Table 9 shows

the results of the analyses of the starting ACS grade acid and the purified

product. The total of the impurities in the sub-boiling distilled acid was 17

ppb compared to 320 ppb in the starting acid. The two principal impurities

in the purified acid were calcium and chromium at 5 ppb, which accounted

for over half the total impurities found.

The situation for salts and other reagents is not as favorable as for the

acids. Again, there are special high-purity grades of some of these re-

agents available from commercial sources which are a major improvement

over ACS reagent grade materials. However, there are relatively few of

these reagents available and they often contain impurities at a level too

high for use in low level trace analysis [22,23,37]. Hume [38] has stated

in a recent article that natural sea water contains much lower concentra-

tions of many heavy metals than artificial sea water made up from the
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Table 9. Impurity concentration in hydrofluoric acid

1 K-Krvil 1 n CI

rlictillp^H

(ng/g)

Ph 0.05 n 8w . o

Tl 1
. 1

1
. 1

1 c . \jj
1

. i

Sn 05 11

.03

OS n 1

Zn .2 4

Cu .2 3

Ni .3 12

Fe .6 110

Cr 5 20

Ca 5 14

K 1 28

Mg 2 10

Na 2 100

Total impurity 17ppb 320 ppb

purest available reagent chemicals. An example of a high-purity, commer-
cially available reagent that has met a need is phosphorus pentoxide. The
specifications for the ACS reagent grade would allow for up to 100 ppm
of lead. One supplier of high purity reagents has a limit of 0. 1 ppb for lead

in this material and it has found wide use in the silica gel method for lead

by isotope dilution mass spectrometry [39]. On the other hand, the

specifications for high-purity sodium acetate allow a maximum of 0.05

ppm of lead. A total of 3 g of sodium acetate is sometimes used during the

sample processing for the polarographic determination of lead, so the lead

contamination could be as high as 150 ng Pb from this reagent alone. In

cases like this the analyst will have to purify his reagents before use. The
purification method used will depend on the nature of the reagent and the

impurities to be removed. Mercury cathode electrolysis, extraction with

dithizone or cupferron, ion-exchange, and crystallization have all found

use in this regard [ 7 ,8 ,2 1 ,3 5 ]

.

C. Apparatus

The third important source of contamination is that due to apparatus

that comes into direct contact with the sample or sample solution, such as

beakers, bottles, filters, mortars, etc.
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Table 10 shows the results of Vasileyeskaya [23] for the analysis of

high-purity hydrofluoric acid, hydrochloric acid, and nitric acid after

evaporation in Teflon, platinum, and quartz containers. The results show
higher trace element concentrations when the evaporations were per-

formed in either platinum or quartz than in Teflon with the evaporation in

quartz showing the highest values. Note the increase in aluminum, iron,

calcium, and magnesium when the evaporations were performed in quartz

compared to Teflon.

Table 1 1 shows the data compiled by Hetherington, Stephenson, and

Witherburn [40] for the maximum recorded impurity levels in various

types of fused silica or quartz. There are two main types of vitreous silica,

translucent or opaque quartz, and transparent quartz. Translucent quartz

has the highest trace element concentrations and should be avoided.

Transparent Types I and II quartz are made from naturally occurring

quartz crystals or sands. Type I is made by electric melting and Type II

by flame melting. Type II quartz has a somewhat lower trace element

content because some impurities are partially volatilized in the flame.

Type III quartz is a synthetic quartz made by vapor phase hydrolysis of

pure siUcon compounds such as SiCU. It has a much lower trace element

content than natural quartz with the exception of chloride which runs

about 50 ppm and it contains about 0. 1 percent hydroxide. There is yet

another type of transparent quartz, Type IV, which is also a synthetic

quartz made by the oxidation of SiCU and electrical fusion. It has about

the same trace element content as Type III, is virtually free from hydrox-

ide but has a chloride content of several hundred ppm. Notice that the

principal impurities in Types I and II quartz are aluminum, calcium, iron,

and magnesium, the same elements that increased when the pure acids

were evaporated in quartz. Obviously synthetic quartz should be used

whenever possible. One problem is that it is usually not available in the

form of laboratory ware such as beakers, dishes, or crucibles.

Table 12 shows the trace element concentrations of some container

materials from the literature [7,48,53,54]. While variations of impurity

content from batch to batch are to be expected, the compilation is useful

for comparative purposes. Borosilicate glass can seriously contaminate

solutions [8] and should be avoided unless the analyst is sure that the

contamination of the element being determined is negligible such as for

rhenium. In addition to these elements contamination from arsenic and

lead have been reported. The quartz reported here is a Type 1 quartz made
from the melting of pure domestic quartz sand which is claimed to be

purer than the imported quartz crystal. Both polyethylene and Teflon are

purer than natural quartz. The polyethylene reported here is produced by
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Table 1 1 . Maximum recorded impurity levels in various types of vitreous silica^

Translucent Concentration (ppm) in

Element vitreous transparent vitreous silica

silica

Type I Type II Type III

Al 500 74 68 <0. 25

Sb ND^ 0.3 0.

1

\

As ND ND ND <r D?\ . uz,

B .9 4 . 3 \

Ca 200 16 0.4 <- 1

Cr ND 0.

1

ND .03

Co ND ND ND .0001

Cu ND \ \ <; \

Ga " ND • ND ND <0.02
Au ND ND ND <.l
Fe 77 7 1.5 <.2
Li 3 , 7 1 ND
Mg 150 4 ND ND
Mn ND 0.2 <0.02
Hg ND ND ND <.l
P ND 0.01 0.005 <.001
K 37 6 <1 .1

Na 60 9 5 <.l
Ti 120 3 2 ND
U ND ND 0.0006 ND
Zn ND ND ND <0.1
Zr 15 3 ND ND

* See reference [40].
b ND = not detected.

Table 12, Trace element concentration of container materials

Element Borosilicate Quartz Polyethylene Teflon

glass

(Mg/g) (yug/g) (Mg/g) (Mg/g)

Al Major 50 0.3

B Major 0.5 .09

Ca 1,000 12 .2 0.002

Cr .015 <.030
Cu .004 .022

Fe 3,000 5 .6 .035

K 3,000 4

Mg 600 2 .08

Mn 1,000 .01

Na Major 4 .17

Sb 2.9 .005 .0004

Ti 2

Zn 0.73 .093

Zr <1 .09
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the high pressure noncatalyzed process which is superior in trace element

content to the low-pressure process catalyzed by organic compounds of

aluminum or oxides of transition metals [ 3 ,8 ,4 1 ]

.

Table 13 lists an order of preference for container materials based on

the purity of the material. Teflon FEP bottles and beakers have been used

at NBS for the past several years with favorable results after thorough

cleaning with nitric and hydrochloric acids to remove contaminants in-

troduced during fabrication. The high-purity acids described earlier were

all stored in Teflon FEP bottles for at least 2 weeks and no significant

levels of contamination were observed.

Filter paper is another source of trace element contamination. Quan-

titative ashless filter paper has been shown to contain 20 trace elements

at greater than 1 ppm [42]. Membrane filters, while not free from trace

element impurities are significantly better than paper [41 ] . All plastic fil-

tration assemblies are available commercially which have been designed

to minimize contamination. Glass filtration assemblies have been shown

to contaminate pure water [43]. The trace element concentrafion of

membrane filters which are fabricated from cellulose acetate,

polypropylene, fluorocarbons, or polycarbonates can be lowered by acid

leaching before use [41,44]. Maienthal [44], for example, has shown,

table 14, that the concentrations of Fe, Cu, and Pb can be lowered by acid

washing of cellulose ester filters, but the contamination is still too high for

low level work. Whenever possible, centrifugation in plastic tubes should

be substituted for filtration.

The grinding and sieving of samples prior to analysis is another serious

contamination problem [7,41,45]. Mortars made from single crystal alu-

mina, tungsten carbide or pure molybdenum have been used for this pur-

pose since these mortars introduce significant contaminadon of only one

Table 13. Container materials in order of increasing impurities

1. Fluorocarbons

Teflon TFE and FEP; Tefzel; Halar; Kel-F

2. Quartz—Synthetic

3. Polyethylene

High Pressure—Conventional

4. Quartz—Natural

5. Platinum

6. Borosilicate
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Table 14. Reduction of contamination of celluolus acetate filters by acid leaching'

jug/47mm sheet

Fe Cu Pb

Unwashed 0.30 0.50 0.10

Acid washed .036 .040 .041

* See reference [44].

or two elements which would be neglected in the analyses. Standard

sieves made of metal should not be used for sieving [46] . Instead fine silk

cloths have been recommended as a substitute. Whenever possible, it is

best to avoid grinding and sieving altogether by dissolving large samples

and aliquoting.

Rubber stoppers and tubing are to be avoided as they are extremely

dirty materials with regards to trace element concentrations [48].

Likewise, polyvinyl chloride tubing is high in trace elements. Tygon tub-

ing, for example, has been shown to contain lead and nickel in excess of

200 ppm and five other elements in excess of 10 ppm [48 ] . The choice of

materials for stoppers or tubing would be Teflon or polyethylene, both of

which are low in trace element content. Heating by gas using metallic bur-

ners is a possible source of contamination. Ceramic electric hot plates are

the least contaminating heat source since metal hot plates corrode and are

attacked by acids. Ovens and muffle furnaces are also possible sources of

contamination. Fused silica liners are available for muffle furnaces which

help to reduce contamination [7 ]

.

D. Analyst

This brings us to the fourth source of contaminafion, the analyst. Care-

less manipulations can cause serious contamination. The touching of sur-

faces that will come into contact with either the sample or a solution of the

sample can cause contamination with a number of elements besides sodi-

um and chlorine. Sweat has been shown to cftntain potassium, lead, am-

monium, calcium, magnesium, sulfate and phosphate ions [49]

.

Table 1 5 shows the results of a test for lead from the fingers of 1 6 in-

dividuals. Two fingers were soaked for two minutes in 15 ml of IN HNO3
and the lead determined by isotope dilution mass spectrometry. The

results, which showed an average 3.1 ^tg of lead, indicate that one must be

very careful in handling solutions containing trace amounts of lead.
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Table 15. Lead leachedfrom fingers of 16 individuals by dilute nitric acid

Lead found

(Mg)

High reading

Low reading

Average

13.1

0.8

3.1

The use of cosmetics by analysts can cause serious trace element con-

tamination since they can contain high concentrations of Al, Be, Ca, Cu,

Cr, K, Fe, Mn, Ti, and Zn [23,50], Some hair dyes contain lead acetate

and eye make-up may contain mercury as a preservative. Trace analysts

would be well advised to avoid the use of such products. Even medica-

tions can be a problem. Calamine lotion, for example, which is used to

treat skin irritations such as poison ivy, is practically pure zinc oxide

when dry and has been known to cause contaminations. Watches and

jewelry such as rings and bracelets should not be worn in the trace labora-

tory because of contamination hazards.

To keep blank levels as low as possible the analyst must exercise care

in keeping the volume of reagents to a minimum, and the time or tempera-

ture of evaporations or reactions to a minimum. Excess of reagents, time,

or temperature, all cause higher and more variable blanks.

Unless great care is exercised, cross-contamination from other work in

the laboratory can contaminate a sample. The analyst must be aware of

the history of beakers and other containers so that vessels that have been

exposed to major concentrations of one element are not used for trace

determinations of that element even after rigorous cleaning treatment.

Great care must also be exercised in the handling of ultra-pure reagents

least they become contaminated due to careless acts such as opening a

container in a unclean atmosphere or pouring a liquid from the container

into another solution.

And, finally, the analyst must "think blank"; that is, he must be aware

as to the effect on the blank of every step of the procedure. He must ask

himself "If I do this, what is the effect on the blank?" and avoid those

operations which tend to increase the blank or whose effect is not known,

whenever possible.

The importance of the analyst in this regard has also been noted by

others. Burriel-Marti [51] has stated that the analyst must really work

under "chemically aseptic" conditions. Libby [21 ] has stated that "low

level radiochemistry (and low level trace analysis as well) is something

like the discipline of surgery —cleanliness, care, seriousness, and prac-
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tice." Alimarin [52], has written that "a major factor is also the ex-

perience and the skill of the analyst, which obviously cannot be described

statistically." One last quote is from Ruzicka and Stary [21 ] , "It is in-

teresting to note that often an analytical chemist trained in trace deter-

minations by spectrophotometry or spectrography is more successful in

this field (substoichiometry) than a radiochemist who is used to working

on neutron-activation analysis where the value of the reagent blank can be

neglected."

In order to decrease the variability of the analytical blank and increase

the accuracy of the blank correction, the analyst must reduce the con-

tamination from each source, (1) by working in a Class 100 clean air en-

vironment, (2) by using specially purified reagents, (3) by selecting ap-

paratus materials with the lowest possible impurities, and (4) by being

constantly aware of his own effect on the blank.

The methods discussed above for the control of the analytical blank

have been applied at NBS for the reduction of blank values and hence the

variability of the blank correction. Table 1 6 shows our experience with

lead in the Trace Elements in Glass (TEG) Standard Reference Materials

over a period of 4 years. Since the lead blanks have been reduced to about

2 ng with an uncertainty of ± 1 ng, we have been able to analyze lunar

rocks and other materials containing sub-ppm amounts of lead with less

than 1 percent uncertainty. Table 17 shows our experience with silver.

Again by lowering the silver blank from 970 ng to 3 ng, the variability was

also reduced. These two examples illustrate the fact that control of con-

tamination is not a hopeless task but does take special care, patience, and

financial support.

III. Conclusion

Table 1 6. Example of lead blank reduction

Lead found (/xg)

Initial analysis of TEG^ standard 330 ± 250

TEG analysis using selected acids 260 ± 200

TEG analysis in Class 100 hood 20 ± 8

TEG analysis using special acids in Clean Room
(Lunar also) 2 ± 1

* TEG = Trace element in glass, SRM's 610 through 619.
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Table 17. Example of silver blank reduction

537

Silver found ijig)

Initial analysis of TEG^ standard

TEG analysis using Class 100 hoods

TEG analysis using special acids in Clean Room

^ TEG = Trace element in glass, SRM's 610 through 619.
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The spatial distribution of trace elements detected by bulk chemical analysis

can be as important a factor in determining the properties of any material as its

overall composition. In structural materials such as steel, for example, the

presence of certain impurities below the 100 parts per million level, segregated

to grain boundaries, can cause intergranular failure while a uniform distribu-

tion of the same concentration might have a negligible effect on mechanical

properties. Similar examples can readily be cited regarding the influence of

minor or trace constituents on electrical properties, corrosion, oxidation, adhe-

sion and catalysis behavior.

New instruments for chemical analysis of fine structure and surfaces include

electron and ion microanalyzers, as well as Auger, photoelectron and ion scat-

tering spectrometers. It will be the purpose of this paper to review the present

status and limitations of these techniques for local chemical analysis and

discuss how they complement each other and more traditional methods of bulk

chemical analysis.

Keywords: Auger spectrometry; electron microprobe analysis; ESCA; ion

scattering; secondary ion mass spectrometry; surface analysis.

I. Introduction

A wide variety of analytical instrumentation for the examination of sur-

faces and fine structural detail is presently available to researchers.

Morphology can be examined by transmission and scanning electron

microscopy while chemical analysis can be performed by electron

microprobe, Auger, ESCA (electron spectroscopy for chemical analysis),

ion scattering and ion microprobe methods. The need for these techniques

follows from the realization that the spatial distribution of even trace ele-
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ments within a material can significantly alter its properties. For example,

in certain steels the presence of impurities below the 100 parts per million

level, segregated to grain boundaries, can cause intergranular failure while

a uniform distribution of the same concentration may only have a negligi-

ble effect on mechanical properties. Similar examples can readily be

found regarding the influence of minor or trace constituents on electrical

properties, corrosion, oxidation, adhesion and catalysis behavior. It is the

purpose of this paper to introduce selected methods of chemical analysis

which can be applied to these problems, discuss their specific limitations

and illustrate how they can be used to complement each other. The theo-

ries of these techniques are very well treated in the literature, and will

only be summarized here. The reader interested in more detailed descrip-

tions of surface analysis instrumentation should consult the books listed

in references [ 1-3 ] as well as those cited in each section.

Table 1 gives a brief comparison of the sampled depth, excited area,

elemental sensitivity and detection limits. The statements on elemental

sensitivities were drawn from available investigations [4-6] and from

general trends within series of elements; a rigorous definition of elemental

sensitivity is not implied for all the methods. The detection limits are the

minimum detectable quantities of the material defined [7] as the quantity

necessary to give a signal twice the background. Since the data acquisition

times vary for each method, meaningful comparison of detection levels for

different methods are not always possible. The excited area figures

quoted refer to the typical diameter of an excitation source whose incident

flux is approximately circular in shape on the surface of the sample.

From the sampled depths, it is clear that all of the methods to be

described are appropriate for surface examination, with the possible ex-

ception of electron probe microanalysis which typically samples a depth

of several thousand angstroms within a specimen. This technique is in-

cluded, however, because its lateral spatial resolution is generally superi-

or to that of the other methods, making it the most effective way to ex-

amine micrometer dimension structural detail or mapping elemental con-

centration distributions.

II. Electron Microprobe Analysis

Electron microprobe analysis (EMA), first developed by Castaing [8]

in 1951 is now a well-established method for qualitative and quantitative

chemical analysis on a micrometer scale. The basis for electron-excited x-

ray emission is illustrated in figure 1. A focused beam of monoenergetic
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ELECTRON EXCITATION

Figure 1 . Principles of electron excited x-ray production.

electrons impinges on a specimen creating a number of orbital vacancies.

The vacancies are filled by electronic relaxation from higher orbitals fol-

lowed immediately by a release of energy, equal to the electron transition

energy, either in the form of x-ray or Auger electron emission. The rela-

tive amounts of these two competing processes are described by a quantity

known as the fluorescent yield, which is the fraction of core shell ioniza-

tions followed by x-ray emission. From figure 2, it can be seen that for a

light element, like carbon, only one ionization in a thousand results in x-

ray production, but that x-ray emission becomes more favorable with in-

creasing atomic number. The ability to do chemical analysis based on x-

ray spectroscopy follows directly from Moseley's law which states that

the wavelength of x-ray emission, X, for a given spectral line can be simply

related to atomic number, Z , as follows

:

lM=K[Z-8]2 (1)

where 8 is a screening constant and the value of K is fixed for each spec-

.

tral series. The operating principles of the EMA are shown in figure 3. A
beam of 2 to 50 kV electrons is focused to a fine spot on the surface of the

sample by means of two or more magnetic lenses, causing x-ray excita-

tion. Measurement of x-ray wavelengths and intensities has traditionally
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ATOMIC NUMBER

Figure 2. The fluorescent yield as a function of atomic number.
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Figure 3. A schematic representation of an electron microprobe analyzer.

been performed with crystal diffraction spectrometers. A collimated x-ray

beam from the specimen is reflected from an analyzing crystal and then

detected with a proportional counter. The reflected x-ray beam will have

a maximum intensity when Bragg's law:

nX=2dsme (2)

is obeyed, where d is the interplanar spacing of the analyzing crystal, 6 is

the angle of incidence and n is an integer. A typical qualitative scan of a

high temperature alloy sample is shown in figure 4. It was obtained by ob-

serving the x-ray intensity as a function of ^ on a strip chart recorder. In
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Figure 4. A qualitative EMA scan of a nickel base high temperature alloy.

addition to crystal spectrometers solid state x-ray detectors are now wide-

ly used with EMA's and scanning electron microscopes [9]. These de-

tectors are totally electronic in nature, have high collection efficiency, and

are used in conjunction with rapid methods of data presentation and

evaluation. Their principal limitations are significantly poorer resolution

than crystal spectrometers and lower maximum count rate capability due

to pulse pileup and dead time problems [ 10]

.

Elemental sensitivity is strongly dependent on operating conditions and

the particular characteristic line (K, L or M) chosen. Serious difficulties

are encountered in the light element region (Z < Mg) due to absorption ef-

fects and low x-ray production efficiencies. In addition to the x-ray yield

and a variety of operating parameters the minimum detectability limit is

strongly influenced by instrumental stability since x-ray emission is

statistical in nature and sufficient counting times are required to distin-

guish the characteristic line intensity from the white radiation

background. In the shorter wavelength region practical detection limits

range from 100 to 500 parts per million.

When applicable, the qualitative capabilities of EMA are used in many
areas of research requiring elemental compositions on a micrometer scale

including studies of inclusions, segregation and diffusion [11]. Further-

more, since the energy of the emitted x-rays depends on the orbital energy

levels, which can shift with chemical bonding, this method has been used
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to gain information about elemental oxidation states [12,13]. Such mea-

surements, however, are not routinely done because of special resolution

requirements of the spectrometers.

Figure 3 also illustrates the components necessary to use the EMA in

a scanning electron microscope (SEM) mode [ 14]. A deflection amplifier

synchronously scans the focused electron beam across the sample and a

second electron beam in a cathode ray display tube (CRT). Electrons

emitted or reflected from the sample are detected by a scintillation detec-

tor and the resulting signal used to modulate the brightness of the CRT
display. If secondary electrons are detected then the major source of con-

trast will be variations in surface topography. If high-energy backscat-

tered electrons are used, then the contrast will be due to both atomic

number effects and surface topography. The magnification of the SEM is

the ratio of the distance scanned on the CRT to that scanned on the sam-

ple. The resolution is determined by the electron beam size and the

volume of sample-electron beam interaction. In the secondary electron

mode it can be less than 100 A while in the backscatter mode it is typically

about 0.5 /xm. Since the x-ray signal can be displayed as well, it is also

possible to obtain elemental distribution maps of the type shown in figure

5 which contains a secondary electron image and x-ray distribution maps

for Cr, S and Ni. The sample is a polished section of a Ni-5Cr alloy ex-

Figure 5. EMA images of Ni-5Cr alloy exposed to 2% SOj —5% CH^-N.. gas mixture for 5

hours at 850 °C (from McKee et al. [15]). a. Secondary electron image; b. Ni Ko x-ray

image; c. Cr Ka x-ray image; and d. S Ka x-ray image.
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posed to a 2% S02-5% CH4 balance N2 gas mixture for 5 hours at 850 °C

studied by McKee et al. [15] in an investigation of hot corrosion.

The common task in quantitative analysis of all of the analytical

methods to be discussed is the correlation of the observed signal intensi-

ty—x-ray, electron or atomic masses— with the number of atoms present

in the detected volume. For the EMA there are a variety of approaches to

this problem including the use of theoretical models and calibration stan-

dards of known stoichiometry [16]. In all of these methods the x-ray in-

tensities of specific spectral lines for each element in a sample are care-

fully measured and then normalized by values obtained from pure elemen-

tal or simple binary standards collected under identical operating condi-

tions. Compared to the other techniques quantitative EMA using theoreti-

cal models is probably the most effective since relative accuracies of 2 to

5 percent are common even for complex multicomponent systems. The
accuracy of the models is principally limited by the physical constants

used in them such as mass absorption coefficients and fluorescent yields

[17]. Other sources of error are associated with sample preparation,

since rough surface topography, smearing during polishing and deviations

from normal beam incidence can all contribute to poor experimental

results.

Lateral spatial resolution in the EMA is principally limited by electron

beam penetration and scattering which can be several micrometers even

though the electron beam striking the sample may only be several hundred

angstroms in diameter [18]. This effect arises because electron penetra-

tion is determined by the operating voltage, which must be sufficiently in

excess of the x-ray excitation potential to obtain adequate sensitivity.

Other factors affecting spatial resolution include indirect x-ray

fluorescence and x-ray production by electrons scattered within the in-

strument.

III. Secondary Ion Mass Spectrometry

Secondary ion mass spectrometry (SIMS) is the ion analog of electron

microprobe analysis [19,20]. A beam of primary ions is focused onto a

selected area of a specimen causing the ejection of electrons, atoms and

ions. The secondary ions, which constitute a small fraction (10-^ or less)

of the atoms removed, are then identified by mass spectrometry. The
technique has a number of advantages over EMA including generally

higher sensitivity, often less than 1 ppm; complete coverage of the

periodic table, including H, He and Li; a smaller sampling depth, on the
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order of 100 A; the ability to measure relative isotopic abundance; and

the capability for in-depth analysis as a natural consequence of the sput-

tering process. The principal disadvantages of SIMS include widely vary-

ing sensitivities for different elements due to large variations in ion yields;

high cost, greater than any of the other instruments described in this arti-

cle; difficulties in spectral interpretation due to limited mass resolution;

restricted quantitative capability, and its inherently destructive nature,

which can consume a sample before it can be completely analyzed.

The basic operating principles of SIMS are shown in figure 6 which is

a schematic representation of the instrument designed by Liebl [21 ]. A
duoplasmatron gun serves as a high brightness source of either positive or

negative ions with energies up to about 20 kV. Specific ions are then

selected by a magnetic prism and focused to a fine spot on the sample by

two electrostatic lenses. Positive or negative secondary ions are attracted

by a "pick-up" electrode held at ± 1.5 kV and passed through the mass

spectrometer section consisting of a retrofocal lens, an electrostatic

analyzer and a 90° magnetic prism. Selected ions of a given mass to charge

ratio then strike a conversion electrode (target) liberating secondary elec-

trons which are detected with a photomultiplier tube (PMT). Individual

ions can be counted with a scaler or integrated to give a ratemeter output

on a strip chart recording of ion intensity versus charge to mass ratio. In

ANODE

Figure 6. Schematic representation of an ARL ion microprobe.
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addition to the static or point mode of analysis the ion beam can be

scanned across the surface of a sample and the intensity of a selected ion

displayed on a synchronously scanned cathode ray tube (CRT) forming a

scanning ion image similar to x-ray distribution maps formed with an

EMA. The CRT display can also be used to form a specimen current

image of the sample useful in locating the region to be analyzed. Figure 7

shows a set of ion maps and an optical micrograph of a stringer encoun-

tered in the study of a high temperature alloy [22] . It appears to contain

titanium, tungsten, carbon, and possibly boron. Neither of the latter two

elements were detected by an EMA examination of the sample.

The spatial resolution of SIMS is limited by the probe size itself rather

than by penetration and scattering effects as is the case with the EMA.
While ion optical systems exist which are capable of producing 1

micrometer probes, the total sputtered volume may be insufficient to pro-

vide enough ions to yield the desired precision for the analysis of low con-

centration levels. For example, Morabito and Lewis [23] calculated that

in order to detect 10 ppm of aluminum with a precision of 3 percent a

microvolume of about 100 /xm^ is required, and therefore, for a 100 ptm

beam 128 A of material must be removed.

Figure 7. Ion probe analysis of stringers in a high temperature alloy (from Bolon [18]).
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Closely related to the ion microprobe is the ion microscope of a type

similar to that designed by Castaing and Slodzian [24] shown schemati-

cally in figure 8. An area of the sample of from 20 to 300 /u.m is bombarded

with ions from a duoplasmatron source. Secondary ions leaving the sam-

ple are accelerated into a uniform electrostatic field by an immersion lens,

thus forming a series of superimposed ion images. Separation of these ion

images based on mass to charge ratio is then accomplished by the first

magnetic sector of the mass spectrometer. An electrostatic mirror used as

an energy filter reflects only those ions with energy below a predeter-

mined value and a second deflection through a magnetic sector reduces

optical aberrations. Finally the focused ions are passed through an image

converter and an electronic image is directly photographed or viewed on

a fluorescent screen. Selected areas of the sample can be analyzed in

detail by replacing the fluorescent screen with an adjustable aperture.

The nature of secondary ion emission varies greatly with a number of

parameters including matrix composition, the type of primary ion beam
used, and crystal orientation, thus making quantitative analysis extremely

difficult. Figure 9 taken from work published by Anderson and Hinthome

[25] shows the differences observed with time in the -^Al+ ion intensity

obtained from aluminum using neutral and electronegative gas sputtering.

The enormous drop in positive ion yield when argon is used as the prima-

I
ION SOURCE

I

MAIN CHAMBER IMAGE CONVERTER

Figure 8. Schematic representation of a Cameca ion microscope.
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50 100 50 100
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Figure 9. intensity as a function of time for ^<*Ar+ and ^^Oz^ ion bombardment (from

Anderson and Hinthorne [ 25 ] ).

ry ion source is believed to be associated with the removal of a thin oxide

film, since electrons capable of neutralizing the sputtered ions are held

more strongly by the film than the underlying metallic aluminum revealed

by sputtering. The use of a primary oxygen beam, however, appears to

reconstitute the surface oxide and maintain a more constant emission.

Even more dramatic variations of ion yield are noted with atomic number

as shown in figure 1 0 where the yields of aluminum and gold are separated

by four orders of magnitude. McHugh [20] has studied the effect of

crystal orientation on the ion yield and found, in the examination of

polycrystalline Inconel, that a variation of as much as a factor of three can

occur. This effect is further illustrated in the nickel ion image shown in

figure 7.

Because of its high elemental sensitivity, the ion microprobe is con-

sidered one of the most powerful methods for in-depth chemical analysis

and has been widely used in the study of thin films particularly in the ex-

amination of semiconductor devices [26 ] . Data obtained in this mode are

not totally unambiguous, however, and considerable care must be exer-

cised in recognizing artifacts due to ion recoil (knock-on) and crater build-

up effects. Experiments by McHugh [20] on a Ta205 sample containing

a sub-phosphorus layer located 230 A below the surface showed that the

shape of the "in-depth" phosphorus profile varied with the primary ion

energy, indicating that significant atom mixing effects were caused at 18.5

kV compared to 1.75 kV. Crater effects can arise from differences in the

sputtering rate across the area being analyzed, due to the nonuniform cur-
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Atomic number

Figure 10. Positive ion yield as a function of atomic number.

rent density of the primary ion beam. In the ion microprobe they can be

significantly reduced by scanning the primary beam over the sample and

collecting data only when the beam is in the center of the region being

analyzed (electronic aperturing), or in the case of the ion microscope by

mechanically aperturing the center of the crater while a much larger area

is sputtered.

A number of successful applications of SIMS to practical problems in

materials science can be found in the literature [27,28 ] particularly in the

study of gases such as oxygen, hydrogen and nitrogen dissolved in metals

at concentration levels below 100 ppm. An example is a recent study by

Walsh [29] of the solubility of oxygen and nitrogen in selected titanium

alloys. Large concentrations of these gases can diffuse to interstitial sites

in an alloy during ingot production causing the formation of alpha phase

stabilizing defects which can degrade mechanical properties [30]. SIMS
techniques were used to establish that nitrogen rather than oxygen was

segregated to the defects. The ratio of ^^N^ to "^'Ti^ was measured as a

function of distance from the defect and is shown in figure 1 1 as well as

hardness profiles taken in the same area.
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Figure 11. Nitrogen segregation adjacent to alpha stabilizing defects in titanium (from

Walsh [29]). a. relative nitrogen concentration versus distance; b. hardness versus

distance.

IV. Ion Scattering Spectrometry

Ion scattering spectrometry (ISS) can be divided into three categories

depending on the energy of the incident ion beam: high energy (1-2 MeV),
medium energy (100-400 keV) and low energy (0.5-10 keV). Together

these three ranges are capable of providing information about specimen

surfaces at depths ranging from the outermost atomic layers to a few

micrometers. Measurements are performed by bombarding the target with
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a monoenergetic beam of coUimated noble gas ions and then determining

the energy spectrum of the ions scattered at a fixed angle, usually greater

than 90°, as shown in figure 12. Since the scattering process can be treated

as a simple binary collision it can be shown from conservation of energy

and momentum considerations that the relationship between the mass of

an elastically scattered ion, Mi, and the mass of a target atom, M2, for a

scattering angle of 90° is given by:

where Ei and Eq are the energies of the scattered and incident ions respec-

tively. Thus, for low energy noble gas scattering, the energy spectrum

becomes a mass scale, making it possible to identify all elements except

hydrogen and helium. For low energy ISS the variation of sensitivity with

atomic number is only about a factor of 10, while detection limits are on

the order of IO-2 to 10-^ monolayers. In the high energy case, however,

sensitivity varies as the second power of the target's mass. Therefore, de-

tection levels of 10-2 iq-s monolayers are only observed for the heavy

elements.

Eo

M2 - Ml
M2 + Ml

(3)

INCIDENT BEAM
SCATTERED

INTENSITY

\
M| ,E

SAMPLE

FOR d^'-SO"

Figure 12. Basic principles of ion scattering spectrometry.
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From table 2, which compares the effective sam.pling depths for the

three categories of ion scattering, it is clear that only the low energy scat-

tering method is strictly a surface tool, whereas the high energy method
probes depths of about the same order as the electron microprobe. The
sampled surface area is large compared to other methods because fairly

large beam diameters, typically 0.5 mm to 3 mm are used to enhance the

yield. Depth profiles can be obtained with low energy ISS if it is combined
with more active sputtering. However, sputtering is not necessary with

high energy scattering because of the increased penetration which makes
it possible to use the energy loss of the scattered ions to establish a depth

scale. For 180° scattering the relationship between energy loss, A£, and

depth. A/, is given by:

' dE

dXin

M2 - Ml"

M2 + Ml

dE
+ (4)

where values of d£/dr are calculated or measured ion stopping powers.

The most serious drawback to determining depth profiles by this method

is the interpretation of the observed scattering spectrum, since the depth

scale is also the mass scale. In other words, a light element located on the

surface may give a signal which cannot be readily distinguished from that

of a heavy atom located beneath the surface. Other complications arise in

the examination of multicomponent systems where limited mass resolu-

tion and a large background may complicate spectral interpretation.

Quantitative analyses have been done [3 1 ,32] for low energy ISS giv-

ing quoted accuracies in the neighborhood of 10 percent. A major uncer-

tainty in quantitative analyses, as with perhaps any surface analytical

technique, is the lack of true "surface" standards of known stoichiometry.

Because of the limitations of high energy scattering mentioned above, it

appears that quantitative high energy scattering work is still very limited.

The essential components used to measure the scattering of low energy

ions from target surfaces include an ion gun, an energy analyzer, a detec-

Table 2. Comparison ofthe effective sampling depthsfor the three categories ofion scattering

Energy range (keV) Particle Sampled depths A

0.5-2.0 He^ Ne+ Surface^

20-200 H+, He2+ ~1000b

1000-3000 He+ ~10,000'

* D. P. Smith, Surface Sci. 25, 171 (1971).
b A. Van Wijngarrden, B. Miremadi, W. D. Baylis, Can. J. Phys. 49, 2440 (1971).

« O. Meyer, J. Gyulai, J. W. Mayer, Surface Sci. 22, 263 (1970).
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tor, an accurately positioned sample, and associated recording equipment.

The 90° ion scattering instrument of Goff and Smith [33] is shown in

figure 13. The ion gun for this instrument is a cylindrical grid with an ex-

ternal filament. Ions formed in the grid are taken out axially and focused

onto the target by an electrostatic lens system. A 127° electrostatic

analyzer is used for energy analysis and a continuous electron multiplier

is the ion detector. The entire system can be fitted onto an 8-inch outer

diameter ultra-high vacuum flange. The analysis chamber is first pumped
down to a pressure of 10-i« and then, during scattering, the noble gas to be

ionized is admitted into the system at a pressure of 10--^ torr. Figure 14

gives a typical low energy ion scattering spectrum of 1.5 keV helium ions

scattered from bulk polycrystalline nickel contaminated with carbon and

oxygen.

Figure 13. Low energy ion scattering apparatus (from Goff and Smith [33 ] ).
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Figure 14. Low energy ion scattering spectrum of polycrystalline nickel (from Goff and

Smith [33]).

The basic components of high energy scattering instrumentation, with

the exception of an MeV range accelerator, are shown schematically in

figure 15 [34] . The ion beam is adjusted to strike the sample housed in a

vacuum chamber. Backscattered ions are detected with a solid state de-

tector interfaced to a multi-channel pulse height analyzer. The energy

spectrum of the reflected ions can be printed out, displayed on a CRT, or

transmitted to a computer for further processing.

ISS has proven useful in a number of electronic applications such as the

study of interdiffusion in thin metallic films at relatively low temperatures

(< 500 °C). One system of interest is gold-chromium-aluminum oxide as-

sociated with electrical interconnections in which chromium serves as an

intermediate bonding layer between the ceramic and gold. For electrical

applications diffusion of chromium can have an adverse effect on the ad-

herence and electrical conductivity of the gold film. Hirvonen et al. [35 ]

have used ion scattering results with 3 MeV helium ions to show signifi-

cant migration of chromium into and through the gold films at tempera-
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Figure 15. High energy ion scattering apparatus (from Nicolet a/. [34]).

tures as low as 250 °C and 450 °C. Film thicknesses were about 100 A
and 200 A. Figure 16 gives the scattering yields versus energy of an an-

nealed sample (annealing temperature of 450 °C for 0.5 h) and an unan-

nealed sample. The symmetric shapes of the chromium and gold scatter-

ing peaks suggest no migration of chromium or gold for the unannealed

C'as deposited") sample whereas the broadened chromium and gold scat-

tering peaks for the annealed sample indicate significant migration of

these elements. These counts correspond both to scattering from chromi-

um and the outer surface of the gold layer. These data complemented

other studies of the Au-Cr systems: e.g., electron microscopy [36] and

resistivity measurements [37] which were unable to confirm the location

of chromium on the surface.

Other applications of ISS include studies of the growth of oxides on

compound semiconductors. Such studies aid in developing a knowledge

of surface passivation and the formation of insulating or masking films.

An example is work by Poate et al. [38 ] who used 1.7 to 2.0 MeV helium

in examining the anodization of (1 1 l)-oriented gallium-phosphide crystals

under varying hydrogen ion concentrations, since evidence suggested a

pH dependence of the dissolution of gallium oxide. The scattering results

showed two distinct types of film depending on the hydrogen ion concen-

trafion of the electrolyte. One type, the uniform film, has a constant com-

position throughout its thickness. The other type, a nonuniform film,

shows a gallium-rich and phosphorus-deficient layer near the film elec-

trolyte interface. The depth profiles obtained for gallium, phosphorus and
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Figure 16. High energy scattering spectra from gold-chromium-aluminum oxide contact

(fromHirvonenera/. [35]).

oxygen are shown in figure 17. The depth resolution is about 100 A. The
ISS results seem to suggest the existence of competing factors

varying cationic mobilities and dissolution rates — in the formation of com-

plex film structures.

V. Auger Electron Spectrometry

Practical Auger electron spectrometry (AES) has been used extensive-

ly since 1968 largely due to improved methods of spectral measurement

developed by Harris [39]. The principles of the Auger process, which

have already been discussed in connection with figure 1 , are further illus-

trated for Auger KLL emission in figure 18. A focused monoenergetic

electron beam of energy sufficient to cause ionization of a core level elec-

tron of energy Ek impinges on a target which has the energy level diagram

shown. The vacancy created by the ionization is filled by an electron from

a higher orbital of energy Ei^ and the energy released dissipated by one of

two competing processes: x-ray production or the ejection of an Auger



1.0

0.8

0.6

CO
UJ

I 0.4
o

0.2

i 1.0
o
I-
<

O
0.8

0.6

UJ 0.4

0.2

pH 3

200 400 600

THICKNESS (A)

800 1000

Figure 17. Depth profiles obtained from anodized gallium phosphide crystals (from Poate

etal. [38]).

AUGER ELECTRON

VACUUM

FERMI LEVEL

VALENCE
BAND

CORE
LEVELS

LiX PRIMARY
ELECTRON
BEAM

Figure 18. Auger KLL emission process.



562 Accuracy in Trace Analysis

electron. As shown in figure 2, x-ray production is less likely for low

atomic numbers and small transitional energies in which case the Auger

process predominates. From energy conservation considerations, the

Auger electron will have a characteristic energy approximated by

Ekll = Ek - El, - El, (Z + A) - cD (5)

where El, is the energy of the orbital from which the Auger electron was

ejected. The term El, (Z+A) is the ionization energy for the initial ion; Z
is the atomic number and A accounts for the extra positive charge of the

atom resulting from the first ionization. The ^ term is the surface work
function of the sample. Similar expressions can be derived for other

Auger transitions such as the LMM or MNN. The actual kinetic energy

of the Auger electron measured by an energy analyzer for a generalized

Auger process involving the initially ionized level W, the level of the

relaxing electron X and the level of the ejected Auger electron Y is given

by

E=Ew-Ex- Ey (Z + A) - cDspee (6)

where ^spec is the spectrometer work function which is constant. Note

that the work function term of the sample drops out since the actual mea-

sured energy will have an additional term(<I>—Ogpec) added onto equation

5.

The equation for the characteristic energy of Auger electrons is obeyed

only by those Auger electrons which escape from the sample without

being inelastically scattered. The inelastic mean free path depends on the

Auger electron energy and substrate material. Experimental measure-

ments indicate that the range is about 3 to 20 A [40,41]. Accordingly,

Auger electron spectrometry is truly a surface technique capable of

uniquely identifying elements above lithium. The variation in sensitivity

for elements through thorium is less than a factor of 10 with detection

limits reported as low as 10-^ of a monolayer [42]. The major limitation

of the technique is found in the examination of high Z elements due to in-

creased spectral complexity. In addition to elemental analyses, it is possi-

ble to observe the chemical environment of atoms by means of chemical

shifts. The results are not as easily interpreted for Auger work as similar

measurements are for photoelectron spectroscopy because in AES the

shifts are the results of changes in three levels (K, Li, L2 for the example

shown in fig. 18).

Quantitative Auger analysis is still in the developmental stage; nonethe-

less, analyses are routinely done by using standard specimens of known
concentrations in a fashion similar to electron microprobe analysis [43 ].

More theoretical methods based on the calculations of expected Auger
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currents [44] are complicated by backscattering effects and the limited

availability of data on the cross section for electron impact ionization, the

inelastic mean free path and the backscattered fraction. Therefore,

generally quoted accuracies of Auger quantitative work are in the region

of 20 to 50 percent.

The basic components required for AES measurements include an

ultra-high vacuum system, an electron gun for sample excitation and an

electron energy analyzer. Depth profile measurements are also possible

by means of sputter etching the sample with an auxiliary ion gun. The
system shown in figure 1 9 uses an electron gun placed in the center of a

coaxial energy analyzer. An electron energy spectrum can be determined

by scanning the voltage applied to the outer cylinder and monitoring the

number of electrons striking an electron multiplier which serves as the de-

tector. Since the Auger signal is relatively weak compared to the

background, electronic differentiation is used to improve sensitivity.

Therefore, Auger spectra are typically presented as derivatives of the

electron energy distribution. The differentiated spectrum is obtained by

superimposing a small ac voltage on the dc sweep voltage of the analyzer

while synchronously detecting the ac output with a lock-in amplifier. A

GUN

X Y RECORDER OR

OSCILLOSCOPE

ELECTRON / /

W SWEEP^ 1
SUPPLY^ P

CARROUSEL
TARGET HOLDER

ELECTRON
GUN 4

LOCK IN

AMPLIFIER

MAGNETIC SHIELD

ELECTRON
MULTIPLIER

Figure 19. Schematic representation of an Auger electron analysis system (courtesy of

Physical Electronics).
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recent variation of the instrument shown in figure 19 is the scanning

Auger microscope. It uses an electrostatic lens system to produce a

focused spot less than 5 /xm in diameter which can be scanned over the

sample. Both secondary and Auger electron images can then be displayed

on a CRT in a manner similar to the SEM.
The applications of AES combined with sputter etching are numerous.

Johnson and Stein [45 ] , for example, have determined the cause of ther-

mal embrittlement in 250 series maraging steel. It was found that im-

proper heat treatment resulted in severe fracture toughness degradation.

Evidence further suggested that the material becomes thermally embrit-

tled over certain temperatures (1090 °C) and slowly cooled. Under these

conditions fractures occurred and the fracture toughness (Charpy impact

energy) decreased by an order of magnitude. Other investigations did not

identify the cause of embrittlement, but the AES results demonstrated

that the cause of thermal embrittlement was the segregation of titanium to

the grain boundary and, presumably, the subsequent formation of TiC.

The Auger spectrum of a sample fractured intergranularly under UHV
conditions is shown in figure 20. Figure 2 1 shows the depth profile for

titanium.

Morris and Cahn [46] have used Auger spectroscopy to elucidate the

role of Bi203 in the non-ohmic properties of zinc oxide ceramics. Addition

of small amounts of Bi203 to the microstructure of sintered polycrystalline

zinc oxide results in an increase in the electrical resistivity of the ceramic

by a factor of about 1 0^ when a small voltage is applied. The amount of

0 100 200 300 400 500 600 700 800 900 1000

ELECTRON ENERGY (eV)

Figure 20. The Auger spectrum of a fracture surface of a 250 series maraging steel (from

Johnson and Stein [45 ] ).
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Figure 21. Titanium depth profile obtained a fracture surface of a 250 series maraging steel

(from Johnson and Stein [45]).

Bi203 added exceeds its solubility in ZnO at the sintering temperature and

it was assumed that the excess Bi203 solidified out into an intergranular

phase on cooling. Interpretation of AES work, however, suggested the

formation of a grain boundary film as opposed to an intergranular phase.

Figure 22 is the depth profile for bismuth showing that the concentration

drops rapidly over a distance much smaller than the size of typical grain

phases. The Auger work agrees qualitatively with similar ion scattering

work.

VI. Electron Spectroscopy for Chemical Analysis

Electron spectroscopy for chemical analysis [47-49] , (ESCA), has ex-

perienced considerable growth in the past few years, as evidenced by the

large number of recent books, articles and conferences on the subject.

The basic principles of ESCA are illustrated in figure 23. X-rays of known
energy strike the surface of the sample. If the x-ray energy exceeds the

binding energy E^ of a core level electron, then that core level electron

can be excited into a vacant state above the Fermi level. Furthermore, if
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Figure 22. Bismuth depth profiles obtained by AES and ISS examination of fractured zinc

oxide (from Morris and Cahn [46] ).
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Figure 23. Basic principles of ESCA.

the excited electron has sufficient energy to overcome the surface work
function of the sample then it will be emitted into the vacuum with a

characteristic energy measured by an electron spectrometer of:

E= hp - Eb- ^spec (7)

where ^svec is the work function of the spectrometer which is a constant.

Because electronic binding energies as calculated by equation 7 are
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characteristic of a particular chemical environment, ESCA can be used

both to obtain elemental compositions and also information about chemi-

cal bonding. As in the case of AES, ESCA is a surface technique since

only those atoms located within a distance comparable to the mean free
o

path of the generated photoelectrons, about 5 to 20 A, will contribute to

the useful signal. However, the ESCA detection volume is somewhat

larger than that of AES, because unlike electron beams the incident x-rays

cannot be focused. The minimum sample area illuminated is on the order

of square millimeters compared to tens of square micrometers for the

scanning Auger microscope. Detection levels as low as 0.1 to 0.0

1

monolayer [50], make ESCA well suited to such problems as catalysis,

corrosion studies and fiber finishes. Furthermore, the less destructive na-

ture of X rays compared with electron bombardment is important since it

minimizes sample degradation in the study of organic compounds.

Although some quantitative analysis is possible, basic data on inelastic

mean free paths, photon impact ionization cross sections and the exact

shape of the background are still badly needed for the development of a

satisfactory theoretical model. There have been quantitative measure-

ments based on standards [47,51,52], however, such as the determina-

tion of the concentrations of each oxide in M0O2-M0O3 mixtures mea-

sured by Swartz et al. [53 ] . These measurements illustrate the advantage

of the chemical bonding information which can be readily gained from

ESCA compared to ISS, AES and SIMS.

Figure 24 shows the basic components of an ESCA spectrometer

which includes an x-ray source, sample chamber, an electron energy

analyzer, and a detector together with data acquisition devices. As in the

case of the other methods of surface analysis already described to prevent

contamination and to minimize electron scattering the sample chamber

must operate at pressures of 10-^ torr or better. There exists a number of

different versions of ESCA instrumentation. The type shown in figure 24

uses polychromatic x rays taken directly from an x-ray tube having either

an aluminum or magnesium target. Photoelectrons ejected from the sam-

ple are focused onto the entrance slit of a hemispherical analyzer (shown

in cross-section). Electrons which have appropriate energy for a given

potential applied to the analyzer plates will follow a variety of trajectories

to the exit slit and be detected by a continuous spiral electron multiplier.

Individual pulses can be counted or an integrated signal displayed on a

strip chart recorder. The choice of polychromatic radiation, which con-

sists of a strong characteristic peak superimposed on a continuous

background, is indicative of the need to maximize the x-ray flux striking

the sample. Monochromating the x-ray beam will improve the observed
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Figure 24. The basic components of an AEI ESCA spectrometer.

signal to noise ratio in an ESCA spectrum but at the cost of considerable

intensity, increasing data acquisition time. Nevertheless, if maximum
energy resolution is required, systems can be employed (see Siegbahn ref.

47) which use a monochromator and analyzer combination in such a way
as to obtain a resolution better than the natural width of the characteristic

source line (about 1 eV).

The obvious similarities between AES and ESCA have recently

prompted the development of equipment which combines the two

techniques. Figure 25 illustrates an instrument which uses a high resolu-

tion double pass coaxial cylindrical analyzer with a choice between x-ray

and electron excitation. In the ESCA mode an x-ray source is used in

combination with retarding grids in the front of the analyzers to decrease

the energy of the incoming electrons. In the Auger mode a coaxial elec-

tron gun similar to that shown in figure 19 is used in combination with a

different detection system for derivative processing. Data collection times

in the Auger mode are typically 10 times shorter than with ESCA.
A typical ESCA spectrum is a presentation of the photoelectron inten-

sity versus the electron binding energy. The example shown in figure 26

gives the spectra of elemental copper and its two oxides [54]. The dif-

ferences in spectra reflect the oxidation states of copper in each of the

three different chemical environments.

ESCA has been applied to a variety of practical problems. Brinen and

Melera [55 ] used ESCA to study catalytic activity with respect to the ef-
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Figure 26. ESCA spectra of copper and copper oxides (from Baitinger and Amy [54]).

ficiency of selective hydrogenation of rhodium on charcoal. Although the

absolute binding energies were not measured, the results suggested dif-

ferences between catalysts having high and low activity. Figure 27 shows

the 3d electronic orbital ESCA spectrum of three catalyst systems of

similar bulk chemical compositions. These catalyst systems are the

precursors of actual catalysts in their working states. Catalyst A and B

show similar spectra, but the spectrum of catalyst C shows a higher inten-

sity of metallic rhodium than of the oxide. The improved performance of

catalyst A and B may be attributable to higher oxide surface concentra-

tion.
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Figure 27. ESCA spectra obtained rhodium catalysts (from Brinen and Melera [55 ] ).

As another example, Millard [56] used ESCA to determine the affect

of corona discharge and low temperature discharge plasma treatment as

a method of improving wool yarn. The ESCA spectra of the wool com-

ponents—sulfur, nitrogen, carbon and oxygen — were observed before and

after the treatments. The most significant changes were observed for sul-

fur. Figure 28a shows the spectrum of the sulfur 2p electronic orbital from

an untreated sample which closely resembles that of sulfur from cystine

samples. A shift toward higher electronic binding energies is observed

after exposure to a corona discharge as shown in figure 28b. Low tem-

perature plasma discharge treatment results in a decrease in intensity for

the shifted peak (fig. 28c). From these observations, it can be concluded

that varying amounts of sulfur had been oxidized. This is consistent with

the fact that ozone and atomic oxygen are known to exist in discharge

systems and both species readily oxidize sulfur.

VII. Summary

A variety of analytical instrumentations for the chemical analysis of

surfaces and fine microstructural detail has been introduced. The list is by
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Figure 28. ESCA spectra of wool treated by low temperature corona discharge (from Mil-

lard [56]). a. sulfur 2p spectrum of untreated sample: b. sulfur 2p spectrum sample ex-

posed to corona discharge; c. sulfur 2p spectrum of sample treated by low temperature

plasma discharge.
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no means complete since other new techniques like proton excited x-ray

spectroscopy and x-ray appearance potential spectroscopy are also find-

ing increased applications. Clearly no single technique combines all of the

requirements for sensitivity, resolution and structural information that

arise in the diversity of problems encountered by material characteriza-

tion laboratories throughout the country. All of the methods discussed

have common requirements of meticulous sample handling and high

vacuum systems to avoid contamination. If the increasing number of

publications and conferences on surface analysis is any indication, we can

expect to see continued growth in this area over the coming years.
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To evaluate the effects of various storage parameters on serum mineral

levels, blood-bank pooled, human serum was stored in Erlenmeyer flasks of

five different compositions at three temperatures. The samples were analyzed

by atomic absorption techniques for calcium, magnesium, copper, zinc, sodi-

um, and potassium at 0. 1,2,4.8. 16,32, and 50 days of storage. Container ef-

fects were highly significant for Zn, K, and Na. but were small with maximal

container differences of 2 to 3 percent. To 16 days of storage, temperature ef-

fects were not significant, and at later times temperature was highly significant

at room temperature for Ca, Mg, and Zn. The effect of storage time was highly

significant for all elements: Zn showed a 20 percent decrease after 2 days: Ca,

Mg, and Cu had 10 percent decreases at 2. 4. and 8 days, respectively: K and

Na showed maximal decreases of 2 percent and 3.5 percent with storage time.

For the elements Zn. Ca. Mg. and Na. decreases were observed after 4 days of

storage with near return to the original values on day 8. The patterns of

mineral change in serum suggested at least two mechanisms: (1) pH change

and (2) at later times, bacterial growth. To test these hypotheses, two sub-

sequent studies were initiated. In one study, pH of freshly pooled human

serum was measured, and streak plates were counted for bacteria at the time

of each elemental analysis under various storage conditions. In another study,

serum pH changes were accelerated by physical techniques that accelerated

the loss of CO;. The data indicate that factors that influence serum pH levels

appear to affect elemental concentrations.

Keywords: Atomic absorption spectrophotometry: calcium: container ef-

fects: copper: magnesium: potassium: serum minerals: serum

storage effects: sodium: temperature effects: trace elements:

zinc.
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I. Introduction

With the recent advances in trace element analysis and the accumulat-

ing evidence that changes in the levels of biologic trace elements do have

clinical significance, greater emphasis has been placed on sample handling

and preparation. This report describes the effects of storage parameters

on serum mineral levels in human blood serum, as determined by atomic

absorption spectroscopy. Containers of similar geometries and different

compositions containing the same volume of pooled human serum were

stored at three temperatures. The elements Cu. Zn. K. Na, Mg, and Ca
were analyzed at approximately a geometric progression of storage times

to 50 days of storage.

n. Methods and Materials

All serum analyses were performed with a Perkin-Elmer Model 306

atomic absorption spectrophotometer utilizing the 10-second integration

mode, a Bohling burner and air-acetylene flames. Calcium, magnesium,

potassium, and sodium levels were determined by the method of Paschen

and Fuchs [ 1 j . In this technique. 0. 1 ml serum is diluted in 9.9 ml of 0.25

percent strontium (as SrCL 6H2O) to avoid chemical interferences. Cal-

cium and magnesium were determined at the commonly used resonance

lines of 422.7 nm and 285.2 nm, respectively. Sodium, because of its

presence at higher concentrations, was determined at a less sensitive

resonance line. 330.3 nm. and potassium at 769.9 nm using the order-

separating filter as described by Paschen and Fuchs. Serum copper and

zinc were determined in dilutions of 1 ml of serum in 4 ml of doubly

distilled water. This dilution technique has been successfully used by

Pekarek et al. [2 ] for zinc and by Tessmer et al. [3 ] for copper analyses.

Copper and zinc analyses were performed as recommended in the Perkin-

Elmer users' manual. Our choice of methodology was dictated by the sim-

plicity and accuracy of the analytical techniques since many samples had

to be processed in a short time.

The main storage study was performed utilizing pooled human serum

from approximately 1 .000 normal donors. 78 percent of whom were men
18 to 65 years of age (mean age. 38 years). Serum samples were added to

a frozen pool at the time of harvesting at the Sacramento Medical Foun-

dation Blood Bank. The pool was allowed to thaw only when we pipetted

aliquots into the experimental storage containers at zero experimental

time. In a later experiment to study freshly pooled serum and to evaluate
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pH changes that could have been associated with the trace element levels

observed in the main experiment, serum from 16 donors (14 males) 20 to

45 years of age (mean age, 28 years) was harvested, pooled, and pipetted

directly into the storage containers. Also, pooled serum samples from the

SMF Blood Bank were subjected to treatments that accelerated pH
changes by displacing carbon dioxide from the samples.

All glassware was rinsed three times with solutions of 1:19 concen-

trated nitric acid: doubly distilled water (from a glass still) followed by

three rinsings with doubly distilled water. On the morning of each analy-

sis, new standard solutions were prepared from 1 ,000 ppm Techtron stan-

dard stock solutions. Before use, the stock solutions were compared to

laboratory-prepared solutions. The diluents, either doubly distilled water

or 0.25 percent Sr solution, were used as blanks. The standard for each

element was prepared separately to prevent contamination. The Erlen-

meyer flasks were covered with Parafilm, stored on Teflon sheets, and

housed under plastic shields. The serum samples were pipetted with Ep-

pendorf pipets (100 \ and 1,000 \) using disposable plastic tips. At no

time did the sample or storage container come into contact with metal:

dust contamination was minimized by the described storage precautions.

In the second study, at the time of elemental analysis, serum aliquots

were transferred to tightly capped containers for pH measurement using

a Duo-matic M 123 pH meter with an Instrument Laboratory Model 127

constant temperature bath. Bacterial counts in the second study were

determined on 10 ^tl serum by streaking onto sheep's blood agar plates

and incubating at 37 °C for 2 days.

In the main study, 50 ml of pooled human serum was pipetted into 250-

ml Erlenmeyer flasks of (1) Pyrex, (2) polypropylene, (3) polycarbonate.

(4) Teflon, and (5) Vycor, all of similar geometries to ensure similar sur-

face-to-volume ratios. The flasks were stored at various temperatures:

room temperature (about 25 °C), refrigeration (8 X), and freezing (— 15

°C). Duplicate containers were maintained at each temperature. The sam-

ples were analyzed at 0, 1. 2. 4. 8, 16, 32, and 50 days of storage. At the

time of analysis, each container was equilibrated at room temperature to

allow accurate pipetting of aliquots. Data from the main study were

analyzed by a three-way analysis of variance, fixed effects model.

In the second study, only Pyrex containers were used. Aliquots of 25

ml of freshly pooled serum were pipetted into 125-ml Erlenmeyer flasks

and 25-ml glass-stoppered volumetric flasks w^hich were stored at room
and refrigerator temperatures. The elements Cu. Zn, Ca. and Mg were

analyzed at storage days 0,1,2,4,8, and 16 as described for the main stu-

dy.
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III. Discussion and Results

Serum mineral data from the main study were statistically analyzed for

container composition, storage duration, and storage temperature effects

as well as for container-duration, container-temperature, and duration-

temperature interactions.

- \

A. Temperature and Duration-Temperature Effects

Regardless of the container, no significant effects of storage tempera-

ture were noted for any minerals studied up to 16 days of storage. At days

32 and 50 the effects of temperature were highly significant (p < 0.001)

for Ca, Mg, and Zn, due to the effects of storage at room temperature.

Calcium levels for containers at room temperature declined from an initial

value of 10.7 mg/100 ml to 6.1 mg/100 ml at day 50 (fig. 1). For calcium,

the effect of storage temperature became evident only after day 16 at

room temperature; no effect was observed in either the refrigerated or

frozen samples. Similarly, the magnesium concentration at room tempera-

ture declined from an initial value of 2. 1 2 mg/ 1 00 ml to 1.81 mg/ 1 00 ml at

DURATION ( DAYS

)

Figure 1 . Effects of storage duration and temperature on serum calcium levels in the main

study.
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day 50 (fig. 2). Again, this effect became evident only after day 16 and

only at room temperature. The room temperature effect on zinc levels

likewise appeared to begin at day 16, at which time the concentration of

Zn was higher than it was at the other temperatures (fig. 3). At day 32, the

Zn levels approximated their initial values; at day 50, the concentration of

Zn in samples at room temperature was 1.10 ppm and that in refrigerated

and frozen samples was 0.95 ppm. The effects of temperature on Ca, Mg,
and Zn concentration in serum samples in all containers stored to 50 days

are summarized in figure 4. The only significant temperature effect was at

room temperature after 16 days of storage. The temperature effects were

not significant for Na, K, and Cu.

ROOM TEMP.
I

FREEZE -THAW

REFRIGERiTED

ROOM TEMP.
I

FREEZE -THAW

REFRIGERATED
ROOM TEMP

I
FREEZE -THAW

REFRIGERATED

Figure 4. Effects of storage temperature on serum calcium, magnesium, and zinc levels in

the main study.

B. Container, Container-Duration, and Container-
Temperature Effects

The effect of container composition for all days at the three storage

temperatures was significant (p < 0.01) only for K, Na, and Zn. In each

case, however, the container effect was small, with maximal differences

of 2 to 3 percent. For zinc, the difference was mainly due to a lower con-

centration in Pyrex (fig. 5). For potassium, the difference was primarily

due to a higher value in polypropylene and a lower value in Pyrex (fig. 5).
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_ 20.6

VYCOR PYREX TEFLON PP

Figure 5. Effects of container composition on serum zinc and potassium levels in the main

study.

Both polypropylene and Vycor contributed equally to the slight but sig-

nificant container effect observed for sodium: the polypropylene values

were sHghtly higher and the Vycor values were slightly lower than the

grand mean. Container-duration effects were significant (p < 0.05) only

for zinc, primarily due to the low zinc levels in the Pyrex containers mea-

sured at day 8, and to a lesser extent at day 32 (fig. 6). As noted above, the

container effect was due to an overall low mean Zn concentration in sam-

ples stored in Pyrex, but was not consistent over time. The temperature-

container interactions were not significant for any element, indicating that

all containers were similarly affected by the three temperatures.
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1,15

1 , 1 0 i

ZINC

I 2 4 16 32

DURATION ( DAYS)
50

Figure 6. Effects of container composition and storage duration on serum zinc levels in the

main study.

C. Storage Duration Effects

The effect of storage duration was significant for all elements (p <
0.001 for Cu, Zn, Ca, Mg, and Na and p < 0.01 for K). Zinc levels

showed a rapid decline of approximately 20 percent from day 0 to day 2

(fig. 7), followed by a return to near-initial values after day 4. As previ-

ously discussed, the room temperature effect contributed significantly to

this finding. Copper levels decreased by approximately 10 percent at day

8, followed by a rise to near-initial values at day 16 and a return to the

depressed level of day 8 at days 32 and 50 (fig, 8). Calcium levels

decreased approximately 10 percent at days 1 and 2, followed by a slight

rise and then a continual decrease to approximately 80 percent of the day

0 value (fig. 9). The decrease after 16 days was primarily due to storage at

room temperature. Magnesium showed an increase of about 5 percent at

day 1 , followed by a decrease to 10 percent of the original level at day 4,

nearly returning to original values at day 32 and dropping to day 4 level at

day 50 (fig. 10). For calcium, the decline at day 50 was mainly due to the

room temperature effect. For copper, zinc, calcium, and magnesium the

variations observed in the measured concentrations were due primarily to

the effect of duration of storage. Sodium and potassium showed maximal



Figure 8. Effects of storage duration on serum copper levels in the main study.
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I I pr~i 1 1 1
T

CALCIUM

I 2 4 8 16 32 50

DURATION (DAYS)

Figure 9. Effects of storage duration on serum calcium levels in the main study.

2,3r-m—^

^ 1 ^

MAGNESIUM

i.gl I

*
^ ' ' 1

12 4 8 16 32 50

DURATION (DAYS)

Figure 10. Effects of storage duration on serum magnesium levels in the main study.

changes of 2 percent and 3.5 percent, respectively, with storage duration.

The changes in sodium levels occurred predominantly at the early time

periods. The statistical findings of the main study are summarized in

table 1.
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Table 1. Summary of significant effects observed in the main serum storage study

Main effects

Containers (C)

Temperature (T)

Duration (D)

Zn,« Na,b Kb

Ca,^ Mg,^ Zn*
Ca,^ Mg,« Cu," Zn,^ Na,^

Interactions

C X T
C X D
T X D

None
Zn-^

Ca,^ Mg,» Zn*

- p < 0.001

V < 0.01

= p < 0.05

The initial decrease in serum calcium concentration was similar to that

reported by Hall and Whitehead [4] , who studied the effects of overnight

storage at room temperature on serum calcium. They ascribed the ob-

served changes to loss of carbon dioxide from the serum, followed by a

pH increase and protein denaturation and wall absorption leading to calci-

um adsorption on the proteins. Our results agreed in magnitude and

direction with those of Hall and Whitehead, although the near return to

initial concentrations observed in many samples suggested that COz loss

was not the only factor involved. Since we observed gross microbial

growth in our containers at approximately day 10 of storage, we postulated

the initial changes to be due to CO2 loss, and the near return to be due to

microbial respiration leading to CO2 production and/or microbial

metabolism leading to acid intermediates such as those found in the

"TCA cycle." The subsequent drop in concentration at 32 and 50 days of

room temperature storage was thought to be due to the sequestering of

elements by massive growth of microorganisms that adhered to the con-

tainer walls.

To test these hypotheses, a second study was initiated using freshly

pooled human serum from volunteers in our laboratory. In this study pH
of each serum sample was measured, and streak plates were counted for

bacteria at the time of each elemental analysis. Since the first study in-

dicated few container composition effects and no difference between

refrigerated and freeze-thaw, only Pyrex containers were used at room
and refrigerator temperatures. The elements Na and K were not analyzed

in the follow-up, since the magnitude of the observed changes was within

the range of error of the analytical techniques. In this study 25 ml of

freshly pooled serum was added in duplicate to either 125-ml Erlenmeyer
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flasks covered with Parafilm or to 25 -ml volumetric flasks with glass stop-

pers. The volumetric flasks were chosen because of the relatively small

air space above the serum and because they accommodate ground glass

stoppers which prevent CO2 loss.

The results of the pH analysis are presented in figure 1 1. Even at day

zero of storage (actually 1 hour), serum samples in glass-stoppered volu-

metric flasks had lower pH than those in the Erlenmeyers; this difference

was consistent throughout the study. Also, for each container, the pH rise

was greatest at room temperature storage. A drop in pH was observed

from day 8 to day 16 for the room temperature Erlenmeyers, due mainly

to the pH change of 8.58 to 8.35 in one flask which had massive bacterial

growth. One of the room temperature volumetrics also had massive bac-

terial growth and displayed a pH change from 8.52 to 8.42. Concomitant

with the pH decreases was an increase in calcium concentration from 9.2

mg/100 ml to 9.8 (zero treatment value was 1.01) and from 9.6 to 9.9 (zero

treatment value was 9.9) in the Erlenmeyer and volumetric flasks, respec-

tively. The calcium data are presented in figure 12. Maximal decrease in

calcium occurred in the room temperature Erlenmeyers at day 8, at the

time of the highest measured pH. Similar results were found for the volu-

metric flasks at room temperature. No changes were observed in the Mg
and Cu levels for the storage period. Zinc (fig. 13) showed a maximal

decrease at days 1 and 2, followed by a return nearly to initial values at

days 4, 8, and 16. The zinc results are similar to the changes observed in

the main study.

In another study, we manipulated the pH of the serum by physical

techniques that accelerated the loss of CO2. For these studies, 25-ml

aliquots of Blood Bank frozen pooled serum were pipetted into 1 25-ml

Pyrex Erlenmeyer flasks. CO2 was displaced by bubbling with N2, by

aspirating, by oven heating, or by leaving the containers open to the at-

mosphere. The control values are the pH and elemental levels at 3 hours

of storage in sealed flasks at room temperature. Nitrogen and oven treat-

ment (75 °C) was maintained for 3 hours, after which the samples were

stored at room temperature in Parafilm-sealed flasks for the remainder of

the experiment. Aspirated samples were treated for 24 hours and then

maintained at room temperature. The open containers were left open

throughout the experiment. The pH changes are presented in figure 14.

As expected, oven treatment gave the most radical pH increase. The pH
changes in open and aspirated containers were similar from days 1 to 5,

although the aspiration was terminated at day 1 . The open, nitrogen-bub-

bled, and aspirated samples all showed similar pH at day 5. After 3 hours

for all treatments but oven heating, Ca, Mg, and Cu did not show a change
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Figure 1 1. Effects of storage duration, temperature, and container type on serum pH levels

in the second study.

9.0 12 4 8 16

DURATION ( DAYS)

Figure 12. Effects of storage duration, temperature, and container type on serum calcium

levels in the second study.
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Figure 13. Effects of storage duration, temperature, and container type on serum zinc levels

in the second study.

9.0

8.8

8.6

\ 8.4

8.2

8.0

7.8

CONTROL

3 I

HR , DAY
5

DAYS

DURATION

Figure 14. Effects of physical treatments that accelerated the rate ofCO2 loss on serum pH
levels.
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from the control value (fig. 15). Zinc did drop in the N2 and open con-

tainers, but not in the aspirated. Oven treatment resulted in evaporation

of 7.6 ml of sera and a cloudy, opaque suspension. All elements but

copper showed marked decreases after heat treatment (fig. 15). Little

change was observed in pH or elemental concentration (except zinc) 1

day after heat treatment. The effects of the other treatments were similar.

Calcium declined after the first day by about 10 percent and continued to

decline at day 5 (fig. 15). Magnesium declined by about 5 percent and

remained constant at day 5 (fig. 15). No effect was observed on copper.

No correction for evaporation was made since maximal evaporation was

only 2 to 3 percent.

Our results indicate, in agreement with Hall and Whitehead, that the

measured levels of trace elements in stored serum samples are pH-depen-

dent. Factors that influence serum pH levels appear to affect elemental

concentrations. In the storage studies, increases in pH were associated

with CO2 loss due to exposure to the atmosphere, and pH changes were

accelerated by physical techniques that displaced CO2— namely, N2
bubbling, aspiration, heating, and constant exposure to the atmosphere.

10.0

6 9 5

o

^ 90

I 8.5

^ 8.0

I
75

7

CALCIUM

HRS DAY

HRS D4Y

Figure 1 5. Effects of physical treatments that accelerated the rate of CO2 loss on serum cal-

cium, magnesium, copper, and zinc levels.
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The main study indicated that container composition had little effect on

mineral levels of serum stored in Pyrex, polypropylene, polycarbonate,

Vycor, or Teflon Erlenmeyer flasks. Container effects were significant

only for Na, K, and Zn and are probably not of importance to the clinical

chemist. The fact that no difference in serum minerals was observed

between refrigerated and frozen samples may be due to equilibration of

serum pools to room temperature before aliquots were taken for daily

analysis. In the second storage study no changes in Cu and Mg were ob-

served and Ca levels fell only at day 8. However, the main study showed

depressions of Ca at day 1 , of Mg at day 4, and of Cu at day 8. In both stu-

dies, zinc decreased rapidly, followed by a return nearly to initial values.

The difference in results of the two studies is probably due to the histories

of the pooled samples and the handling of the storage containers. The
large volume of serum required in the main study was provided by a blood

bank. The serum was provided by many donors and continuously pooled

for 3 weeks. We received the serum frozen and thawed it in open con-

tainers in warm tap water. After thawing and equilibrating to room tem-

perature, the 30 aliquots of 50 ml were pipetted into the appropriate

storage containers. The serum was left uncapped at room temperature for

approximately 5 hours. Throughout the main study, major efforts were

directed at avoiding contamination but not CO2 loss. In the second study

serum was pooled immediately after harvesting, and exposure to the at-

mosphere was held to a minimum. The changes observed in Ca at day 8 in

the second study may have been due to the same causes as those observed

in the main study, but offset temporally because of the precautions used

to avoid CO2 loss. The lack of changes in Mg may have been due to a

similar delay. Changes in copper levels were not observed in the second

study or in any of the pH alteration studies. Thus, no explanation for the

copper changes in the main study is available. The zinc decrease in all stu-

dies was rapid, occurring even after exposure to the atmosphere at room

temperature for only 3 hours. These results suggest that the mechanism of

serum zinc level depression in stored samples is different than that for cal-

cium.

With regard to proper storage of serum for mineral analysis, our

findings imply that container composition is not an important factor, but

that conditions that might increase pH should be avoided. If serum sam-

ples are to be stored, they should be quickly frozen after harvesting in

tightly capped containers with a minimum of air space above the serum.

We also found that acidification with dilute HCl could increase calcium

values in containers which presumably had calcium adsorbed to the walls

due to prolonged storage.
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We suggest that further work is necessary to explain the mechanism of

serum mineral loss in storage and to explain the differences observed in

the behavior of mineral levels in freshly pooled and frozen pooled serum.
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Activation analysis in not dependent on the purity of chemical reagents

because these are used only after irradiation. However, in the analysis of

biological samples a new source of "contamination" appears, due to the con-

tainer in which the sample is irradiated. For this reason it is often necessary to

separate the irradiated sample from its irradiation container before recording

the activity. Since the quartz of the container is partly dissolved, it is necessary

to eliminate contamination due to impurities adsorbed on the surface of the

quartz ampoule. The values of the so-called "analytical blank" are given for

some 15 elements, certain of which have a recognized importance in biology.

Keywords: Biological analysis; container blank; neutron activation analy-

sis; wet-ashing blank.

I. Introduction

The accuracy of an analysis is always limited by the "analytical blank,"

which in standard methods is chiefly due to mineral impurities present in

the reagents. Activation analysis is not dependent on the purity of the

chemical reagents because if these are used it is only after irradiation, the

analysis proper being the subsequent measurement of the radioactive

isotopes formed during this phase.

However, when samples are analyzed whether in liquid, powdered or

thermodegradable form, like biological samples, an irradiation container

becomes necessary. This container is a source of contamination and may

593
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introduce an "analytical blank." For intense neutron irradiations con-

tainers of fused quartz or fused silica are used.

II. Direct y-Ray Spectrometry of the Sample

in the Container— Quartz Container Blank

After variable irradiation and decay times, the sealed quartz containers,

holding the samples and the standards, are cleaned by boihng in nitric

acid, rinsed carefully in water and placed in front of a semiconductor de-

tector.

Radioactivity of the samples is then recorded directly through the walls

of the ampoule; in which case, it is the quartz glass impurities becoming

radioactive during irradiation which are responsible for the "analytical

blank," henceforward called "quartz container blank."

To minimize as much as possible the importance of this "blank," it is

necessary to use a rigorously clean container; for this purpose, empty

quartz ampoules are successively treated with EDTA, distilled water,

boiling nitric acid and finally, distilled water.

Figure 1 shows the y-ray spectra of a fused quartz container (2.2 g) ir-

radiated for 2 days in a thermal neutron flux of 2.5 x lO^^ n • cm -2 • s-i,

recorded for 1 hour with a Ge(Li) detector of 40 cm^, after decay of 2 days

(la) and 11 days (lb).

The mass of some elements present in one gram of several kinds of sil-

ica glass, and the mass of the same elements contained in 100 fxl of blood

serum (volume usually put in a 1 g quartz ampoule) are presented in table

1.

The serum was chosen to represent a typical biological sample because

of its low concentration of trace elements which renders it particularly

sensitive to the influence of the "analytical blank." The determination of

trace elements by direct y-ray spectrometry of blood serum, through the

quartz container, is not possible, except for selenium and potassium,

whatever the kind of quartz used; in fact, the mass of each of the elements

present in the quartz is always at least the same order of magnitude (and

often 10 or 100 times larger) as the mass of these same elements in the

serum.
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35

10

C
3
O
u

o

5

1 Sm 153
2 Np 239
3 Cr 51
4 La 140
5 Sb 122
6 Sb 124

7 Br 82
8 As 76
9 Na 24
10 Cs 134
11 Sc 46
12 Fe 59
13 Zn 65
14 Co 60

(a)

MeV

Figure 1 . y-ray spectra of a fused quartz container (2.2 g), irradiated for 2 days in a thermal

neutron flux of 2.5 x 10^^ n • cm-- • s-^ recorded for 1 hour with a Ge(Li) detector of 40

cm^. a) after 2 days decay, b) after 1 1 days decay.
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III. y-Ray Spectrometry of the Sample Separated from Irradiation

Container— Wet-Ashing Blank

Owing to the relative importance of the "quartz container blank" (what-

ever kind) compared with the amounts of trace elements in the biological

reference sample, it is necessary, in order to obtain accurate quantitative

results, to separate the sample from its holder before any measurement.

Biological samples always suffer thermal degradation, to varying degrees,

during intense reactor irradiation; therefore this separation can only be

done by "wet-ashing" the samples.

In spite of the chemical inertia, well known in quartz, with respect to

the reagents traditionally used during this "wet-ashing" process, some im-

purities coming from the quartz container are dissolved, forming a new
kind of analytical blank: the "wet-ashing blank."

From the analytical point of view, this quartz-sample separation

produces a spectacular drop of the analytical blank, the "wet-ashing

blank" (Ao) being much weaker than the "quartz blank," as indicated in

figure 2.

The mass of the elements dissolved during the "wet-ashing" process

from the fused quartz ampoule by the mixture HNO3 — H2O2 (normalized

to 1 g of silica) is compared, in table 2, with the mass of the same elements

present in 100 /xl of serum.

In spite of the relative importance and the fluctuating character of the

"wet-ashing blank," some serum trace elements can be accurately mea-

sured, for among these elements the influence of the "blank" on the

results stays always less or equal to 1 percent; these are, besides of course

selenium and potassium, barium, bromine, sodium, phosphorous, rubidi-

um and strontium.

IV. Origin of "Wet-Ashing Blank"

This blank is probably produced at the moment when the extremity of

the quartz ampoule, in order to be sealed, is heated in the flame of a gas-

burner at a temperature between 1500 and 1900 °C.

The semi-liquid fusion of quartz is always accompanied with a signitl-

cant volatilization. A part of the volatilized silica condenses on the cold

interior and exterior surfaces of the tube. It is almost certain that the im-

purities contained in the volatilized silica are deposited on the walls of the

tube. Whereas the impurities condensed on the exterior of the tube are

eliminated during the cleaning of the ampoule after irradiation, the impuri-

ties condensed on the interior are only dissolved once the ampoule is
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Figure 2. y-ray spectra of a fused quartz container, irradiated for 24 h in a thermal neutron

flux of 2.5 X IQi"* n • cm ^ . s-i (decay time: 1 1 days) and of its ''wet-ashing" solution

(decay time: 3 days), recorded for 1 hour with the 40 cm^ Ge(Li) detector.



1°P o
5 XX^

^ V C^- I/-) f*-) rr-j

2t "^SSSS-"
_^x2xxxxx2xx
.m X'^>or^fNoo^*r-r^

V V V

X

X

T --XTXT

X 2 ^ ^' X ^' X
^

I OS

X 2 ^"

10 o^ ^ r<-)

V

_
I T ^' X I

oV^„-VVVVdVoVV_Vd
^ X \ \ OD

d

1°

a.

0^8

X rvj r-> X (N

00 (N d m V

0 0 0
T0x^ X X ^

fN X
<-* d V ^.

it

OOOOOOOOo
XXXXXXXX^^

T <Nmrnoor~'^oo«oXTO O

rxiiiiiiiiixo
V(N(N rsidddddd^V

X X

^ X X
I I 00 I ON T

• o
<N — (N — —
d r-: V vv

<<PQPQUUUUUUQW :3 T3 ao o
W U, O I X



600 Accuracy in Trace Analysis

opened for "wet-ashing"; and these are certainly at the origin of what is

called the ''wet-ashing blank."

V. Localization of Impurities in Silica Glass

To study the distribution in depth of impurities in silica glass, fused

quartz ampoules are first irradiated then etched (for 10 /jlhi of thickness)

by hydrofluoric acid, three or four times.

Figure 3 represents the variations of activity, and therefore concentra-

tion, of various elements in silica glass in function of the depth of the layer

studied.

These elements can be classed in two categories according to the

homogeneity or heterogeneity of their distribution. For the elements of

the second category, the observed concentration "gradient" probably

results from an impurity migration towards the surface, during the fusion

of quartz when the tube was produced.

Figure 4 represents the y-ray spectra of the hydrofluoric etching solu-

tions corresponding to layers 0-10 /jun (HF 1) and 10-20 /jlui (HF 2),

which illustrates very well this partial heterogeneity of distribution.

VI. Treatment of Container to Decrease the "Wet-Ashing Blank"

If, before sealing the ampoule, the superficial layer of quartz, which is

the most contaminated, were eliminated, a very much lower quantity of

impurities would be volatilized during the sealing of the tube, and thus the

importance of the "wet-ashing blank" would be diminished.

To verify this hypothesis, an intact quartz tube and an etched quartz

tube (20 /xm depth) were sealed, irradiated and, after a 3-day decay,

treated by the classical "wet-ashing" process: HNO3 — H2O2.

In table 3, we have grouped the ratio values of ("blank" of intact

tube)/("blank" of etched tube), (Ao/A2), which were calculated for some

elements.

This table, and figure 5 which shows the y-ray spectra of the "wet-ash-

ing blank" Ao and A2, demonstrate very well the need for pre-irradiation

etching of the quartz ampoule.

Evidently, this treatment lowers only the "wet-ashing blank" values of

surface-localized elements such as Cr, La, Co, Zn, Fe, Au, etc. For ele-

ments uniformly distributed in the whole mass of the quartz (Sb, As, Mo,
Sn) the superficial etching has no effect.
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Figure 3. Radioactivity variations of several elements in silica glass, in function of depth-

layer studied. The ordinates are arbitrary and do correspond to real level of concentra-

tion.



602 Accuracy in Trace Analysis

35J

25.

20 H

12

19

HF

(A

C
3
O
o

00
o

10J36
4

11

10
10

14
12
M

13 if12

' r 10

L>MFljLjlJ__i^___^

1 Sm153
2 Np 239f14 Br
3 Eu 152h5 As
4 W
5 Au

187 16 Sc
199 17Zn

6 Sn117m I8C0 60
7 Fe 59
8 BG
9 Cr 51
10 La 140
11 Au198
12Sb122

13 Sb124
82
76
46
65

19 Na 24
20 K 42
21 Test
22 Tc 99m
23 Mo 99

MeV

MeV

Figure 4. y-ray spectra of HF-etching solutions corresponding to 2 successive layers of 10

ixm thickness (HF 1 : 0-10 fxm and HF2: 10-20 /xm) of a fused quartz ampoule (~ 2g) ir-

radiated for 48 hours in a thermal neutron flux of 2.5 x lO^^ n • cm-2 • s ^ and recorded

during 10 hours with a 40 cm^ Ge(Li) detector.
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Figure 5. y-ray spectra of "wet-ashing" solutions of fused quartz containers, one intact

(Ao), the other etched to 20 fxm depth (A2), irradiated for 24 hours in a thermal neutron

flux of 2.5 X 1 n • cm-2 • s-^ and recorded during 1 0 h with a 40 cm^ Ge(Li) detector.
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Table 3. Improvement factors due to a 20 ^m etching offused quartz irradiation containers

Element Ao/Al

Sb 1

Sn 1

Na 2.5

Fe >3
K 4

La, Sm 5

Au 6
-

. Co >6
' Cr >7

^ Zn >22

VII. Conclusion

The surface etching of a fused quartz container, of 20 depth,

modified neither the mechanical properties of the ampoule, nor its macro-

scopical aspect; the silica glass remains polished and transparent.

However, it decreases, in a significant way, the level of the "wet-ashing

blank" for many elements.
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In flameless atomic absorption spectrometry, introducing biological materi-

als directly into a graphite furnace leads to a lower response than if the samples

are pre-ashed. The decrease is due to organically bound chromium. Since few

biological standards are available with reliable data as to chromium content, it

is necessary to use inorganic standards of known chromium content and

prepare the biological materials in such a way as to destroy the chemical histo-

ry of the chromium. Studies were carried out on the NBS Standard Reference

Material SRM-1577 (Bovine liver), looking at a variety of sample digestion

and ashing procedures. An order of magnitude variation in chromium content

was seen depending upon the type of sample preparation procedure used. The

existence of volatile compounds of chromium that are lost during ashing or

digestion steps has been postulated for an explanation of these different

results.

Keywords: Biological materials; biological standards; chromium; flameless

atomic absorption; volatile chromium compounds.

I. Introduction

Chromium is an essential element involved, as a co-factor with insulin,

in carbohydrate metabolism [ 1 ] . Chromium exists in biological materials

in different forms whose chemical, biological and analytical charac-

teristics are not well defined, and at physiological levels that are too low,

generally parts per billion, to be analyzed by classic methods of analysis.

Therefore, highly sensitive instrumental methods must be used. Because

calibration and quantitation of these methods depend upon the com-

parison of an instrumental response of the sample to some known stan-

605



606 Accuracy in Trace Analysis

dard, the unknowns and the standard must be shown to give the same rela-

tive response, and recovery of the different forms of chromium must be

quantitative for any type of destructive sample preparation.

Accuracy of a method of analysis is best shown by use of a carefully

defined reference material of known content. For chromium, however,

very few biological standards are available with even preliminary data as

to chromium content, and attempts to define chromium values in biologi-

cal materials have led to reports of wide variations [2]. In order to

develop reliable instrumental analytical methods for chromium therefore,

it is necessary to use inorganic standards of known chromium content and

to prepare the biological materials so that the chemical history of the

chromium is destroyed and the element can be presented to the instru-

ment hi the same form as in the standards.

II. Experimental

Our work [3] with flameless atomic absorption spectrometry showed
that sugar samples introduced directly into the graphite furnace had lower

apparent chromium content than samples that were pre-ashed before anal-

ysis (table 1). Inorganic chromium added to the samples did not show this

decrease, which was attributed to the organically bound fraction of the

chromium.

Table 1. Mean apparent chromium content in sugars by different procedures (3)

Type
Number

of

samples

Oxygen plasma
ashing

(150 °C)

Sample, ng/g

Muffle furnace

ashing

(450 °C)

Graphite furnace

ashing 1000 °C
(direct analysis)

Molasses 3 266 ± 50 129 ± 54 29 ± 5

Unrefined 8 162 ± 36 88 ± 20 37 ± 13

Brown 5 64 ± 5 53 ± 8 31 ± 2

Refined 7 20 =b 3 25 ± 3 <10

* Values listed are averages of means of multiple determinations of each type di standard

mean error of this average.

This same type of behavior was observed for urine samples [4].

Chromium content was higher in samples that had been low-temperature

ashed than samples analyzed directly by injection into the graphite fur-

nace (table 2). The difference between the direct analysis and low-tem-

perature pre-ashing analysis varied among samples and subjects and in-

dicated that two fractions of chromium are present in urine. One fraction
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Table 2. Chromium concentration in urine analyzed by different procedures

Procedure Subject A (ng/ml ± SD) Subject B (ng/ml ± SD)

Unashed, direct analysis

Method of additions

Oxygen plasma ashing

2.0 ± 0.5 (6)^

1.8

2.7 ± 1.0(6)

2.2 ± 0.5 (6)

2.5

10.4 db 1.9(17)b

* Number of aliquots analyzed in parenthesis.

^ Significantly different from unashed {P < 0.01).

can be detected by the direct method or by standard method of additions

of inorganic chromium and the other fraction detected only by pre-ashing

the sample before introduction into and analysis by graphite furnace

atomic absorption.

In light of these findings we have studied extensively the effects of sam-

ple digestion and ashing procedures upon the analysis of chromium in dif-

ferent biological materials. All analyses were done by graphite furnace

atomic absorption (Perkin Elmer 503 AA Spectrophotometer with

HGA — 2000 graphite furnace) and the sample response was compared to

that of inorganic chromium as chromium chloride.

Samples of bovine liver (NBS SRM 1577) were prepared for analysis

by several procedures and apparent chromium content varied widely

among the methods of sample preparation (table 3). Low-temperature

ashing and direct analysis gave low chromium values and muffle furnace

ashing and acid digestions gave high values. Acid digestion with only

HNO3 gave lower values than HNO3/H2SO4, in both open and closed

digestion systems, and digesdon with HNO3/HCIO4 gave still lower

values. Since these values were corrected for contamination and reagent

blanks and analysis of copper content showed no significant physical loss

of sample, these data led to the hypothesis that, depending upon the

digestion or sample destruction system, chromium can be either lost or in-

completely decomposed to a form which is not detectable by flameless

atomic absorption.

In order to test this hypothesis, other different biological materials were

studied (table 4). The data in tables 3 and 4 show that Brewer's Yeast and

Bovine Liver samples showed much lower values by low-temperature

ashing and direct analysis than by muffle furnace ashing. These materials

showed values comparable to muffle furnace ashing when they were acid

digested in a closed system with a HNO3/H2SO4 digestion mixture. Anal-

ysis of NBS SRM 1571 -Orchard Leaves by these procedures showed

only a slight decrease in low-temperature and muffle furnace ashing vs.

direct analysis and acid digestion. Our findings indicate that the form of
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Table 3. Effect of sample preparation on apparent chromium content of NBS Bovine Liver
(SRM 1577)

Procedure Samples Cr Cu
analyzed (ng/g ± SD) (/xg/g =h SD)«

Direct Analysis 6 53 ±

Low Temperature Ashing .

200 w power 12 45 6 140 dz 8

400 w power (porcelain) 12 68 8 133 ± 4
400 w power (Pt) 12 67 14

Max power 450 w) 11 93 ± 32 136 ± 22

New porcelain dishes 6 197 56

Muffle Ash-unshielded

500 °C 623 ± 418b

3A^ HNO3 treated I 408 126b

600 °C (porcelain) 4 463 20

Ether extracted 8 466 110

(Quartz) 5 412 d= 132

Muffle Ash—shielded 4 213 ± 28

Acid Digestion—open flask

HNO3 5
,

114 31

To dryness 5 182 93

No heat 3 41 ± 31

Heat 3 100 ± 46

HNO3-H2SO4—sit overnight 3 569 183

HNO3-HCIO4 9 54 =h 6

Acid Digestion—Parr bomb

HNO3 alone 6 268 d= 67 162 26

HNO3 + H2SO4 2 765 240 167 13

3 619 189

3 424 87 141 =b 13

^ NBS value (193 ± 10).
b Blank correction high for these samples.
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Table 4. Effects of sample preparation on apparent chromium content of Brewers yeast

and NBS Orchard Leaves (SRM 1571)

NBS SRM 1571

Method Brewers Yeast Orchard Leaves

(ng/g ± SD) (Mg/g ± SD)
(NBS, ± 2.3)

Direct analysis 78 ± 26 (7)- 2.8 0.6(7)

Muffle furnace

Unshielded" 1

it 1 7^
1 . / J

Shielded^ 529 ± 85 (10)<^ 2.7 0.4 (4)«

it DO i_0 J

Low temperature

ashing 472 67 (8) 1.52 0.23 (10)

Acid digestion

HNO3/H2SO4
Parr bomb 1030 100 (3) 2.29 0.43 (7)

HNO3 only

Open flask, no heat 1.25 0.25 (6)

Open flask, heat 85 60 (8) 2.25 ± 0.25 (5)

2.37 0.07 (7)^

* Number of samples in parenthesis,
b Muffle 450—500 °C.

Open dish.

Shielded quartz combustion tube.

® Porcelain ashing dish.

^ Platinum ashing dish.

«Cu = 12.5 ± 0.7 (12.0 ± 1, NBS).

chromium in liver and yeast differs analytically from that in orchard

leaves. A^e know that the chromium content of liver and yeast is more

biologically active than that of orchard leaves [5 ]

.

III. Interpretation

At present we attribute the variations in analytical results to one or

more of the following processes:

(1) The naturally occurring forms of chromium might have different

relative responses to the instrumentation than inorganic or simple

forms of chromium.
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(2) Decomposition products or intermediates might be sufficiently

volatile to be lost during sample preparation or non-atomic

volatile species might be formed in the graphite furnace.

(3) Naturally occurring volatile chromium compounds would be

susceptible to loss upon heating, especially in a vacuum.

(4) Muffle furnace ashing can lead to high values due to adsorption

of airborne chromium on the ash ; this adsorption would not be ob-

served in the blanks and would not be corrected for.

(5) There may be leaching of chromium from the ashing dishes by a

component of the biological material.

(6) Different forms of chromium can be adsorbed differently on the

surface of ashing and digestion systems.

(7) Incomplete digestion and ashing will lead to apparent losses

through processes (1) and (2) above.

IV. Conclusion

We are attempting to define the extent and significance of each of these

processes at physiological levels of chromium for different biological

materials. Only when these analytical variations are understood and accu-

rate, reliable values are defined for chromium in biological materials can

we fully proceed with the important task of putting the biological role of

chromium into its proper perspective.
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Low-concentration solutions of chromium (< 50 /ag/dl), in either aqueous or

biological matrices, frequently need to be stored for short or long term studies.

Storage at low temperatures is usually considered the best available precaution

against changes in concentration through adsorption or leaching or evapora-

tion of water. Polyethylene containers are not appropriate for storage of aque-

ous chromium standards of low concentration. Borosilicate glass containers

are preferred for the storage of low-concentration aqueous standards for up to

6 months. The stability of serum and plasma chromium concentration (<

0.2 —0.5 Atg/dl) is maintained in polyethylene vessels, if stored frozen at below

— 10 °C. Polycarbonate tubes were found adequate for storage of serum and

plasma for up to 2 weeks, under refrigeration at 4 °C.

Keywords: Adsorption losses; biological systems; chromium; stability;

storage containers.

I. Introduction

The importance and necessity for utmost accuracy in trace element

analysis has been increasingly recognized in recent years. The most sig-

nificant role played by essential trace elements in health and nutrition has

further stressed and emphasized this requirement for high accuracy in the

determination of trace elements. Precise and accurate analysis is essential

if meaningful results are to be obtained at low concentrational or absolute

*National Research Council Senior Resident Research Associate. Present Address: Visiting Scientist, Nutritional

Biochemistry Branch, Center for Disease Control, Atlanta. Ga. 30333.
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levels at which most essential trace elements are present in biological

specimens [1 ]. The reliability of any analyte determination is, in turn, a

direct function of the dependability, accuracy, and stability of concentra-

tion of the standard solutions against which the analyte concentrations are

measured. The integrity and stability of the standards, thus become ex-

tremely important in trace element analysis.

II. Discussion and Results

The loss of trace amounts of metallic ions on container walls during

sample collection, handling, and storage of aqueous solutions and biologi-

cal fluids has been recognized for some time. Trace element analysis and

problems of contamination are firmly and unavoidably linked. Contamina-

tion of the specimen through leaching or chemical interactions with con-

tainer material must, therefore, be considered as a relatively significant

source of error. In table 1 are presented some significant considerations

in regard to storage of specimens. As technology has advanced to achieve

lower detection limits, the need to prevent adsorption losses or leaching

gains of ions at the solution-container interface has become more signifi-

cant. Such changes in specimen concentration appear to vary with pH,

contact time with container, type of container, and solution concentra-

tions [2-8].

Table 1. Some important aspects of storage of specimens

Storage Container Material

Temperature of Storage

Duration of Storage

Contamination
External : handling, processing, airborne, evaporation, etc.

Internal: absorption, leaching, chemical interactions

In studies involving biological fluids, it is frequently impractical to

analyze the sample immediately following collection of the specimen. It

is thus most important to ensure that there be no changes in the composi-

tion of the specimen arising from either long or short term container

storage. Adsorption losses or leaching gains from the container surface

may alter the composition of the solutions that are otherwise stable. Ap-

propriate initial treatment of the sample and the container are, therefore,

as important as the sensitivity and accuracy of the method of analysis, if

the results are to be of any significance for a meaningful interpretation.
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Freezing of the sample immediately following collection can be helpful in

diminishing contamination of the metallic ions on container walls [3];

however, this method is not always practical and alternate procedures

must be sought in many instances.

A study of the correlation between chromium levels in different body

fluids and the incidence of cardiovascular disease (CVD) initiated under

the auspices of the National Research Council at the Clinical Sciences

Division of the USAF School of Aerospace Medicine, required the

acquisition of systematic information on the stability of low-concentration

solutions of chromium ions stored in glass, polyethylene and polycar-

bonate containers. The role of contamination during specimen collection

was also considered sufficiently significant to merit investigation.

Most previous studies reported in the literature [2-4,7-12] have been

limited to the investigation of the role of adsorption at the container walls

during short term storage (< 3 weeks). None of these investigations re-

ported on the long term losses from adsorption at the container surface,

nor was any effort made at investigating the effect of container pretreat-

ment on the stability of solutions stored in the various types of containers

used.

The results of a study of long term storage of low and very low concen-

tration aqueous solutions of chromium ions stored in either glass or

polyethylene containers are presented. The effects of a variety of washing

and pretreatment procedures on the surface adsorption by such con-

tainers was also investigated. Changes in chromium concentration were

followed by assaying the solution at various lengths of storage time by

flame and flameless atomic absorption spectrometry. These data are

presented in tables 2,3, and 4. The results of a study of the stability of

pooled blood serum stored in polyethylene and polycarbonate containers

at ambient temperature, +4 °C, and - 10 °C are shown in table 5.

Chromium contamination during specimen collection and processing was

also investigated. The levels of contamination in water or saline wash

solutions following passage through or contact with plastic and glass syr-

inges, polycarbonate tubes, polyethylene beakers, stainless steel or titani-

um blood collecting needles, HNO3 and Eppendorf tips are presented in

table 6.

The data represent the average of at least two atomizations of each test

solution which was also container duplicated. Furthermore, the study was

repeated at varying storage times extending up to 48 weeks. Peak ab-

sorbance on the recorder was used as a measure of the concentration of

the chromium ion. In the heated graphite flameless determinations, mea-

surement of peak height, rather than integrated absorbance, proved to be

a more sensitive measure of concentration. Steady and consistent
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Table 2. Stability of low concentration chromium solutions i50fjLg% Cr'^^) in glass and
polyethylene containers

(Acetylene-Air Flame AAS)

Prior

treatment

Stability (in weeks)

Glass

Unused Used

Polyethylene

Unused Used

Water washed
Acid washed
HCl + HNO3

Water washed
siliconized

Acid washed
siliconized

Acid washed
rinsed in

NH4OH (IN)

and siliconized

48

48

15

<1

48

48

48

48

48

40

24

1

36

36

40

36

16

Soaked in

chromic acid

and water washed

48

decrease in concentration greater than 2 standard deviations at each con-

centration level was used as the yardstick for establishing the maximum
period of stable storage in any container (see individual tables).

Stability of low concentration aqueous solutions of trace elements of

biologic interest during long periods of storage has not been investigated

previously. In as much as it is inconceivable that there could be any al-

terations in analyte concentration through evaporation, under the strictly

controlled experimental conditions of the present study, other possible

causes of changes in concentration must obviously be considered. Reac-

tivity of the container and the prior treatment to which it has been sub-

jected, the pH of the solution, the adsorption characteristic of the con-

tainer surface, and contamination from dissolution of metallic ions from

the container wall into the specimen are some of the more important

possible causes and sources of observed changes in solution concentra-

tion. For aqueous metal solutions of low concentration, possibilities of

gain through dissolution from the container or loss through adsorption

onto the container surface obviously assume great significance. The fact

that it is generally inadvisable, or in many instances impractical, to alter
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Table 3. Stability of very low concentration chromium solutions {2ixm% Cr^") in ^lass

and polyethylene containers

Prior

treatment

Stability (in weeks)

Glass

Unused Used

Polyethylene

Unused Used

Water washed

Acid washed
HCl + HN03(6A^)

12

12

Acid washed
soaked in

NH4OH (lA^)

and siliconized

12 12

Soaked in

chromic acid

and water washed

<24h» <24h'^ <1 hh <1 hb

* Determined concentrations elevated above base value.

Determined concentrations below base value with a tendency to equilibrate to original

levels following 96 hours of storage.

Table 4. Stability of very low concentration chromium solutions (lixg% Cr'^^) in glass

and polyethylene containers

Prior

treatment

Stability (in weeks)

Glass

New
Unused

Used

Polyethylene

New
Unused

Used

Water washed

Acid washed
HCl + HNO3 (6A^)

72 h

24 h»

Acid washed
soaked in

NH4OH (lA^)

and siliconized

<1 h^ <1 h«

Soaked in

chromic acid

and water washed

<1 h^ <1 h«

* Uneven fluctuations, low initial concentrations, tending to equilibrate to base values

within 72 hours and subsequently decreasing steadily.
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Table 5. Storage characteristics of serum {plasma) in polyethylene and polycarbonate
containers at different temperatures

Temperature of storage Polyethylene Polycarbonate

Ambient 25-28 °C <48 hours <96 hours

Refrigerated 4 °C <1 week <3 weeks

Frozen -10 °C "

^
>18 months >18 months

* Stabilized serum pool (5.0 Mg%) and unprocessed pooled patient specimens.

Table 6. Chromium contamination during specimen collection and processing

Level found in H2O or

Test material saline extract

(washed and unwashed) Cr+^ concentration

pg/ml*^

10 and 20 ml plastic syringes <4
10 and 20 ml glass syringes <4
15 ml PC tubes <4
Polyethylene beakers <4
18-8 SS. needles <4
Titanium needles <4
Ultrex HN03 <20
Eppendorf tips for micropipette occasionally

<20

^ Minimum detection limit for chromium = 4 X lO^^^g.

the pH of the sample during storage of body fluid specimens obtained for

trace metal analyses is equally important. Thus, the aqueous standards

employed in such studies must be maintained at their normal pH (deter-

mined to be between 8 to 8.5 in most instances in our study).

There are very few references in the literature reporting on the stability

of metal ion solutions of low or very low concentrations. Most previous

studies [2,4,7,1 1 ,12] have dealt with investigation of the changes in con-

centration of trace elements by adsorption at the container surface or

through evaporation. The effect of pH on adsorptive losses has also been

reported. A recent investigation [3] has dealt with the effects of pH on

the stability and solubility of a number of metal ion solutions of low con-

centration. No data are available which describe the effects of different

surface treatments of the container walls prior to storage of the specimen

or of the effects of the different materials commonly used in fabricating

laboratory containers (glass, polyethylene, polypropylene, and polycar-

bonate). We fill this gap in regard to the stability of chromium solution.
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Contamination of the specimen in trace element analysis has recently

been receiving considerable attention [1,13-15]. Contamination of

chromium solutions through leaching from glass or polyethylene con-

tainers should not be a serious problem since both these materials have

negligible chromium content. Consequently, adsorption losses are the pri-

mary hazard to the stability of chromium ion solutions of low concentra-

tion stored in glass or polyethylene containers. Borosilicate glass, with its

low porosity surface, should obviously be preferred over soft, soda glass.

Although polyethylene has generally been preferred for long term storage

of aqueous metal ion standards, several investigators have cautioned

against the use of acid washed polyethylene [ 1 6-2 1 ] . Our data unequivo-

cally estabUsh borosilicate glass as the material of choice for the storage

of low and very low concentration (> 1 /i,g/dl= > 0.01 /xg/g) chromium

ion solutions (tables 2, 3, and 4). The superiority of borosilicate glass over

polyethylene is demonstrated in both unused virgin containers and those

with prior use history, having been subjected to detergents, machine

washing, acid corrosion of the surface, and adsorption-desorption of vari-

ous contaminant. The data for the containers soaked in chromic acid ad-

duces strong evidence to the hypothesis of surface adsorption as a major

cause of the loss of metal ion concentration. It may be postulated that

soaking in chromic acid saturates all the adsorption sites on the container

wall and that a steady state of equilibrium is rapidly attained between the

specimen solution and the container surface. In case of the polyethylene

and polypropylene containers, the surface etching is a strong possibility.

This would increase the surface area and thus the adsorption sites. Our
data support this line of reasoning and chromic-acid soaked polyethylene

containers were the worst vehicles for long or short term storage of

chromium ion solutions.

Siliconizing of a glass surface has long been accepted as an effective

solution to the problem of surface activity, resulting in adsorptive losses

at the container surface. Siliconizing of both glass and polyethylene con-

tainers according to the procedure recommended by the manufacturers of

SILICLAD, did not prevent adsorption losses of Cr for either material.

However, if the surface of glass containers was soaked in IN NH4OH
prior to siliconizing, the adsorptivity was significantly diminished, and

chromium ion solutions stored in glass containers subjected to such treat-

ment maintained their original concentrations for up to 48 weeks. Similar

treatment was not as effective in case of polyethylene containers, as is

shown in tables 2,3, and 4.

Storage of serum specimens at various temperatures in a variety of con-

tainers was also investigated. The data in table 5 indicate that polycar-
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bonate is the best material, ordinarily in use, for the storage of serum and

plasma specimens. It shows superior performance at all temperatures in-

vestigated. However, polyethylene containers are equally efficient if the

specimens are stored frozen at — 10 °C.

Contamination of blood during specimen collection has been assumed

to be an unavoidable hazard. Some investigators have reportedly used

aluminum needles in preference to the stainless steel blood collecting nee-

dles [22,23]. We have investigated the effects of contamination from a

variety of materials commonly utilized in the collection of blood

specimens. The data show no measurable contamination from chromium

leaching into water and saline even following repeated contacts with these

various materials. However, this is not conclusive evidence for the

absence of measurable contamination of blood or serum and it remains to

be seen if the above observations can be extended to these biological

specimens as well.
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This report describes a new method of state analysis by plasma spec-

trometry which is found to be very useful for preliminary analysis of natural

samples. An induction furnace or an electric heater is used for the vaporization

of this solid sample and the resuhing gas is introduced into the plasma torch.

The vaporized sample enters the plasma flame in the order of height of boiling

point and depends upon the temperature gradient of the furnace.

Keywords: Plasma spectrometry; preliminary analysis: specimen decom-

position: specimen evaporation.

Radio frequency discharges produced at atmospheric pressure and hav-

ing a flame-like geometry can be used as excitation sources in optical

emission spectrometry. This report describes such a discharge which

operates in a capacitive coupled mode at a frequency of 2450 MHz and is

powered by a 350 W magnetron. The analytical sample initially in solid

form is supplied to the discharge as a vapor obtained through a thermal

generator external to the discharge. The vapor was produced in this arc by

an electrically heated oven-like unit or by an induction furnace. This last

mode of operation is illustrated in figure 1 . The discharge is produced in

argon while the carrier gas used to entrain the analytical sample vapor is

nitrogen.

The source was used to determine mercury, arsenic, and silica in or-

ganic (bovine liver, SRM-1577) and inorganic (coal SRM-1632) samples

with good sensitivity.

As a result of the thermal vaporization process of the analytical sample,

it was possible to identify the molecular species from which Hg, As, and

Si originated by operating the sample oven at a predetermined tempera-

ture. Figures 2, 3, and 4 illustrate the results obtained for the molecules

621
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HgCl2 and Hg2Cl2, AS2O3 and AS2O5, and Si and Si02 respectively. In this

last case a low boiling Si compound was observed in bovine liver (SRM-
1577).

1" N2 (carrier gas)

Figure 1. Schematic illustration of a capacitive coupled 2450 MHz RF-discharge operated by

a 350 W magnetron. The flame-like discharge which is produced at the extremity of the

electrode is supplied with the analytical sample vaporized in an induction oven external to

the discharge.
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Figure 2. Fractional vaporization of Hg from HgCL and Hg2Cl2 and excitation of Hg.
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X

0

Time (temp)

Figure 3. Fractional vaporization of As from AS2O3 and AS2O5 and excitation of As.
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Figure 4. Fractional vaporization of Si and Si02 and excitation of Si.
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The use of a special room in which to prepare samples and high-purity re-

agents has become standard now. However, without adopting and judiciously

following special operating procedures to cope with those factors which affect

the accuracy of trace analyses, the analyst may encounter serious problems.

Special operating procedures have been followed within the sample prepara-

tion laboratory to provide representative aliquots of aquatic-related samples

(fish, aquatic insects, water, and water sediments) to other analysts for multi-

ple element determinations. Procedures or preparation techniques employed

for aquatic-related samples have been directed toward the final use of NAA,
SSMS and AA for the desired determinations. Criteria have been established

to aid in the selection of applicable analytical methods. Consideration is given

to determining what degree of accuracy is adequate and to the expense neces-

sary to achieve this accuracy. By following sound sample preparation

procedures in the sample preparation laboratory and by taking great care in

making the final determination or measurement, significant reductions in

analytical costs can be realized without compromising the accuracy of the

analysis.

Keywords: Aquatic insects; atomic absorpfion; clean room: fish; mini-com-

puter; sample preparation; toxic metals; trace determination.

I. Introduction

The demand for accurate trace analyses has risen greatly over the past

few decades and is not expected to subside. As industrial and research

facilities manufacture and develop new products, an ongoing need for

*Oak Ridge National Laboratory is operated by Union Carbide Corporation for the U.S. Atomic Energy Commission.
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more sensitive and improved trace analytical techniques confronts

analytical chemists. This need is compounded, unfortunately, by the rush

to fulfill the nation's insatiable needs for energy. Unless effective environ-

mental controls are used, an increase in atmospheric, terrestrial, and

aquatic pollution will occur. With the delay of using approved controls for

effluents and the natural belated effectiveness of others, efforts must be

expanded to understand and quantify the resultant environmental impact

from energy production. Such efforts are being undertaken.

Baseline studies have been and are now being made at quasi-pristine

watersheds in order to characterize the speciation of trace elements and

nutrients. The selection of such areas is always tainted with reservations.

Nevertheless, it is thought by making such studies, the insults to receiving

waters and forest lands from urban and industrial complexes can be

realistically evaluated. Accurate trace analytical techniques must be em-

ployed in support of both baseline and man-made pollution studies.

II. Sample Preparation

In order to minimize the effect of those factors which have an influence

on the accuracy of trace analytical methods [ 1 ] , it is now common prac-

tice to use special sample preparation laboratories [2,3]. A variety of

such laboratories are in existence, many of which were designed to fulfill

certain needs. An example of a laboratory used for processing aquatic

samples for the analyses of mercury, selenium, cadmium, lead, and zinc is

shown in figure 1. The masonry walls within the room have been coated,

exposed metallic surfaces on work benches and hood ledges covered, and

the floor and ceiling joints sealed to reduce sources of dust particles, thus

augmenting the air filtration system. All of the input air is passed through

a roughing filter and a high efficiency particulate filter, thus reducing the

concentration of many airborne contaminants. This sample preparation

laboratory is maintained under a positive pressure at all times with the use

of air locks as entry ways. One of these entry ways is shown in figure 2.

Entry into the laboratory is controlled and special clothing is required.

Special operating procedures are employed to provide representative

aliquots of samples for multiple element analyses since some of these

analyses are performed by neutron activation techniques coupled with

gamma-ray spectrometry, atomic absorption spectrometry, spark-source

mass spectrometry, and cold vapor atomic absorption. An example of one

successful procedure (due perhaps to its simplicity) that has been em-

ployed with numerous fish samples taken from both baseline study areas
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Figure 2. Air lock entrance to sample preparation laboratory.
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and impacted areas involves the blending of fish muscle, skin, and organs

with measured amounts of double distilled— predeionized — distilled

water. Cross contamination of samples is reduced by judiciously follow-

ing a prescribed cleaning procedure for the nondisposable blending equip-

ment. Experience has shown that the water to tissue ratio will vary

between 2 and 5 depending upon the consistency of homogenates desired.

Aquatic insects present a more difficult processing and distribution

problem. Liquid nitrogen is used to harden the insects to facilitate crush-

ing. Though this processing procedure can withstand improvement, the

analytical results obtained from homogenates of insects have been

satisfactory.

Representative homogenates are analyzed directly by neutron activa-

tion analysis, or they are dissolved and analyzed by other multielement

techniques such as atomic absorption spectrometry or isotope dilution

spark-source mass spectrometry. Dissolutions are performed by a wet-

pressure method [4] or with the special flasks shown in figure 3. Special

mercury analyses are performed by the classical cold-vapor atomic ab-

sorption method, using the instrumentation shown in figure 4.

Figure 3. Dissolution flasks for aquatic samples.
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Figure 4. Cold vapor atomic absorption instrumentation for mercury analysis.

III. Improving Reproducibility

To improve the accuracy and precision of the analyses using the mul-

tielements methods mentioned above, the acquisition and reductions of

data are performed with the aid of mini-computers.

For example, a PDP-8/e computer, coupled to an atomic absorption in-

strument, is programmed to calculate absorbance values from sample,

standard, and dark current readings. The FOCAL program may be used

for the manual entry of data from other analyses dependent on standard

caHbration curves.

Another program, MONSTER, is used with a PDP 1 5/20 computer for

the resolution and isotopic identification of Ge(Li) gamma-ray spectra

[5]. This machine routine is used routinely to process neutron activated

samples at both the Oak Ridge Research Reactor and the High Flux

Isotope Reactor.

A PDP 8/e computer is used to facilitate the reading of photo plates as-

sociated with spark-source mass spectrometry. In addition, an IBM 1 130

is used for other data processing. The programming used allows percent

transmittance data acquired by the computer to be transferred automati-

cally to an emulsion calibration program.
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These added features to the analytical instruments not only make each

method more competitive, but they simplify the reduction of data in a

rapid and relatively error-free manner. The analytical chemist responsible

for obtaining multiple analyses must decide which of the methods to use

and when. These decisions must be made with an unbiased awareness for

the capability of the methods available and should be based on established

needs. Such needs include the accuracy, precision, and sensitivity

required; the number and type of samples; and the analyses of interest.

Other considerations involve sample size and the type of processing, if

any, that will be required.

Some investigators have adopted decision-making procedures to aid in

the selection of proper instrumentation [6] or to establish the optimum
alternatives from a preselected group [7 ] . This latter procedure has been

studied and was found applicable for selecting analytical methods for mer-

cury, selenium, cadmium, lead, and zinc in aquatic samples and other

trace elements in various matrices. In this method of decision-making, the

methods and alternatives (desired criteria) are graded or given numerical

weights. Such an exercise is not only enlightening, but it also points out

the need to maintain a multi-method capability. By following good sample

preparation procedures in the sample preparation laboratory and by

selecting the best analytical method based on some forethought and

method evaluation, significant reduction in overall costs may be realized

without compromising analytical accuracy.
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The time lapse between the collection of aqueous environmental samples

and the analysis affects the original ionic concentration. Studies have proven

the nonionic species in a water sample have more of an effect on the veracity

of an analysis than the "container wall" effect, and that adjustment to a pH of

2 at sample collection time is a "Pyrrhic victory." Lead, for example, will com-

monly increase an order of magnitude when unfiltered samples are adjusted to

a pH of 2 upon collection. This effect is greatest when elemental ions are

present in the ng mh^ range and lessens as the original ionic concentration in-

creases.

Data is presented that behooves filtration of stream water and rainwater

samples prior to any acidification step. The need to acidify the resulting filtrate

is also discussed. Lithium, sodium, potassium, cesium, magnesium, calcium,

strontium, manganese, iron, copper, silver, zinc, cadmium, aluminum, indium,

and lead are examined. The insoluble phase retained on the filter can be

digested with acid and also analyzed. The separate analysis of the filtrate and

filter will give a true representation of the occurrence of these metals in nature.

Flame and flameless atomic absorption and emission are used to perform the

trace analyses.

Keywords: Filtration losses; metallic ions; pollution monitoring; rainwater

analysis; sample stability; surface water analysis.

I. Introduction

It is generally impossible to perform an analysis on aqueous environ-

mental samples immediately after the samples are taken in the field.

Because of a time lapse between the collection and the analysis of such

*Present address: Instrumentation Laboratory, 1 Peninsula Place, 1710 South Amphlett Blvd.. San Mateo, Calif. ^4402.
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samples, the original ionic concentrations may no longer be truly

represented. Such knowledge is of importance in determining the fate of

metallic ions introduced into an aqueous system, i.e., if the metal of con-

cern is associated with a particle in a stream it may eventually become a

component of the sediment; however, if it remains in solution it may find

its way into public water supplies.

Attenuation of ionic concentrations has been reported in a number of

published studies on the storage of aqueous solutions. Table 1 reviews

these accounts. Only the parameters relevant to this present study are

tabulated. Contradictions are evident between the various studies. For

example, references [16] and [17] present data showing the instability

of Ag at a pH range of 3.8 to 4.5 when stored in borosilicate containers

while reference [2] found that Ag was stable at a pH of 3.8 when stored

in brown borosilicate containers but that losses did occur at pH 3.8 if

polyethylene containers were used. Meanwhile, reference [8] reports

that Ag in seawater is stable in polyethylene containers in the pH range of

3.5 to 4.0. Reference [7] finds that Cd is stable over apH range of 3 to 10

in polyethylene containers but reference [5 ] shows that loss can occur in

the pH range of 7.5 to 8.0. Reference [7] discloses that Cd losses do not

occur at a pH less than 7.0 in borosilicate containers but reference [15]

reports losses at a pH greater than 5.0. Other discrepancies are also readi-

ly apparent for Ca, Sr, Mn, and Zn, while agreement is better for the

remainder of the metals. Losses are generally attributed to an adsorption

of the ions onto the container material. Precipitation out of solution was

recognized as a possible cause by references [3,13-15]. Where losses

have occurred there is agreement that adjusting the pH to 1 to 2 will main-

tain ionic concentrations. Only references [5] and [6] have considered

the importance of naturally occurring suspended particulate formations,

but have studied their effect on a limited number of ions. Most of the

authors used a deionized or distilled water matrix over various pH ranges

to draw conclusions about environmental water samples which are never

in a deionized state.

This paper examines the stability of 15 cations in genuine environmen-

tal aqueous matrixes and takes into consideration the influence of

suspended particulates. The results are useful not only for determining the

storage conditions needed to maintain accurate sample solutions, but also

the environmental effect of certain cations when they are added to exist-

ing water bodies.
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II. Sampling

Five types of surface waters were sampled: a river, a small urban

stream, a residential pond, a city park pond, and a recreational lake. It had
not rained for 8 days, so there was no current runoff into these systems.

The small urban stream was sampled again immediately after a period

of heavy thunderstorms. Runoff into the stream had raised it several feet,

so it was considered to be representative of a highly dynamic system with

equilibrium between soluble and particulate phases not yet established.

This occurred 5 days after the first sampling.

Five rainwater samples were also taken. Four were from a highly indus-

trial area and the other from an urban area that had only minor industrial

development.

All of the samples were taken during summer months.

III. Experimental Procedure

The experimental treatments on the rainwater and urban stream post-

rain are given in tables 2 and 3. The handling of these samples was similar

to that explained below.

Treatments on the pre-rain surface waters, given in table 4, were more

extensive. After the pH was measured, half of each sample was filtered,

divided into 100 ml portions, and dispensed into white translucent

polyethylene bottles (Nalge). Filtration was completed within 5 to 7 hours

after collection. The unfiltered half of the sample was also divided into

100 ml portions and dispensed into the same type of bottle. A set of fil-

tered and unfiltered samples at their natural pH was also frozen to be

analyzed at a later date. Both the filtered and unfiltered samples were then

adjusted to various pH ranges with HNO3. After 7 days, some of the sam-

ples were spiked with known amounts of metallic ions, and these addi-

tions did not appreciably alter the natural pH. After 24 days storage from

the start of the experiment, all unfiltered samples were filtered and por-

tions of some of the previously filtered samples were refiltered. The fil-

trates of previously unfiltered samples were reduced to pH 1.9 if they had

not been previously adjusted. The previously filtered samples and refil-

tered samples that were stored under natural pH conditions were

dispensed into new polyethylene bottles and reduced to pH 1.9. Before

filtrations all bottles were placed in an ultrasonic bath to disperse any par-

ticles that might have become attached to the container walls. Analysis of

the metallic ions was then completed in 1 to 7 days.
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IV. Apparatus and Techniques

The samples and blanks were filtered through 47-mm, 0.45-/xm pore

diameter (Millipore MF), with a holder made of borosilicate glass and a

stainless steel screen filter support. The filters were leached with 100 ml

of either deionized water or .016A^ HNO;3 for natural pH and reduced pH
samples, respectively. This procedure also acted as a final rinse to remove

any contamination to the apparatus that could have occurred during its

setup. After filtration, samples were only handled inside a laminar flow

clean air bench.

Instrumentation Laboratory (IL) models 151 and 353 atomic absorp-

tion/emission spectrophotometers were used. The flameless atomizers

used were an IL model 355 tantalum ribbon [18] and Varian Techtron

model 63 carbon tube furnace [19]. For determinations with a flame, air-

acetylene was used. Specific instrumental methods and preparation

techniques are given in table 5. The rationale for the particular extraction

systems, apparatus, and techniques have already been explained [20].

After use, extraction flasks were rinsed with acetone, soaked in \.6N

HNO3 for 15 minutes, and rinsed three times with deionized water in a

clean air hood.

V. Results and Discussion

Tables 2 and 4 present the average normalized results obtained from

the various treatments of the surface waters. The determinations were

normalized by dividing the concentration of each storage condition of un-

spiked samples for a given element, by the concentration of the particular

element adjusted to pH 0.7. Then the normalized results of each treat-

ment, were averaged over all unspiked samples. The samples adjusted to

0.7 pH were assumed to be representative of the original ionic concentra-

tions. This is justified by the complete agreement among the works cited

in table 1 that samples below pH of 2 will maintain complete ionic concen-

trations. The exception was Cd, where some of the samples of pH 0.7

yielded results which strongly suggested that they had been contaminated

with a Cd source somewhere in handling. Therefore, the sample of pH 1.9

were taken as the original concentration for Cd. This is still in agreement

with the previous works and also the author's own experience with the

stability of Cd solutions. Where the samples were spiked, the amount was

mathematically added to the 0.7 pH concentration of the element and this

was taken to be the original concentration. The results were then treated

as the unspiked samples.
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Li, Na, K, Cs, Mg, Ca, and Sr generally had no significant departures

from their original concentrations in the pre-rain samples, although in two

of the samples K had increased about 10 percent when they were stored

unfiltered. Li, Mg, Ca, and Sr increased under some of the unfiltered

storage conditions in the sample of the urban creek taken after a rain.

Mn, Fe, Cu, Cd, In, and Pb displayed some changes several orders of

magnitude from their original concentrations. Notably among these was

the reduced recovery of these metallic ions from unfiltered spiked sam-

ples and high recovery from the unfiltered samples stored at 1 .9 pH. Refil-

tering of the samples caused additional losses. It cannot be concluded

from this study whether the loss was due to an invisible precipitate which

was removed when filtered, or if ions were adsorbed onto the filter. The
recovery of these ions spiked into once-filtered samples were somewhat

higher than would have been predicted from the results given in table 1

,

the greatest loss being 20 percent for Pb.

The rainwater samples displayed better ionic stability during storage,

probably because their natural pH was already acidic. The wider devia-

tions of Li were due to concentrations near its detection limit, resulting in

poor precision.

The affinity for particles of Mn, Cu, Cd, and Pb was in agreement with

past works [21-26] which have established that these metals are found in

association with sediments.

In a separate study it was established that Ag in rainwater and hail sam-

ples is stable for at least 30 days if Na2S203 is added to the container prior

to collection. Additional details can be found elsewhere [20]

.

VI. Conclusion

Removal of ions by adsorption onto container walls is insignificant

compared to losses to the particles present in all natural aqueous systems.

In nature, particles act as a storage medium for certain metallic ions which

can be released back into solution under lower pH conditions, as

evidenced by this study, and by certain complexing agents [27]. To
discern the total metallic pollution in surface waters, the sediment must be

analyzed as well as the aqueous phase.

Additional losses may result from precipitation reactions or adsorption

onto the filter medium. Losses to the filter are probably more serious for

lower concentrations and the higher pH.

Naturally alkaline samples must be filtered as soon as possible after

taken in the field and prior to any acidification step if the distribution
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between the soluble and particulate phases of metallic ions is to be deter-

mined. Samples which already exist in nature in an acid pH range tend to

be more stable as illustrated by the rainwater study.
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Resin-loaded papers, composed of approximately 50 weight percent cellu-

lose and 50 weight percent resin, provide an ideal medium for sampling large

volumes of solution, then determining the concentrated elements by either

fluorescent x-ray spectrography or neutron activation. This combination of

chemistry and spectrography offers a versatile quantitative approach to the

determination of trace elements in the ppm-ppb range. Standards and un-

knowns are prepared by either multiple filtration of solutions through two or

more papers to measure the collection efficiency or a radiotracer is added to

the solution to serve as a collection monitor. Reagent and paper blanks are in-

corporated into the analytical procedure. Papers containing strong acid or base

resins collect a wide range of ions. Specific ions are collected by either chemi-

cal processing of the solution prior to filtration through the resin-loaded paper

or by the use of papers loaded with chelating resins having high specificity.

Advantages of the resin-loaded paper approach prior to spectrography are:

Improved analytical accuracy as the standards and unknowns are present in

similar matrices; sampling errors are reduced and sensitivity significantly in-

creased by concentration of the elements from a large volume of solution; and

x-ray and gamma-ray spectral interferences are greatly reduced compared to

bulk analysis. Also standard papers can be reused and stored indefinitely for

x-ray applications.

Examples of published applications to a wide range of industrial, environ-

mental, and health problems are summarized together with applications by the

Bureau of Mines to metallurgical and mining problems. Potential applications

of new ion exchange resins and reagent-loaded papers are also considered.

Keywords: Ion exchange; sampling; x-ray fluorescence.
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I. Introduction

Fluorescent x-ray spectrography, using either multichannel

wavelength-dispersion or high resolution energy-dispersion techniques

(EDXA), is receiving increasing interest for simultaneous multielement

trace analysis. However, because of the very limited depth of direct x-ray

analysis using K or L x-rays, the effective sample volume is of the order

of 1 cubic centimeter or less. This small sample volume coupled with a

high background of scattered radiation imposes a practical detection limit

of 1 to 100 parts per million for direct x-ray analysis. Sampling errors may
also be significant because of the limited quantity of sample being

analyzed.

X-ray spectrography is applicable to microgram and, in favorable cases,

submicrogram amounts of most elements. Therefore, one general ap-

proach for extending the capabilities of x-ray spectrography into the parts

per billion range is to concentrate the elements of interest in ion exchange

resin-loaded papers [ 1-3 ]. Advantages of this approach are: reduction of

interelement effects because standards and unknowns have a similar low

x-ray absorbing matrix; physical variables such as metallurgical history,

grain size, and surface preparation are eliminated; and of the most im-

portance, sampling errors are significantly reduced and sensitivity greatly

increased by concentrating the trace elements from large samples.

Similar advantages apply to the use of resin-loaded papers in neutron

activation analysis (N AA). Despite the inherent sensitivity of neutron ac-

tivation, the practical concentration levels that can be determined by

direct NAA procedures are seriously limited when applied to many real

samples. The size of the sample, which can be used in direct NAA, is

limited to a maximum of a few milliliters or grams because of the high

radioactivity generated from the matrix and because of the physical

limitations of sample size for controlled exposure to the neutron flux.

However, large samples, several liters or hundreds of grams, are often

required to reduce sampling errors characteristic of trace elements in non-

homogeneous materials, or to increase the signal from the element of in-

terest to a statistically meaningful level.

The recent advances in high resolution detectors have greatly reduced

the problems of spectral interference in multielement trace analysis [4],

but there are still many unsolved problems. One approach to matrix

problems is to separate trace metals from the bulk matrix after irradiation.

"Hot" chemical separation requires special facilities and equipment to

handle the highly radioactive samples. In the case of short-lived nuclides,

the time required for chemical separation often precludes the use of this
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technique. These limitations in NAA can be overcome by using separa-

tion and concentration techniques prior to activation [5]. Ion exchange

resin-loaded papers offer the same advantages for NAA as for EDXA.
Elements collected in these papers are in a matrix of low atomic number

elements —carbon, hydrogen, oxygen, nitrogen, sulfur — that have low x-

ray and gamma-ray absorption coefficients, insignificant cross sections

for thermal neutrons, and/or short half-lives. The need for "hot" chemis-

try is eliminated by concentrating the elements of interest into resin-

loaded papers prior to neutron activation.

II. Procedure

Resin-loaded papers are composed of approximately 50 percent cellu-

lose and 50 percent powdered ion-exchange or chelating resin. Incorpora-

tion of the resin in a thin paper disk provides a convenient media for han-

dling small quantities of resin and for supporting the resin in the analytical

instrumentation. Standards and unknowns are prepared on similar resin-

loaded papers, providing a match that is often impossible to achieve in

direct x-ray or neutron activation analysis.

The general analytical procedure consists of the following steps:

1. Dissolution of the sample, or selective dissolution of the element or

elements of interest.

2. Adjustment of pH, addition of complexing or masking agents, or

other chemical treatment that may be necessary to achieve the selectivity

desired in the ion-exchange process.

3. Collection of the desired elements on a resin-loaded paper disk by

filtration or by suspension of the disk in the solution.

4. X-ray or neutron activation determination of the elements on the

dried resin-loaded disk, using disks containing known quantities of the

elements as standards.

The sample size is restricted only by the volume which may be con-

veniently handled during chemical treatment. For example, parts per bil-

lion and parts per million levels of gold have been determined in geologi-

cal materials using samples of 200 grams [6] and, subsequently, up to

500 grams in the authors' laboratory using resin-loaded papers in com-

bination with NAA and x-ray techniques. Large samples are essential for

precise results in analyzing materials containing randomly distributed par-

ticles. For example, in analyzing a gold ore. Chow and Beamish [7] ob-

tained values ranging from 7.2 to 50. 1 parts per million gold using 50 milli-

gram samples and direct NAA. Using 25 gram samples of the ore and the
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resin-loaded paper technique, results obtained by the Bureau of Mines
ranged from 9.4 to 11 .5 parts per million [6 ]

.

III. Resin-Loaded Papers

The commercially available resin-loaded papers are prepared from ion-

exchange resins that are strong acid or weak acid cation exchangers or

strong base or weak base anion exchangers. These resins are relatively

nonselective, collecting almost all cations or anions from solution accord-

ing to an order to preference based on the size, charge, or other properties

of the ions. If a wide range of ion collection is desired, consideration

should be given to incorporation of a mixture of cation and anion resins

into a paper [8]. Physical and chemical properties of commercially

available resin-loaded papers are summarized in previous publications

[ 1 ,2 ] . Any chelating or ion-exchange resin has the potential of being

made into a resin-loaded paper. The particle size should be quite

small — about minus 300 mesh — for good filter paper properties. Consulta-

tion with reviews of ion exchange, such as those published every 2 years

by Analytical Chemistry, provides a source of ideas for new resin-loaded

paper possibilities.

IV. Selectivity

It is often desirable to concentrate a single element or a group of ele-

ments away from the major constituents of a sample. This selectivity may
be achieved in several different ways:

1 . Use of selective resin-loaded paper.

2. Introduction of complexing or masking agents into the solution prior

to resin-paper collection.

3. Manipulation of pH prior to resin-paper collection.

4. Preliminary chemical separation such as solvent extraction, selec-

tive precipitation, or column ion exchange, followed by resin-paper col-

lection. Examples of each of these techniques are given in earlier publica-

tions [1-3].

The determination of different chemical forms of an element is possible

using the approach employed for determining the methylmercuric and

mercuric forms of mercury [9]. To achieve this separation, two specially

prepared resin-loaded papers were used. Both papers were made for the
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authors' laboratory by H. Reeve Angel & Co. using minus 325 Chelex

lOOresini
[ 10] , and Srafion NMRR resin [11]. Chelex 1 00 resin-loaded

paper is very selective for the mercuric ion at low pH, as shown in figure

1. In contrast, methylmercuric ion is not retained by Chelex 100 resin but

is collected by the Srafion NMRR resin. Passing a solution through these

two resin-papers in series thus provides a means of determining the forms

of mercury in the sample by either NAA or x-ray spectrograph y.

CHELEX ICQ
pH 0.6

CHELEX 100

pH 4

Fe Ni Cu Zn Hg Hg Hg

I

I

-

I |i I

,1 .

1 .
I

.

6 8 10 12 14

ENERGY, keV

Figure L X-ray spectra for comparison of selectivity for Hg, Fe, Ni, Cy, and Zn by Chelex

100 resin-loaded paper at pH 4 and pH 0.6 [9].

The impregnation of ordinary filter papers with ion exchangers shows

great promise. This approach has already found wide application in paper

chromatography [12]. Inorganic ion exchangers are especially popular

because of their selectivity, e.g. eerie antimonate and tungstate for mercu-

ry; zinc and cobalt ferrocyanides for silver; tin arsenate and chromium

phosphate for alkali metals; titanium selenite for cadmium; titanium

vanadate for strontium; and chromium molybdate for lead [12].

Stannic tungstate papers were prepared by the authors using the

procedure described by Qureshi and Mathur [13]. Whatman No. 2 filter

paper was cut into 3.5 cm diameter disks and dipped into a stannic

chloride solution followed by 5 seconds in a hot sodium tungstate solution

then washed sequentially with dilute nitric acid and distilled water. The
stannic tungstate, that precipitates in the fibers of the filter paper, pro-

vides exchange sites for lead ions. The collection of lead from pH 4 solu-

tion is demonstrated by the x-ray spectra shown in figure 2. Organic ion

exchangers warrant consideration for NAA and x-ray applications

'Reference to specific brands is made for identification only and does not imply endorsement by the Bureau of Mines.
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SnW04 LOADED
PAPER
pH 4

W L/3

Figure 2. X-ray spectra of stannic tungstate paper after collection of lead.

because these reagents are composed of low atomic number elements. Or-

ganic exchangers having good potential include dithizone [14], 2-

thenoyltrifluoroacetone [15], and bathocuproine [16].

V. Radiotracer Collection Monitors

To obtain quantitative results, the ion exchange resin-loaded paper col-

lection process must either be quantitative for the elements of interest, or

the extent of separation and collection must be adequately monitored. A
resin-loaded disk is a very short ion-exchange column — the column length

is equal to about the thickness of construction paper. Several filtrations,

usually five to eight, are necessary to reach equilibrium between the solu-

tion and the resin particles. To check for quantitative recovery of ions
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from solution, it is advisable to filter the solution through a second and

third disk and determine the elements on all three disks by either x-ray or

NAA. An alternate approach that the authors have found very useful is to

use a radioactive tracer as a collection monitor. The chemical behavior of

a radioactive isotope of an element is the same as the naturally occurring

nonradioactive isotopes of that same element if the isotopes are in the

same chemical form. Therefore, the ratio of radioactive to natural

isotopes of the element will remain constant throughout any subsequent

chemical or mechanical treatment steps, e.^., solvent extraction, ion

exchange, precipitation [17]. A measurement of radioactivity on stan-

dards and unknowns provides a reliable value for the quantitativeness of

the collection process. Using a radiotracer monitor, it is not necessary to

collect 100 percent of the ions of interest, therefore, nonstoichiometric

procedures can be utilized. A good example is the "danglation" procedure

employed by the authors' laboratory for the determination of gold in low

grade ores [6]. A selective ion exchange resin-loaded paper was simply

suspended overnight in a solution containing natural gold and a gold

radiotracer (see fig. 3). Approximately 10 to 30 percent of the gold was

collected in 16 hours. Even with this low and variable collection, quantita-

tive analyses were achieved by using the collection monitor.

The authors' applications of radiotracer collection monitors with resin-

loaded papers-NAA can be grouped into three categories. The first clas-

sification is a collection monitor that is not produced during neutron ac-

Figure 3. Collection of gold by suspended ion exchange resin-loaded paper disk.
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tivation of the sample. As an example, the cyclotron-produced isotope

i^^Au was used as the collection monitor for the determination of parts per

billion concentrations of gold in geological samples [6]. The only natu-

rally occurring isotope ^^^Au, undergoes an (n,7) reaction during thermal

neutron irradiation yielding i^^Au, having a major gamma-ray peak at 412

keV. The ^^^Au monitor emits characteristic x-rays in the 67 to 80 keV
range, therefore, the spectra of ^^^Au and ^^^Au are easily resolved with a

scintillation detector.

In the second category, the radiotracer isotope is of the same element

that is being determined; however, small amounts of the radiotracer are

produced during thermal neutron irradiation of the naturally occurring

isotopes. In order to be a useful monitor, the radiotracer isotope must ac-

tivate at a much slower rate than the isotope being determined. An exam-

ple is the use of '^^^Hg as a collection monitor in the determination of mer-

cury in aqueous samples. Mercury has a stable isotope ^^^Hg with a ther-

mal neutron cross section for the reaction 202Hg(n,7)203Hg that is about

three orders of magnitude less than the principal reaction i96Hg(n,y)i^7Hg.

Therefore, the activity of the collection monitor ^^^Hg is counted prior to

activation, then the neutron produced ^^^Hg is used to determine the mer-

cury concentration in the sample. There is a thallium K x-ray peak at 72

keV from the ^osHg tracer that interferes with the 68 keV Au K x-rays and

77 keV gamma-ray peaks from the ^^^Hg when using the low resolution

scintillation detector. However, this spectral interference is easily cor-

rected as the magnitude of the interfering peak is directly proportional to

the height of the principal gamma-ray peak for '-^^^Hg. The use of a chelat-

ing resin-loaded paper that is selective for the noble metals and mercury

eliminates problems of spectral interferences from other elements.

In the third category, the chemical properties of the radiotracer and the

elements being determined are similar; however, the radiotracer has a dif-

ferent atomic number. For example, the authors used cyclotron-produced

Au as a collection monitor for the determination of platinum, palladium,

and gold in geological samples. Srafion NMRR chelating resin-loaded

paper was used to concentrate the noble metals. Although the collection

rate was different for each of the three elements, acceptable analyses were

obtained by adding the ^^^Au collection monitor to both standards and

unknowns. Typical calibration data are shown graphically in figure 4.



Law and Campbell 657

VI. Conclusions

Resin-loaded papers can greatly extend the range and versatility of x-

ray spectrography and neutron activation for trace analyses. Chemical

preconcentration into the resin-loaded papers reduces or eliminates

problems of matrix correction, variations in physical properties of the

sample, increases sensitivity by several orders of magnitude, and

decreases sampling errors. Suitable standards are easily prepared to

match the samples. Problems in nonstoichiometric collection of micro-

gram quantities from complex solutions can be overcome by the use of

radioactive collection monitors. With the commercial availability of

dedicated computers coupled to neutron activation and energy dispersion

x-ray systems, the use of preconcentration techniques, such as resin-

loaded papers, will be of increasing importance.
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