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# DETERMINATION OF MUTUAL COUPLING BETWEEN CO-SITED MICROWAVE antennas and calculation of near-Zone electric field 

By
C. F. Stubenrauch and A. D. Yaghjian

The theory and computer programs which allow the efficient computation of coupling between co-sited antennas given their far-field patterns are developed. Coupling between two paraboloidal reflector antennas is computed using both measured far-field patterns and far-field patterns which were obtained from a physical optics (PO) model. These computed results are then compared to the coupling measured directly on an outdoor antenna range. Far fields calculated using the PO model are compared to those obtained from transformed near-field measurements for several reflector antennas. Theory and algorithms are also developed for calculating near-field patterns from far fields obtained from the PO model. Documentation of the near-field and coupling computer programs is presented in the appendices. Conclusions and recommendations for future work are included.
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## INTRODUCTION

This report discusses work done at the National Bureau of Standards (NBS) concerning problems related to the prediction of mutual coupling between antennas and the prediction of antenna near fields. In addition, comparisons for several paraboloidal reflector antennas were made between far-field patterns obtained from near-field measurements and those which were predicted using a physical optics (PO) model for the antennas.

A consequence of the scattering matrix theory of antennas and antenna-antenna interactions developed at NBS over the past 20 years [1] is that mutual coupling and near fields can be calculated provided the plane-wave spectra for the antenna or antennas are known. The essential, propagating part of a spectrum is related by a simple expression to the antenna's far-field pattern which may be determined, e.g., through model computation, direct far-field measurements, or transformed near-field measurements. For engineering studies of co-sited coupling or antenna near fields, expressing the quantities of interest in terms of the far fields proves especially convenient. In many cases the measured patterns are unavailable. Because it is possible to predict these patterns by employing a suitable model, part of the work described herein discusses the capability of a particularly convenient and efficient model: the physical optics computer program obtained from the University of Southern California (USC).

Formulations of the mutual coupling problem in terms of antenna far fields are well known [7]; however, calculations using frevious theories have been deficient because of the large amounts of computation time and data required. In this work, it is shown that the functions to be integrated can be made band-limited; and thus the sampling theorem can be employed to determine the required point spacing, rather than the more usual trial-and-error method of testing convergence. Further, it is shown that the evaluation of mutual coupling requires only the far fields lying within the mutually subtended angles of the antennas. As a result of these improvements in the theory, an efficient program for calculating mutual coupling was written.

Section 1 of this report details the theory which allows rapid calculation of the mutual coupling between two antennas without restrictions on the separation distances. Section 2 discusses the specific problem of obtaining the near fields of an antenna given the far-field pattern. The P0 model for reflector antennas is briefly discussed in section 3 as is the particular model employed. Far-field patterns which were predicted by the P0 model and far-field patterns obtained from near-field measurements of actual antennas are compared in section 4 . In section 5 coupling values measured directly in the laboratory are compared to those predicted from the theory of section 1 employing both modeled and measured far-fields. Conclusions and recommendations are given in section 6.

The appendices describe the computer programs which perform the coupling and near-field calculations. Appendix A discusses and documents POMODL, a program which uses a PO model to calculate the far-field pattern for a reflector antenna and which calculates from this pattern the near-field distribution on a specified plane. The predicted far field also provides output for use as input by the program CUPLNF (described in sec. 1 and documented in Appendix B) which calculates the mutual coupling between two arbitrarily located and oriented antennas from their far-field patterns.

## 1. FORMULATION OF THE MUTUAL COUPLING BETWEEN TWO ANTENNAS

The plane-wave scattering matrix (PWSM) description of antennas, introduced by Kerns at the NBS, forms an ideal theoretical framework on which to base the determination of mutual coupling between two collocated antennas. In fact, the basic PHSM formula required for the determination of the coupling between two antennas has existed for nearly twenty years [1]. However, before the existing formulas could be translated into a convenient program which computed coupling efficiently, three important tasks needed to be accomplished:

1) The Kerns coupling formula or transmission integral, as he calls it, was originally written in terms of the appropriate plane-wave spectrum for each antenna. For our purposes, we wanted to express the near-field mutual coupling in terms of the far field of each antenna (assuming reciprocal antennas) because usually the far field most conveniently characterizes an antenna and is most efficiently computed from, e.g., a PO-GTD (physical optics and/or geometrical theory of diffraction) program or from near-field measurements. This task, although straightforward, requires careful attention to the details of definition of the far field, the plane-wave spectrum, and the reciprocity for each antenna.
2) The far fields of each antenna are usually expressed in a Cartesian coordinate system fixed in each antenna. To compute coupling for an arbitrary separation and orientation of two antennas, the coupling formula requires an integration of the dot product of the two vector far-field patterns in reoriented coordinate systems. Thus, task two consisted of expressing the reoriented coordinates of each antenna in terms of the Eulerian angles from the preferred or fixed coordinates in which the far field of the antenna was given. In addition, a similar transformation had to be applied in order to compute the dot product of the two vector far-field patterns. Again this task was fairly straightforward, yet rather tedious.
3) Finally, even though tasks (1) and (2) above recast the coupling or transmission integral in terms of the far fields of each antenna expressed in the preferred coordinate system fixed in each antenna, repeated evaluation of the double integrals (actually a double Fourier transform) would require a prohibitive amount of computer time for electrically large microwave antennas unless the sampling theorem and FFT (fast Fourier transform) algorithm could be applied effectively. However, the application of the sampling theorem to these double Fourier transforms requires a sample spacing which, in general, is so small that repeated evaluation even by means of the FFT still becomes prohibitive. Moreover, the required sample spacing becomes smaller with increasing separation distance between antennas. Thus, the third major task was to discover a way to reduce drastically the computer time needed to evaluate the final form of the double integrals expressing the mutual coupling between two antennas.

The details of these three tasks and their accomplishment are described in the following three major sections (1.1, 1.2, 1.3).

### 1.1. The Basic Coupling Formula (Transmission Integral)

This section begins with the transmission integral derived by Kerns [1] for the coupling of two antennas (when multiple reflections are neglected) in terms of the transmitting and receiving spectra of the respective antennas. The receiving antenna is assumed reciprocal, and its receiving spectrum is written in terms of its transmitting spectrum through the reciprocity relations. The transmitting spectrum of each antenna is then expressed in terms of the antenna's far electric field, which in turn yields a transmission integral or coupling formula in terms of the dot product of the vector far fields of each antenna. Finally, reciprocity is invoked for both antennas to prove that the mutual coupling is essentially the same when the roles of transmission and reception are exchanged.

### 1.1.1. The Plane-Wave Scattering Matrix Approach

Consider an arbitrary antenna transmitting with $e^{-i \omega t}$ time dependence to the left of an arbitrary receiving antenna, as shown in figure 1 . The antennas may have arbitrary separation and orientation. Assume that only one mode propagates in the waveguide feed to each antenna. ${ }^{1}$ The incident waveguide mode coefficients for the left antenna are labeled $a_{0}$ and $b_{0}$ respectively, and for the right antenna, $a_{0}^{\prime}$ and $b_{0}^{\prime}$ respectively. The reflection coefficients of the right (receiving) antenna and its passive termination are denoted by $\Gamma_{0}^{\prime}$ and $\Gamma_{L}^{\prime}$ respectively.

The quantity $b_{0}^{\prime} / a_{0}$, which we shall call the coupling quotient, is a measure of how much signal couples into the receiving antenna per unit input into the transmitting antenna. If the same type of waveguide feeds each antenna and the receiving waveguide is terminated in a perfectly matched load, $\left|b_{0}^{\prime} / a_{0}\right|^{2}$ equals the amount of power coupled to the receiving antenna per unit power incident to the transmitting antenna. (This power ratio expressed in decibels is commonly referred to as the insertion loss ratio.) Thus, $b_{0}^{1} / a_{0}$ is indeed the major parameter of interest in determining mutual interference between antennas.

The transmission integral which gives the coupling quotient in terms of transmitting and receiving plane-wave spectra of the respective antennas can be found directly from Kerns [1b]:

$$
\begin{equation*}
\frac{b_{0}^{1}}{a_{0}}=\frac{1}{1-\Gamma_{L}^{\prime} \Gamma_{0}^{\top}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \underline{s}_{02}^{1}(\underline{K}) \cdot \underline{s}_{10}(\underline{K}) e^{i \gamma d} d \underline{K} \tag{1}
\end{equation*}
$$

where $\underline{s}_{10}(\underline{K})$ and $\underline{s}_{02}^{1}(\underline{K})$ are the "complete" transmitting and receiving spectra defined with respect to plane waves traveling in the common $\underline{k}$ direction but with phase reference to the

[^0]

Figure 1. Coupling Schematic for two antennas $\left(0\right.$ and $0^{\prime}$ will be chosen at roughly the center of the radiating part of their respective antenna).
origins 0 and $0^{\prime}$ of the left (transmitting) and right (receiving) antennas respectively. The $z$ axis is chosen to run from 0 to $0^{\prime}$, with the distance $d=00^{\prime}$ and the $x-y$ axes perpendicular to the $z$ axis at 0 (see fig. 1). $\underline{K}=k_{x} \hat{e}_{x}+k_{y} \hat{e}_{y}$ is the transverse part of the propagation vector $\underline{k}=\underline{K}+\gamma \hat{\gamma}_{z}\left(k=\frac{2 \pi}{\lambda}\right.$, where $\lambda$ is the wavelength $)$, and $\gamma=\left(k^{2}-k^{2}\right)^{1 / 2}$ is taken positive real for $K<k$ and positive imaginary for $K>k$. $d \underline{k}$ is shorthand notation for the double differential $\mathrm{dk}_{x} \mathrm{dk}_{y}$.

Equation (1) is an exact result from Maxwell's equation for two linear antennas operating with $e^{-i \omega t}$ time dependence in free space, when multiple reflections between the antennas are neglected. (In other words, the $b_{0}^{1 /} a_{0}$ computed from eq (1) neglects power which enters the receiver after having been reflected from receiving antenna to transmitting antenna and back one or more times.) No other restrictive assumptions are involved. For example, the antennas may be lossy or even nonreciprocal.

Of course, eq (1) cannot be used to evaluate $b_{0}^{\prime} / a_{0}$ unless the spectra ${\underset{0}{0}}_{1}^{1}$ and $\underline{s}_{10}$ are determined explicitly in terms of commonly measured or computed characteristics of the antenna. Toward this end, both spectra and eq (1) are recast in the next subsection in terms of the far electric fields of the antennas.

### 1.1.2. The Coupling Quotient in Terms of Far Field of Each Antenna

As a preliminary to expressing eq (1) in terms of the far fields of the antennas, assume that the receiving antenna contains no nonreciprocal devices or material so that its receiving functions $s_{02}^{1}$ are related to its transmitting functions $\underline{s}_{20}^{1}$ by the simple reciprocity formula [1b],

$$
\begin{equation*}
\eta_{0}^{\prime} \underline{s}_{02}^{\prime}(\underline{K})=\frac{\gamma}{k Z_{0}} s_{20}^{1}(-\underline{K}) . \tag{2}
\end{equation*}
$$

All quantities in eq (2) have been defined in the previous section except the impedance of free space $Z_{0}$ and $\eta_{0}^{\prime}$, which is the characteristic admittance of the propagated mode in the feed waveguide of the right (receiving) antenna of figure 1.

Substitution of $\underline{s}_{02}^{1}$ from eq (2) into eq (1) gives,

Note that the integration limits in eq (3) have been made finite by eliminating the integration over the evanescent part of the spectra (included in the original infinite $l$ imits of eq (1)), thereby leaving only the radiating part of the spectra. This is permissible for 211 nonsuper-reactive antennas which are separated by a distance greater than a wavelength or so, i.e., if the antennas are outside each other's reactive field zone [2];
and if the contribution from the integration in eq (3) near the critical point $k=k$ is negligible, as is usually the case.

A major advantage of the PWSM techniques is that the radiating part of the spectrum of an antenna is proportional to the vector far field $\underline{E}(\underline{r})_{r \rightarrow \infty}$ of the antenna. Specifically, if $\underline{f}(\underline{r})$ refers to the normalized, complex far-electric-field pattern of the left (transmitting) antenna of figure 1 , i.e.,

$$
\begin{equation*}
\underline{f}(\underline{r}) \equiv \frac{r e^{-i k r}}{a_{0}} \underline{E}(\underline{r})_{r \rightarrow \infty}, \tag{4}
\end{equation*}
$$

then the radiating spectrum, $\underline{s}_{10}(\underline{K}), K<k$, is related to the complex far-field pattern by the disarmingly simple proportionality [1b],

$$
\begin{equation*}
\underline{s}_{10}(\underline{k})=\frac{i}{\gamma} \underline{f}(\underline{k}) \tag{5}
\end{equation*}
$$

Although $\underline{f}$ is shown as a function of $\underline{r}$ in eq (4), we know that the complex far-field pattern is a function only of the direction of $\underline{r}$; and thus $\underline{f}(\underline{k})$ in eq (5) is also only a function of the direction of $\underline{k}$ which is determined solely by the relative size of $k_{x}$ and $k_{y}$, the integration variables of eq (3).

Similarly, the radiating spectrum, $\underline{s}_{20}^{1}, k<k$, for the right (receiving) antenna in figure 1 can be written in terms of the normalized, complex, far-electric-field pattern $f^{\prime}$ of that antenna:

$$
\begin{equation*}
\underline{s}_{20}^{\prime}(-\underline{k})=\frac{\dot{i}}{\gamma} \underline{f}^{\prime}(-\underline{k}), \tag{6}
\end{equation*}
$$

where, as in eq (4), $\underline{f}^{\prime}$ is defined in terms of the far-electric-field $\underline{E}^{\prime}(\underline{r})_{r \rightarrow \infty}$ of the right antenna when it is radiating:

$$
\begin{equation*}
\underline{f}^{\prime}(\underline{r}) \equiv \frac{r e^{-i k r}}{a_{0}^{\prime}} \underline{E}^{\prime}(\underline{r})_{r \rightarrow \infty} . \tag{7}
\end{equation*}
$$

Substitution of the spectra from eqs (6) and (7) into eq (3) produces the coupling quotient for two antennas as a double integral over the dot product of the complex far-electric-field patterns of the antennas:

$$
\begin{equation*}
\frac{b_{0}^{\prime}}{a_{0}}=-C^{\prime} \iint_{K<k} \frac{\underline{f}^{\prime}(-\underline{k}) \cdot \underline{f}(\underline{k})}{\gamma} e^{i \gamma d} d \underline{K} . \tag{8}
\end{equation*}
$$

In eq (8), $C^{\prime}$ is a consolidated notation for the "mismatch factor" $\left(1-\Gamma_{L}^{\prime} \Gamma_{0}^{\prime}\right)^{-1} / k Z_{0} \eta_{0}^{\prime}$.

### 1.1.3. Coupling Quotient When the Roles of Transmitting and Receiving are Exchanged

The coupling quotient $b_{0}^{\prime} / a_{0}$ in eq (8) is a measure of the signal which is received by the passively terminated antenna on the right side of figure 1 when an input mode of unit amplitude is applied to the transmitting antenna on the left. A natural and important question is what will be the coupling to the left antenna when the right antenna transmits at the same frequency and the left antenna is terminated in a passive load. Specifically, what is the expression for $b_{0} / a_{0}^{\prime}$ and how is it related to $b_{0}^{1 /} a_{0}$ of eq (8).

The answer to this question can be obtained immediately by retracing the steps in the derivation of eq (8) but with the left antenna in figure 1 receiving and the right antenna transmitting. So doing, yields an expression for $b_{0} / a_{0}^{i}$ very similar to eq (8).

$$
\begin{equation*}
\frac{b_{0}}{a_{0}^{\prime}}=-C \int_{K^{\prime}<k} \int_{<k} \frac{\underline{f}\left(-\underline{k^{\prime}}\right) \cdot \underline{f}^{\prime}\left(\underline{k}^{\prime}\right)}{\gamma^{\prime}} e^{i \gamma^{\prime} d} d \underline{k}^{\prime} \tag{9}
\end{equation*}
$$

where the "mismatch factor" $C$ is defined as before,

$$
\begin{equation*}
C=\left(1-\Gamma_{L} \Gamma_{0}\right)^{-1} / k Z_{0} n_{0} \tag{10}
\end{equation*}
$$

$\Gamma_{0}$ and $\Gamma_{L}$ are now the reflection coefficients to the antenna on the left and its passive termination, respectively. And $\eta_{0}$ is now the characteristic admittance of the propagated mode in the waveguide feed to the left antenna. Because $\hat{e}_{z^{\prime}}=-\hat{e}_{z}$, we can choose $\hat{e}_{y^{\prime}}=\hat{e}_{y}$ and $\hat{e}_{x^{\prime}}=-\hat{e}_{x}$. Then changing the dummy integration variables in eq (9) from $k_{x}^{\prime}$ and $k_{y}^{\prime}$ to $k_{x}$ and $-k_{y}$ shows that the integration in eq (9) is identical to eq (8), i.e.,

$$
\begin{equation*}
\frac{b_{0}}{a_{0}^{\prime}}=-C \int_{K<k} \int_{\gamma} \frac{\underline{f}(\underline{k}) \cdot \underline{f}^{\prime}(-\underline{k})}{\gamma} e^{i \gamma d} d \underline{K} \tag{11}
\end{equation*}
$$

Comparing eqs (8) and (11), we see that the two coupling quotients, $b_{0}^{\prime} / a_{0}$ and $b_{0} / a_{0}^{\prime}$, are related merely through a constant factor, i.e.

$$
\begin{equation*}
c^{\prime} \frac{b_{0}}{a_{0}^{\prime}}=c \frac{b_{0}^{\prime}}{a_{0}} \tag{12}
\end{equation*}
$$

This means that if the coupling between two antennas is measured or computed with one of the antennas transmitting and the other receiving, the coupling, when the roles of transmitting and receiving are reversed, is also known (through eq (12)). A separate measurement or computation need not be done. Use of eq (12), of course, requires knowledqe of the reflection coefficients and input admittances of each antenna contained in the definitions of $C$ and $C^{\prime}$.

As a check, eq (12) was also derived directly from the "system two-port" equations describing the two antennas, by applying the Lorentz reciprocity theorem [lb] and knowing that multiple reflections between the antennas are being neglected. It can be further proven that if scattered fields are also negligibly received by the transmitting antenna, then the available power at the receiving antenna per unit input power to the transmitting antenna is the same when the rules of receiving and transmitting are reversed.

### 1.2. Eulerian Angle Transformations Describing the Arbitrary Orientation of the Antennas

From a quick look at eq (8), it might be concluded that the analysis required to compute the coupling between two antennas is essentially finished. All we need to do is compute or measure the vector far-field patterns of each antenna, take their dot product, and perform the double integration on a computer.

Unfortunately, a major problem, ignored so far, is the fact that the far-field pattern of an antenna is given with respect to a Cartesian coordinate system which is fixed in the antenna and which is not, in general, aligned with the Cartesian system shown in figure 1 to which the far-field patterns $\underline{f}(\underline{k})$ and $\underline{f}^{\prime}(-\underline{k})$ in eq (8) are referenced. Thus, to use eq (8), it is mandatory that the far-field direction in the coordinate system fixed in each antenna corresponding to a given $\left(k_{x}, k_{y}\right)$ in eq (8) be determined explicitly. Moreover, to evaluate the dot product $f^{\prime} \cdot \underline{f}$, the rectangular components of $\underline{f}$ and $f^{\prime}$ in the $x-y-z$ system of figure 1 must be expressed in terms of the rectangular components of the coordinate systems fixed in the antennas.

Fortunately, all these necessary transformations can be accomplished by specifying the Eulerian angles required to align the axes fixed in each antenna with the ( $x, y, z$ ) axes chosen in figure 1 , as the following two subsections explain.
1.2.1. Rotational Transformations from $\left(k_{x}, k_{y}\right)$ to the Far-Field Direction in the Fixed Coordinate System of Each Antenna

Assume the left antenna in figure 1 has a fixed coordinate system with rectangular axes $\left(x_{A}, y_{A}, z_{A}\right.$ centered at 0$)$ in which the normalized far-electric-field pattern is given in terms of the spherical angles $\phi_{A}$ and $\theta_{A}$, as shown in figure $2 a$. That is, we have at our disposal, obtained from either measurement or computation, the vector far-field pattern $\underline{f}\left(\phi_{A}, \theta_{A}\right)$ as a function of $\phi_{A}$ and $\theta_{A}$.

Let $(\phi, \theta, \psi)$ be the Eulerian angles needed to rotate the $\left(x_{A}, y_{A}, z_{A}\right)$ axes in line with the $(x, y, z)$ coupling axes of figure 1 . Specifically, as shown in figure $2 b$, rotate an angle $\phi(0 \leq \phi<2 \pi)$ about the positive $z_{A}$ axis, thereby changing the direction of $x_{A}$ and $y_{A}$ but not $z_{A}$. Then rotate an angle $\theta(0 \leq \theta \leq \pi)$ about the new positive $y_{A}$ axis, thereby changing the direction of $z_{A}($ to $z)$ and again $X_{A}$ but not $y_{A}$. ( $\phi$ and $\theta$ are the usual spherical angles.) Finally, rotate an angle $\psi(0 \leq \psi<2 \pi)$ about the positive $z$ axis to align the new $x_{A}$ and $y_{A}$ axes with $x$ and $y$. These are fairly common definitions of Eulerian angle rotations found in a number of textbooks such as reference [3].


Figure 2. Definition of coordinates for the left antenna of figure 1.

To understand the transformation needed to evaluate eq (8), note in eq (8) that $f$ and $f^{\prime}$ are written as functions of $\underline{k}=k_{x} \hat{e}_{x}+k_{y} \hat{e}_{y}+\gamma \hat{e}_{z}$ or, in other words, as functions of $k_{x}$ and $k_{y}$ because $\gamma$ is determined from $k_{x}$ and $k_{y}$. However, we are given as known (measured or computed) $\bar{f}$ as a function of $\phi_{A}$ and $\theta_{A}$, not $k_{x}$ and $k_{y}$. Consequently, to evaluate eq (8) numerically, a transformation is needed which will convert $\left(k_{x}, k_{y}\right)$ to ( $\phi_{A}, \theta_{A}$ ) under the given Eulerian angles $(\phi, \theta, \psi)$ defining the $x_{A}-y_{A}-z_{A}$ system with respect to the $x-y-z$ system. This Eulerian transformation, which is a straightforward, rather lengthy, linear transformation found in a number of textbooks [3], will not be derived here but simply stated in the form useful for our purposes of evaluating eq (8).

Before actually writing the required expression for $\phi_{A}$ and $\theta_{A}$, the antenna on the right side of figure 1 should also be discussed because it will require a similar transformation to convert $k_{x}$ and $k_{y}$ to the spherical angles of its preferred system. That is, if the far-field pattern $f^{\prime}$ of this right antenna is known (measured or computed) in terms of spherical angles $\phi_{p}$ and $\theta_{p}$ with respect to $\left(x_{p}, y_{p}, z_{p}\right)$ axes fixed to the antenna (and centered at $0^{\prime}$ ), then $\left(\phi_{p}, \theta_{p}\right)$ are needed as functions of ( $k_{x}, k_{y}$ ) in order to evaluate $\underline{f}^{\prime}(-\underline{k})$ in eq (8) (see fig. 3). (An important point to remember is that $\underline{f}^{\prime}(-\underline{k})$ denotes the value of the far-field pattern in the $-\underline{k}$ direction.) Also, as shown in figure 3 , let $\phi^{\prime}, \theta^{\prime}$, and $\psi^{\prime}$ denote the Eulerian angles which rotate the $\left(x_{p}, y_{p}, z_{p}\right)$ axes fixed in the right antenna parallel to the $((-x), y,(-z))$ coupling axes of figure 1.

Both transformations, from $\left(k_{x}, k_{y}\right)$ to $\left(\phi_{A}, \theta_{A}\right)$ and $\left(\phi_{p}, \theta_{p}\right)$, are similar and can be written explicitly as:

$$
\begin{equation*}
\cos \binom{\theta_{A}}{\theta_{p}}=-\sin \binom{\theta}{\theta^{\prime}} \cos \binom{\psi^{\prime}}{\psi^{\prime}} \frac{k_{x}}{k} \pm \sin \binom{\theta}{\theta^{\prime}} \sin \binom{\psi}{\psi^{\prime}} \frac{k_{y}}{k}+\cos \binom{\theta}{\theta^{\prime}} \frac{\gamma}{k} \tag{13a}
\end{equation*}
$$

The top signs in eqs (13) go with ( $\phi_{A}, \theta_{A}$ ), the bottom with ( $\phi_{p}, \theta_{p}$ ). Equations (13) look rather cumbersome at first sight, yet computationally they are quite manageable because they involve only sines and cosines of the Eulerian angles and linear dependence upon $k_{x}, k_{y}$, and $\gamma$ (which equals $\left.\sqrt{k^{2}-\left(k_{x}^{2}+k_{y}^{2}\right)}\right)$. The computer program merely contains a subroutine which yields $\left(\phi_{A}, \theta_{A}\right)$ and $\left(\phi_{p}, \theta_{p}\right)$ from eqs (13) when given the Eulerian angles $(\phi, \theta, \psi),\left(\phi^{\prime}, \theta^{\prime}, \psi^{\prime}\right)$, and $\left(k_{x}, k_{y}\right)$ as input.

With the transformations of eqs (13), eq (8) can now be expressed in terms of $\left(\theta_{A}, \phi_{A}\right)$ and $\left(\phi_{p}, \theta_{p}\right)$ :

$$
\begin{equation*}
\frac{b_{0}^{\prime}}{a_{0}}=-C^{\prime} \iint_{K<k} \int_{\frac{f^{\prime}\left(\phi_{p}, \theta_{p}\right) \cdot \underline{f}\left(\phi_{A}, \theta_{A}\right)}{\gamma} e^{i \gamma d} d \underline{K} . . . . . . .} \tag{14}
\end{equation*}
$$

1.2.2. Vector Component Transformations Required to Compute the Coupling Dot Product

In the previous subsection a transformation was written that yielded $\underset{f}{ }$ and $\underline{f}^{\prime}$ in eq (14) as functions of the spherical angles $\left(\phi_{A}, \theta_{A}\right)$ and ( $\phi_{p}, \theta_{p}$ ) in which the far-field patterns were measured or computed. Stil1, a method is needed to compute the dot product $\underline{f}^{\prime} \cdot \underline{f}$, because the components of $\underline{f}$ and $\underline{f}^{\prime}$ are given in terms of unit vectors of the $\left(x_{A}, y_{A}, z_{A}\right)$ and ( $x_{p}, y_{p}, z_{p}$ ) coordinate systems fixed respectively in the left and right antennas of figure 1. And these two sets of unit vectors have relative directions which depend also on the Eulerian angles ( $\phi, \theta, \psi$ ) and ( $\phi^{\prime}, \theta^{\prime}, \psi^{\prime}$ ).

A convenient way to evaluate $\underline{f}^{\prime} \cdot \underline{f}$ is to first write $\underline{f}$ and $\underline{f}^{\prime}$ in the $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ rectangular components respectively shown in figures 2 and 3 ,

$$
\begin{align*}
& \underline{f}=f_{x} \hat{e}_{x}+f_{y} \hat{e}_{y}+f_{z} \hat{e}_{z}  \tag{15a}\\
& \underline{f}^{\prime}=f_{x^{\prime}}^{\prime} \hat{e}_{x^{\prime}}+f_{y^{\prime}}^{\prime} \hat{e}_{y^{\prime}}+f_{z^{\prime}}^{\prime} \hat{e}_{z^{\prime}} \tag{15b}
\end{align*}
$$

Because by definition,

$$
\begin{equation*}
\hat{e}_{x^{\prime}}=-\hat{e}_{x}, \hat{e}_{y^{\prime}}=\hat{e}_{y^{\prime}} \text {, and } \hat{e}_{z^{\prime}}=-\hat{e}_{z} \tag{16}
\end{equation*}
$$

the dot product becomes

$$
\begin{equation*}
f^{\prime} \cdot f=-f_{x^{\prime}}^{\prime} f_{x}+f_{y^{\prime}}^{\prime} f_{y}-f_{z^{\prime}}^{\prime} f z . \tag{17}
\end{equation*}
$$

Next, we express the rectangular components of eq (17) in the rectangular components with respect to the fixed axes $\left(x_{A}, y_{A}, z_{A}\right)$ and $\left(x_{p}, y_{p}, z_{p}\right)$, again through the appropriate Eulerian transformation. In matrix notation
$\left(\begin{array}{l}f_{x} \\ f_{y} \\ f_{z}\end{array}\right)=\left(\begin{array}{c}(\cos \phi \cos \theta \cos \psi-\sin \phi \sin \psi)(\sin \phi \cos \theta \cos \psi+\cos \phi \sin \psi)(-\sin \theta \cos \psi) \\ (-\cos \phi \cos \theta \sin \psi-\sin \phi \cos \psi)(-\sin \phi \cos \theta \sin \psi+\cos \phi \cos \psi)(\sin \theta \sin \psi) \\ (\cos \phi \sin \theta) \\ (\sin \phi \sin \theta)\end{array}\right)\left(\begin{array}{c}f_{x A} \\ f_{y A} \\ f_{z A}\end{array}\right)$


Figure 3. Definition of coordinate systems for the right antenna of figure 1.

The counterpart equation for ( $f_{x^{\prime}}^{\prime}, f_{y^{\prime}}^{\prime}, f_{z^{\prime}}^{\prime}$ ) is the same as eq (18) but with ( $\phi^{\prime}, \theta^{\prime}, \psi^{\prime}$ ) and ( $f_{x p}^{\prime}, f_{y p}^{\prime}, f_{z p}^{\prime}$ ) replacing $(\phi, \theta, \psi)$ and ( $f_{x A}, f_{y A}, f_{z A}$ ), respectively. It should also be noted that the $x, y$, and $z$ components of the far field are not independent because there is no radial component of far field. Using $f_{A}$, for an example, the rectangular components are related by $\cos \phi_{A} \sin \theta_{A} f_{x A}+\sin \phi_{A} \sin \theta_{A}{ }^{f} y A+\cos \theta_{A} f^{f} A=0$.

If the far-field components ( $f_{x A}, f_{y A}, f_{z A}$ ) for the left antenna and ( $f_{x p}^{\prime}, f_{y p}^{\prime}, f_{z p}^{\prime}$ ) for the right antenna of figure 1 are known, eq (18) and its counterpart equation yield ( $f_{x^{\prime}}, f_{y}, f_{z}$ ) and ( $f_{x^{\prime}}^{\prime}, f_{y^{\prime}}^{\prime}, f_{z^{\prime}}^{\prime}$ ) in terms of the given Eulerian angles. In turn, eq (17) yields the dot product $\underline{f} \cdot \underline{f}$. Again, the computer program which computes the double integral (14) need only contain a simple subroutine to evaluate eq (18), and the dot product $\underline{f}^{\prime} \cdot \underline{f}$ is immediately computable from eq (17).

One other set of transformations often proves useful, however. Usually, the far field of an antenna is given not in terms of rectangular components but in terms of spherical components. If the far-electric-field pattern of the left and right antennas of figure 1 are known in terms of ( $f_{\theta A}, f_{\phi A}$ ) and ( $f_{\theta p}, f_{\phi p}$ ) respectively, then the rectangular components are related to these spherical components by the spherical angles. Specifically,

$$
\left(\begin{array}{c}
f_{x A}  \tag{19}\\
f_{y A} \\
f_{z A}
\end{array}\right)=\left(\begin{array}{cc}
-\sin \phi_{A} & \cos \theta_{A} \cos \phi_{A} \\
\cos \phi_{A} & \cos \theta_{A} \sin \phi_{A} \\
0 & -\sin \theta_{A}
\end{array}\right)\binom{f_{\phi A}}{f_{\theta A}}
$$

The counterpart equation giving ( $f_{x p}^{\prime}, f_{y p}^{\prime}, f_{z p}^{\prime}$ ) as functions of ( $f_{\phi p}^{\prime}, f_{\theta p}^{\prime}$ ) is formed from eq (19) merely by replacing $\left(\phi_{A}, \theta_{A}\right)$ in the matrix with $\left(\phi_{p}, \theta_{p}\right)$.

In summary, if ( $f_{\phi A}, f_{\theta A}$ ) and ( $f_{\phi p}^{\prime}, f_{\theta p}^{\prime}$ ) are the known far-electric-field patterns in the fixed coordinate systems of the left and right antennas of figure 1 , respectively, eq (19) and its counterpart transform these spherical components to rectangular components. Equation (18) and its counterpart transform these rectangular components in the fixed systems to rectangular components in the coupling ( $x, y, z$ ) or ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) coordinates. Finally, eq (17) yields the required dot product from the transformed components.

These transformations must be done for each ( $k_{x}, k_{y}$ ) within the limits of integration needed to evaluate eq (14). Moreover, eqs (13) must be evaluated for each ( $k_{x}, k_{y}$ ). Fortunately, the nature of the integrals in eq (14) allows the application of the sampling theorem and fast Fourier transform, as well as the limits of integration to be reduced inversely proportional to $d$. These topics, which enable the efficient computer evaluation of the mutual coupling quotient, are covered in the following section.

### 1.3. The Sampling Theorem, Limits of Integration, and Fast Fourier Transform

This section shows how the sampling theorem converts the double integration in eq (14) to a double summation which can be summed using the fast Fourier transform (FFT) algorithm. In addition, the effective limits of integration are shown to reduce inversely proportional to $d$, the separation distance $00^{\prime}$ between the two antennas.

### 1.3.1. The Point Spacing of $k_{x}$ and $k_{y}$ Required by the Sampling Theorem

Equation (14) represents the coupling quotient for the two antennas positioned in figure 1. If the antenna on the right side of figure 1 is displaced by a vector $\underline{R}$ perpendicular to the $z$ axis, the integrand in eq (14) changes only by the phase factor $\exp (i \underline{k} \cdot \underline{R})=\exp \left(i k_{x} x+i k_{y} y\right)$. That is, eq (14) can be written more generally as

$$
\begin{equation*}
\frac{b_{0}^{\prime}(\underline{R}, d)}{a_{0}}=-C^{\prime} \iint_{K<k} \frac{\underline{f}^{\prime}\left(\phi_{p}, \theta_{p}\right) \cdot \underline{f}\left(\phi_{A}, \theta_{A}\right)}{\gamma} e^{i \gamma d} e^{i \underline{K} \cdot \underline{R}} d \underline{K} . \tag{20}
\end{equation*}
$$

The sampling theorem [4] could be applied to convert the double Fourier transform in eq (20) to a double Fourier series, if $b_{0}^{\prime}(\underline{R}, d)$ were zero outside a finite $|\underline{R}|=R_{0}$. Now $b_{0}^{\prime}(R, d)$ behaves as $1 / \sqrt{R^{2}+d^{2}}$ as $R \rightarrow \infty$, and thus, strictly speaking, will never vanish for finite $R_{0}$. However, if we choose $R_{0} \gg d$, $b_{0}^{\prime}$ is small and the "aliasing" error introduced by using the sampling theorem should be small, especially near $\underline{R}=0$, even though $b_{0}^{\prime}$ is not strictly "band limited" (i.e., zero outside a finite range).

In view of the decay of $b_{0}^{\prime}$ with $R$, choose

$$
\begin{equation*}
R_{0}=B d, \tag{21}
\end{equation*}
$$

where $B$ is a number much greater than 1. (Computations show that in practice, a $B$ no larger than 1 or 2 is often sufficient for the accurate calculation of $b_{0}^{\prime}(\underline{R}, d)$ near $\underline{R}=0$ from eq (23) below. For larger $\underline{R}$, greater $B$ is generally required. Also, $R_{0}$ should never be smaller than about the sum of the diameters of the two antennas.) The sampling theorem applied to eq (20) then requires a sample spacing no larger than

$$
\begin{equation*}
\frac{\Delta k_{x}}{k}, \frac{\Delta k_{y}}{k}=\frac{\lambda}{2 B d}, \tag{22}
\end{equation*}
$$

in order to convert eq (20) to the double summation,

$$
\begin{equation*}
\frac{b_{0}^{\prime}(\underline{R}, d)}{a_{0}}=-C^{\prime} \Delta k_{x} \Delta k_{y} \sum_{m=-M}^{M} \sum_{\ell=-L}^{L} \frac{\underline{f}^{\prime}\left(\phi_{p}^{\ell m}, \theta_{p}^{\ell m}\right) \cdot \underline{f}^{\left(\phi_{A}^{\ell m}, \theta_{A}^{\ell m}\right)}}{\gamma_{\ell m}} e^{i \gamma_{\ell m}{ }^{d}} e^{i \underline{K}_{\ell m} \dot{R}}, \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{K_{\ell m}}{k}=\frac{\ell \lambda}{2 B d} e_{x}+\frac{m \lambda}{2 B d} \hat{e}_{y}, \tag{24}
\end{equation*}
$$

and $\ell, m$ are integers which range to cover the limits of integration $\left|\underline{K}_{\ell m}\right|<k$ (i.e., $\left.L, M \simeq \frac{2 B d}{\lambda}\right)$.

The beauty of eq (23) is not only that the integrals have been converted to summations, which can be performed on a computer, but also that the summation is ideally suited for evaluation by means of the FFT algorithm, which decreases the running time considerably when the coupling quotient over a range of $\underline{R}$ is desired.

### 1.3.2 The Limits of Integration and Number of Points Required

The number of points required to compute the double summation of eq (23) is approximately $(2 B d / \lambda)^{2}$ for each separation ( $\underline{R}, d$ ) and orientation of the antennas. For $d / \lambda$ of appreciable size, the number of points can become so large that the computer time required to evaluate eq (23) over a range of $\underline{R}$, even using the FFT, can become exorbitant. For example, if $d=10$ meters and $\lambda=3 \mathrm{~cm}$, choosing a typical value of $B=2$ yields $(2 \mathrm{Bd} / \lambda)^{2}=$ $1.8 \times 10^{6}$ terms to be summed for each separation and orientation of the antennas. Fortunately, however, it can be shown that the effective limits of integration, i.e., $M$ and $L$ in eq (23), can be reduced inversely proportional to the separation distance d to keep the total number of summation points bounded to a manageable number regardless of the value of the separation d between antennas.

Consider eq (20) and rewrite the phase factor $e^{i \gamma d} e^{i \underline{K} \cdot \underline{R}}$ in the plane-wave form $e^{i \underline{k} \cdot \underline{r}}$, where $\underline{r}=\underline{R}+d \hat{e}_{z}$. For $r$ much larger than the dimension of either antenna, the function $e^{i \underline{k} \cdot \underline{r}}$ oscillates more rapidly than the oscillations of the far-field pattern dot product $\underline{f}$ '• $\underline{f}$, except when $\underline{k}$ is in the directions approximately parallel to $\underline{r}$. This means that the integration in eq (20) will essentially cancel to zero except for the contribution near $\underline{k}$ equal to $\underline{r}$, provided the contribution from near the critical point $K=k$ is negligible, as is usually the case. In particular, a more thorough analysis of the integration in eq (20) reveals that in order to compute the coupling quotient for values of $|\underline{R}|$ between 0 and R , only the part of the spectrum defined by

$$
\begin{equation*}
\frac{k}{k}<\frac{R}{r}+\frac{\left(D+D^{\prime}\right)}{r}, \quad\left(r>R+D+D^{\prime}\right) \tag{25}
\end{equation*}
$$

contributes significantly to the integration (under the assumed provision of negligible contribution from the end critical point). The quantities $D$ and $D^{\prime}$ in the inequality (25) refer to the overall dimension of each of the antennas except when $D$ and/or $D^{\prime}$ is less than $2 \lambda$, in which case $D$ and/or $D^{\prime}$ is set equal to $2 \lambda .{ }^{2}$ For example, if each antenna were an electrically large, circular aperture type of radiator, $D$ and $D^{\prime}$ would be their respective diameters; but if one or the other of the antennas were a short dipole, its effective diameter would be set equal to $2 \lambda$. Of course, nearly all microwave antennas have dimensions much greater than $2 \lambda$.

[^1]For $R \ll\left(D+D^{\prime}\right)$, i.e., coupling along the $z$ axis as shown in figure 1 , the criterion (25) reduces to simply $K / k<\frac{D+D^{\prime}}{d}$, and the limits of integration in eq (20) become

$$
\begin{equation*}
k<\frac{k\left(D+D^{2}\right)}{d},\left(d>D+D^{\prime} \gg R\right) . \tag{26}
\end{equation*}
$$

As d gets much larger than the sum of the overall dimensions of the two antennas, eq (26) shows that the effective limits of integration become much less than the original k<k. This means that the summation limits $L$ and $M$ of eq (23) reduce to

$$
\begin{equation*}
L, M \simeq \frac{2 B\left(D+D^{\prime}\right)}{\lambda} \tag{27}
\end{equation*}
$$

The result (27), which holds for all separation distances for fixed B, is significant. It implies that the number of terms in the summation which evaluates the coupling quotient depends only on the electrical size of the antennas and not on the separation distance of the antennas. We will now show as a result of this reduction in effective limits of integration that the $\Delta k_{x}, \Delta k_{y}$ sample spacing can be increased beyond that of eq (22) to an interval independent of the separation distance d until d reaches the mutual Rayleigh distance; and thus the summation limits $L$ and $M$ can be decreased with increasing $d$ below the values given by eq (27).

Physically, eq (26) has a very simple interpretation. Referring to figure 4, it says that to a good approximation, for ordinary antennas larger than a couple of wavelengths across, only that portion of the plane-wave spectrum within the sheaf of angles mutually subtended by the smallest spheres circumscribing the radiating part of both antennas (including feeds, struts, edges and all other parts of the antenna which radiate significantly) is required to compute the coupling quotient. Thus, if the coupling quotient is desired only near $R=0$, i.e.,

$$
\begin{equation*}
R \ll\left(D+D^{\prime}\right), \tag{28}
\end{equation*}
$$

the integration limits in eq (20) need extend only over $K$ given by criterion (26). In other words, the spectrum can be set equal to zero outside the mutually subtended angle of figure 4. This means that the coupling quotient $b_{0}^{\prime}(\underline{R}, d)$ computed from the limited integrations will no longer be equal, even approximately, to the actual coupling quotient for $R$ greater than about ( $D+D^{\prime}$ ), but will in fact become zero more rapidly beyond ( $D+D^{\prime}$ ). Specifically, a more detailed analysis shows that limiting the range of integration to $k\left\langle k\left(D+D^{\prime}\right) / d a l s o\right.$ artifically band-limits the coupling quotient to

$$
R_{0}=\text { larger of }\left\{\begin{array}{c}
B\left(D+D^{\prime}\right)  \tag{29}\\
\frac{B \lambda d}{\left(D+D^{\prime}\right)}
\end{array}\right\}
$$

From eq (22), the sampling theorem spacing is then


$$
\frac{\Delta k}{k}, \frac{\Delta k y}{k}=\text { smaller of }\left\{\begin{array}{c}
\frac{\lambda}{2 B\left(D+D^{\prime}\right)}  \tag{30}\\
\frac{\left(D+D^{\prime}\right)}{2 B d}
\end{array}\right\} \text {, }
$$

and from this equation and eq (26), the summation limits become

$$
L, M \simeq \text { larger of }\left\{\begin{array}{c}
\frac{2 B\left(D+D^{\prime}\right)^{2}}{\lambda d}  \tag{31}\\
2 B
\end{array}\right\}
$$

Note that when the separation $d$ becomes larger than the "mutual Rayleigh distance," $\left(D+D^{\prime}\right)^{2} / \lambda$, only a few (2B) points of integration are required, as one might expect from physical intuition because only the near-axis plane waves contribute to the coupling as the far field is approached.

### 1.3.3. Application of the Fast Fourier Transform

As mentioned above, eq (23) is amenable to computation by means of the efficient algorithm often referred to as the fast Fourier transform (FFT) [5]. The particular FFT algorithm we use is called FOURT and was written by Norman Brenner of MIT Lincoln Laboratories. FOURT, like all FFT algorithms, requires the summation in eq (23) to be written in a specific form, namely
$\frac{b_{0}^{\prime}(\underline{R}, d)}{a_{0}}=-C^{\prime} e^{-i k\left(a_{1} x+b_{1} y\right)} \frac{\left(a_{1}+a_{2}\right)\left(b_{1}+b_{2}\right)}{N_{1} N_{2}} \sum_{j_{1}=1}^{N_{1}} \sum_{j_{2}=1}^{N_{2}} A\left[j_{1}, j_{2}\right] e^{2 \pi i}\left(\frac{\left(j_{1}-1\right)\left(m_{1}-1\right)}{N_{1}}+\frac{\left(j_{2}-1\right)\left(m_{2}-1\right)}{N_{2}}\right)$

The definition of the various parameters in eq (32) in terms of quantities defined previously can probably be best understood by referring back to eq (20). As usual, $C^{\prime}$ is the mismatch factor (defined after eq (8)), and ( $x, y$ ) are the components of the transverse vector $\underline{R}$. The real numbers $\left(a_{1}, a_{2}\right)$ and $\left(b_{1}, b_{2}\right)$ define the limits of integration on $k_{x}$ and $k_{y}$; specifically,

$$
\begin{align*}
& -a_{1} \leq \frac{k x}{k} \leq a_{2}  \tag{33a}\\
& -b_{1} \leq \frac{k}{k} \leq b_{2} \tag{33b}
\end{align*}
$$

$N_{1}$ and $N_{2}$ are the number of terms in the $k_{x}$ and $k_{y}$ summations respectively, and are equal to $(2 M+1)$ and $(2 L+1)$ defined under eq (23). (In light of the discussion leading to eqs (26) and (31), for $\underline{R}$ near zero, $a_{1}, a_{2}, b_{1}$, and $b_{2}$ will all lie within a circle of radius $k\left(D+D^{\prime}\right) / d\left(d>D+D^{\prime}\right)$ in the $k_{x} k_{y}$ plane; and $N_{1}$ and $N_{2}$ need be no larger than about twice the L, M given in eq (31).) The exponential immediately following $C^{\prime}$ in eq (32) arises from making the summation indices range only over positive integers.

In eq (32) the FFT will compute the double summation for the following values of $x$ and $y$ :

$$
\begin{align*}
& x=\frac{\left(-N_{1} / 2+m_{1}-1\right) \lambda}{\left(a_{1}+a_{2}\right)}  \tag{34a}\\
& y=\frac{\left(-N_{2} / 2+m_{2}-1\right) \lambda}{\left(b_{1}+b_{2}\right)}, \tag{34b}
\end{align*}
$$

where

$$
\begin{align*}
& m_{1}=1,2, \ldots, N_{1}  \tag{35a}\\
& m_{2}=1,2, \ldots, N_{2} \tag{35b}
\end{align*}
$$

Finally, the matrix $A\left(j_{1}, j_{2}\right)$ in eq (32) needs defining:

$$
\begin{equation*}
A\left(j_{1}, j_{2}\right)=\frac{k^{2}}{\gamma} \underline{f}^{\prime}\left(\phi_{p}, \theta_{p}\right) \cdot \underline{f}\left(\phi_{A}, \theta_{A}\right) e^{i \gamma d}(-1)^{j_{1}+j_{2}} \tag{36}
\end{equation*}
$$

where $\left(\phi_{p}, \theta_{p}\right)$ and $\left(\phi_{A}, \theta_{A}\right)$ are determined from the transformations (13) for given Eulerian angles and $\left(k_{x}, k_{y}\right)$, which are defined in terms of $\left(j_{1}, j_{2}\right)$ by,

$$
\begin{align*}
& \frac{k_{x}}{k}=\frac{\left(a_{1}+a_{2}\right)}{N_{1}}\left(j_{1}-1\right)-a_{1}  \tag{37a}\\
& \frac{k_{y}}{k}=\frac{\left(b_{1}+b_{2}\right)}{N_{2}}\left(j_{2}-1\right)-b_{1} \tag{37b}
\end{align*}
$$

The $(-1)^{j_{1}+j_{2}}$ factor in eq (36) arises from requiring the algorithm FOURT to yield the coupling quotient directly for every value of $x$ and $y$ without the need of "rearranging." The $z$ component $\gamma$ of the propagation vector $i s$, of course, determined from $k_{x}$ and $k_{y}$ through a simple relation, which for completeness will be repeated here:

$$
\begin{equation*}
\gamma=\sqrt{k^{2}-k_{x}^{2}-k_{y}^{2}} \tag{38}
\end{equation*}
$$

The dot product $\underline{f}^{\prime} \cdot \underline{f}$ is also computed as explained in section 1.2.2.

In short, eq (32) for the coupling quotient between two antennas is ready for efficient evaluation on the computer using the FFT algorithm FOURT.

### 1.4. Preliminary Numerical Results

In order to build confidence in the computer program which was written to evaluate coupling products from eq (32), the far fields of two hypothetical antennas were inserted into the program. The hypothetical antennas were linearly polarized (in $x$ direction), uniform, circular aperture antennas for which the complex far-field patterns are well known in terms of simple analytic expressions involving the first-order Bessel function [6]. The radius and operating frequency of the antennas could be chosen arbitrarily along with their mutual orientation and separation.

One check performed on the program is displayed graphically in figure 5, which shows the coupling quotient for two identical antennas facing each other in their very near field. Here the coupling should be very high, actually approaching unity when the antennas are directly aligned, as figure 5 confirms. (It should be mentioned that the curve in fig 5 and those in figs 6 and 7 took no more than a few seconds to compute.)

A second check of the computer program involves computing the coupling when the antennas are separated by a large enough distance for coupling to take place mainly between the far fields along the direction between the antennas. As mentioned in section 1.3.2., this critical distance which we call the "mutual Rayleigh distance" can be shown to be approximately $\left(D+D^{\prime}\right)^{2} / \lambda$. In figure 6 the coupling between the antennas is computed at this mutual Rayleigh distance for the antennas by two methods--first, by the FFT integration of eq (32), and then directly from the far-field coupling along the direction of separation. The close agreement between the two results again imbues confidence in the correctness of the coupling computer program.

Finally, figure 7 shows a typical coupling curve for two antennas skewed in the near field of each other. Note that a small lateral displacement appreciably less than an antenna diameter can make a 20 dB or more change in coupling.

In summary, the results of these and numerous other sample computations with hypothetical circular antennas yielded reasonable curves in every case; thus, we entered the experimental stage of the program, confident of the reliability of the computer program.




Figure 6. Coupling of circular antennas computed first using FFT integration, and then directly from far field along direction of separation.


This section details the theory which underlies the transformation from far field to near field. As in the case of coupling between antennas, the techniques are based on the scattering matrix theory of antennas developed at NBS. A brief review of the points applicable to the calculation of near fields is presented here. For a more thorough discussion, see Kerns [1b].

We consider a finite antenna system which is located between the planes $z=z_{1}$ and $z=z_{2} ; z_{1}<z_{2}$. The fields to the right of plane $z_{2}$ can be expressed by a superposition of plane waves in the following form

$$
\begin{equation*}
\underline{E}(\underline{r})=\frac{1}{2 \pi} \iint_{-\infty}^{\infty}\left[\underline{b}(\underline{K}) e^{i|\gamma| z}+\underline{a}(\underline{K}) e^{-i|\gamma| z}\right] e^{i \underline{K} \cdot \underline{R}} d \underline{K}, \tag{39}
\end{equation*}
$$

where
$\underline{\mathrm{b}}(\underline{K})$ is the spectral density function for plane waves travelling to the right (outgoing);
$\underline{a}(\underline{K})$ is the spectral density function for plane waves travelling to the left (incoming);
$\underline{k}=k_{x} \hat{e}_{x}+k_{y} \hat{e}_{y}$ is the transverse propagation vector;
$\gamma=\left(k^{2}-k_{x}^{2}-k_{y}^{2}\right)^{1 / 2}=\left(k^{2}-k^{2}\right)^{1 / 2}$ is positive real or imaginary.
$k^{2}=\omega^{2} \mu \varepsilon$; and
$d \underline{K}=d k_{x} d k_{y}$.
Each plane wave is specified by its propagation vector

$$
\underline{k}^{ \pm}=k_{x} \hat{e}_{x}+k_{y} \hat{e}_{y} \pm \gamma \hat{e}_{z}=\underline{k} \pm \gamma \hat{e}_{z} .
$$

Further, each component satisfies the transversality relation

$$
\underline{k}^{+} \cdot \underline{b}=0 ; \quad \underline{k}^{-} \cdot \underline{a}=0 .
$$

We note that eq (1) indicates a Fourier transform relation exists between the electric field and the spectrum.

A surprisingly simple relationship exists between the far-field radiation from a finite antenna and its spectrum, as noted in section 1.1.2, and is given by

$$
\begin{equation*}
\underline{E}^{r}(\underline{r})=-i \gamma \underline{b}(\underline{R k} / r) e^{i k r} / r . \tag{40}
\end{equation*}
$$

Hence, knowledge of the far-field pattern immediately permits calculation of the spectrum, from which we can calculate the near-field pattern at any point using eq (39).

For our purposes here, we consider an antenna radiating into free space; hence, there are no waves travelling left for $z>z_{2}$. Thus, $\underline{a}(\underline{k}) \equiv 0$ and eq (39) becomes

$$
\begin{equation*}
\underline{E}(r)=\frac{1}{2 \pi} \iint_{-\infty}^{\infty} c_{1} \frac{\underline{E}^{r}(\underline{r})}{\gamma} e^{i|\gamma| z} e^{i \underline{K} \bullet \underline{R}} d \underline{K} \tag{41}
\end{equation*}
$$

$C_{1}$ has been introduced as a constant which normalizes the magnitude of the far field. It will be evaluated in the following section.

> 2.1 Relationship of Near-Field Intensities to Power Input and Antenna Gain or Efficiency

The constant $C_{1}$ will be determined by the power input to the antenna and the intrinsic properties of the antenna itself. We will let the property be the antenna gain as it is the one most often measured or specified. In the case of a reflector antenna, with $\underline{E}(\underline{r})$ determined by a mathematical model, we use the physical size and efficiency to provide the appropriate normalization.

Recall that, for a single antenna radiating into free space

$$
\begin{align*}
\underline{E}(\underline{r}) & =\frac{1}{2 \pi} \iint_{-\infty}^{\infty} \underline{b}(\underline{K}) e^{i|\gamma| z} e^{i \underline{K} \cdot \underline{R}} d \underline{K} \\
& =\frac{a_{0}}{2 \pi} \iint_{-\infty}^{\infty} \underline{S}_{10}(\underline{K}) e^{i|\gamma| z} e^{i \underline{K} \cdot \underline{R}} d \underline{K} . \tag{42}
\end{align*}
$$

Further, as shown by Kerns, the gain of an antenna is given by

$$
\begin{equation*}
G(\underline{K})=\frac{4 \pi \gamma_{0} \gamma^{2}\left|\underline{s}_{10}(\underline{K})\right|^{2}}{\eta_{0}\left(1-\Sigma_{0} \gamma^{2}\right)} \tag{43}
\end{equation*}
$$

where, as in section $1, Y_{0}=1 / Z_{0}$ is the admittance of free space, $\eta_{0}$ is the characteristic admittance of the feed mode, and $\Gamma_{0}$ is the antenna input reflection coefficient.

Now we are interested in normalizing our calculation to the gain in a single direction. This is usually the boresight or "on axis" direction (though in the case of a monopulse difference pattern we may need to specify the gain in a different direction.) For the antennas and models considered in this study, however, the boresight direction corresponds to the peak of the main lobe and thus makes a convenient normalization point. Solving for $\underline{s}_{10}(\underline{k}=0)$ in terms of the boresight gain and substituting into eq (42) gives

$$
\begin{equation*}
\underline{E}(\underline{r})=\frac{a_{0}}{2 \pi} \sqrt{\frac{\eta_{0}\left(1-\left|\Gamma_{0}\right|^{2}\right) G(0)}{4 \pi \gamma_{0} k^{2}}} \int \underline{\hat{s}}_{10}(\underline{K}) e^{i|\gamma| z} e^{i \underline{i} \cdot \underline{R}} d \underline{K}, \tag{44}
\end{equation*}
$$

where

$$
\underline{\hat{s}}_{10}(\underline{\mathrm{~K}})=\frac{\underline{\mathrm{s}}_{10}(\underline{\mathrm{~K}})}{\left|\underline{\mathrm{s}}_{10}(0)\right|}
$$

Now, for an antenna connected to a source which delivers an average power input $P_{0}$, we have

$$
P_{0}=\frac{1}{2} \eta_{0}\left(\left|a_{0}\right|^{2}-\left|b_{0}\right|^{2}\right),
$$

but because $b_{0}=\Gamma_{0} a_{0}$

$$
P_{0}=\frac{1}{2} \eta_{0}\left|a_{0}\right|^{2}\left(1-\left|{ }_{0}\right|^{2}\right)
$$

Substituting this into eq (44) gives

$$
\begin{equation*}
\underline{E}(\underline{r})=\frac{1}{2 \pi} \sqrt{\frac{P_{0} G(0)}{2 \pi Y_{0} k^{2}}} \int \underline{\hat{s}}_{10}(\underline{K}) e^{i|\gamma| z} e^{i \underline{K} \bullet \underline{R}} d \underline{K} . \tag{45}
\end{equation*}
$$

For the case of an antenna pattern determined from a model, we may estimate the gain of the antenna from its physical size and assumed efficiency. The receiving cross section $\sigma$, can be related to its physical area by the expression

$$
\sigma=\eta A \text {, }
$$

where

```
\eta = aperture efficiency
A = physical area of the antenna.
```

Further, for a reciprocal antenna, gain and receiving cross section are related by

$$
G=\frac{4 \pi \sigma}{\lambda^{2}}
$$

Finally, for a circular antenna we have

$$
G=\eta \pi^{2} d_{\lambda}^{2}
$$

where $d_{\lambda}=\frac{d}{\lambda}$ is the diameter expressed in wavelengths.

## 3. PHYSICAL OPTICS MODEL FOR REFLECTOR ANTENNAS

In order to calculate the radiated fields of a reflector antenna, it is necessary to employ some sort of approximate theory because an exact solution is essentially impossible to complete. Of several approximate theories, the one most appropriate for prediction of the antenna is main beam and near sidelobes is physical optics (PO). For farther out sidelobes, better results can usually be obtained from asymptotic theories such as the geometrical theory of diffraction (GTD).

The model employed in this work was physical optics and the basic theory will be discussed here. Several good references are available on the subject of physical optics. Here, we follow the development of Rusch $[8,9]$.

As is well known, the fields in space can be calculated if all currents are known. A general expression for these fields can be written in terms of the free-space dyadic Green's function [10]. This expression is quite complicated if we want to calculate fields at any point. However, if we desire only "far-field" expressions, considerable simplification can be made.

We consider an arbitrary conducting surface $S$ with surface current density $\underline{J}_{S}$, as illustrated in figure 8.


Figure 8. Geometry of vectors for surface integral.

Here, 0 is the origin of the reference coordinate system, $P$ is the field point, $\underline{R}$ is a vector which locates $P$ in the reference system, and $\hat{a}_{R}$ is a unit vector parallel to $\underline{R}$. The integration point is located by the vector $\rho$, while the vector $\underline{r}$ designates the location of $P$ with respect to the integration point and $\hat{a}_{r}$ is a parallel unit vector.

Now, under the usual far-field assumptions $r \gg \lambda$ and $|\rho|_{\text {max }} \ll R$ or $r$, we can write the electric field at $P$ as

$$
\begin{equation*}
\underline{E}(\underline{R})=\frac{i \omega \mu_{0}}{4 \pi} \frac{e^{i k R}}{R} \int_{S}\left[\underline{J}_{S}-\left(\underline{J}_{S} \hat{a}_{R}\right) \hat{a}_{R}\right] e^{-i k \underline{a_{0}} \hat{a}_{R}} d S \tag{46}
\end{equation*}
$$

This expression can be evaluated relatively easily using numerical techniques, provided that $\underline{J}_{S}$ is known. The crux of the problem, then, is the evaluation of $\underline{J}_{S}$.

A useful approximate theory for obtaining $\underline{J}_{S}$ is P0. Simply stated, P0 approximates the surface currents with those that are obtained by the assumption of a local plane-wave reflection field, i.e.,

$$
{\underset{\mathrm{J}}{S}}=2\left[\begin{array}{lll}
\hat{n} & \times \underline{H}_{\mathrm{inc}} \tag{47}
\end{array}\right],
$$

where $\hat{n}$ is the unit normal to the surface and $\underline{H}_{i n c}$ is the incident magnetic field.

Numerical evaluation of the two-dimensional integral in eq (46) can be time consuming for many cases. The size of the cell required to obtain a given accuracy with the numerical integration scheme decreases as the observation point moves off axis, and may
approach a small fraction of a wavelength. Thus, we see that calculation of the fields off axis for a large aperture antenna requires a large number of points. Further, the near-field calculations which are to be performed using the far-field patterns require a large number of individual far-field calculations.

In order to arrive at a practical model, some simplifications must be employed. The model, which is employed by the USC programs, assumes that the reflector is axially symmetric. This assumption allows the performance of the azimuthal integration in eq (46) analytically, thus reducing drastically the number of points required in the integration. Details of this simplification may be found in Rusch [8].

Another consequence of the assumption of axial symmetry is that a complete far-field pattern (i.e., specification for all values of $\emptyset$ ) requires that the field be calculated only in the E- and H-planes, i.e. $\emptyset=\pi / 2$ and 0 , respectively. The field at any point ( $R, \theta, \varnothing$ ) is given by

$$
\begin{equation*}
\underline{E}(R, \theta, \emptyset)=\frac{e^{i k R}}{R}\left[E_{E}(\theta) \sin \emptyset \hat{a}_{\theta}+E_{H}(\theta) \cos \emptyset \hat{a}_{\emptyset}\right] . \tag{48}
\end{equation*}
$$

For the purposes of this study, we require the rectangular components of the antenna pattern, which are given by

$$
\begin{gather*}
E=\frac{e^{i k R}}{R}\left[E_{E}(\theta) \cos \theta-E_{H}(\theta)\right] \cos \emptyset \sin \phi \hat{a}_{x} \\
+\left[E_{E}(\theta) \cos \theta \sin ^{2} \phi+E_{H}(\theta) \cos ^{2} \emptyset\right] \hat{a}_{y}-E_{E}(\theta) \sin \theta \sin \phi \hat{a}_{z} . \tag{49}
\end{gather*}
$$

### 3.1 Physical Optics Subroutines Employed by USC

The subroutines used to compute the PO fields of the paraboloidal reflector antennas were written by Prof. W. V. T Rusch, of the University of Southern California and obtained at a short course, Reflector Antenna Theory and Design, given in June 1976.

The subroutine package will calculate far-field patterns for an axially symmetric reflector antenna which has a circular blockage on axis caused by the feed. Further, it allows the feed pattern to be specified in the E- and H-planes independently to control the reflector illumination function.

Three options are available for the feed pattern. These are: uniform illumination, dipole illumination, and $\cos ^{n} \theta^{\prime}$ illumination where $\theta^{\prime}$ is the angle measured from the feed axis. For this case, the feed patterns in the E- and H-planes are given by

$$
\begin{aligned}
& E_{E}=\cos ^{n^{E}} \theta^{\prime} \\
& E_{H}=\cos ^{n^{H}} \theta^{\prime} .
\end{aligned}
$$

Other parameters of the antenna which are required as input include focal length to diameter ratio, fractional diameter blockage, diameter in units of wavelength, and axial position of the feed relative to the focal point of the reflector.

The subroutines use a Romberg type of algorithm to perform the necessary integrations. This is an adaptive algorithm in the sense that it selects the necessary interval size based on a required accuracy. The result is a rapidly executing program, because advantage can be taken of the fact that rather large increments can be used near the main beam, thus reducing time to compute the far fields for these points.

If the integration routine is unable to achieve the required accuracy, either because of accumulated round-off error or because the integration range cannot be sufficiently subdivided, an appropriate error flag is set. This condition is noted in the program output, so that this data may be deleted in further calculations. Further discussion of these errors occurs in the program description.

### 3.2 Test of Near-Field Program

In order to check the operation of the near-field transformation in conjunction with the far-field P0 model, a test case consisting of a 52-wavelength, uniformly illuminated aperture was run. Near fields were calculated in the aperture plane from the far fields calculated using P0, and were compared with the original uniform distribution. Results are shown in figure 9. As can be seen, the calculated results agree well with the uniform distribution. Note that the scale is electric field in volts/meter, not relative field in dB . Total variation from the original distribution is $+1.1 \mathrm{~dB},-0.55 \mathrm{~dB}$.

The ripple can be attributed to several causes. Since the PO program encounters round-off error problems for angles which lie too far off boresight, the far field must be truncated beyond a critical angle. For this example, the truncation occurred at an angle of 10.2 degrees, which was also chosen because it was a null position. Even so, eight sidelobes were included in the far-field pattern, the last one having an amplitude of about -40 dB relative to the main beam. The spacing of far-field points also affects the ripple to some extent. Here, there were about 10 points per sidelobe. Finally, evanescent modes were neglected because of the point spacing chosen in $k$-space. The results do indicate that useful near fields can be calculated from the model for this case.


Figure 9a. Field strength in a uniformly illuminated aperture calculated using physical optics far fields. Dashed line indicates theoretical distribution.


Figure 9b. Phase of field in a uniformly illuminated aperture calculated using physical optics for fields.

As noted in section 3, the PO model represents an approximation to the true fields generated by the reflector antenna. Because of the approximations involved, it was considered desirable to compare the results obtained using a PO model to actual measured far-field patterns. Four cases were considered, and some additional experimental work was done in one case to attempt to determine the cause of observed discrepancies. The four cases are listed in table 4.1 .

TABLE 4.1

| Antenna | $\begin{gathered} \text { Frequency } \\ \text { GHz } \end{gathered}$ | $\begin{gathered} \text { Diameter } \\ m(\lambda) \end{gathered}$ | Fractional Aperture Blockage | $n^{E}$ | $n^{H}$ | $\begin{gathered} \text { Measured } \\ \text { Gain } \\ \text { dB } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.0 | $1.22(16.25)$ | . 164 | 1.57 | 1.72 | 29.66 |
| 2 | 4.0 | $1.22(16.25)$ | . 164 | 1.02 | 1.07 | 28.34 |
| 3 | 12.73 | 1.22(51.8) | . 143 | 1.09 | 1.09 | 40.70 |
| 4 | 57.5 | . 45 (87.5) | . 120 |  | 1.10 | 46.3 |

Each antenna had an essentially circular blockage at the feed, and each had three support struts. Antennas 1, 2, and 3 were essentially identical, being built by the same manufacturer, the only difference being in the feed. The feeds of antennas 1 and 2 were adjusted in the NBS near-field facility to obtain optimum focus and coincidence of electrical and mechanical axes.

The adjustment procedure consisted of moving the feed axially and laterally in order to obtain a minimum near-field phase curvature (focus adjustment) and a near-field phase with no linear component (boresight adjustment). It should be noted that for antennas 1 and 2, at least, it was not possible to obtain a flat phase front in both E-and H-planes. A compromise adjustment was made. Thus, either the E- or $H$-plane pattern can be somewhat improved, but only at the expense of a worse pattern in the other plane. It is not known whether the problem exists in the case of antennas 3 and 4, as these antennas had been previously measured at NBS and were not available for further experimentation.

In order to determine the parameters $n^{E}$ and $n^{H}$ for antenna 3 , the dimensions of the feed were obtained and the patterns estimated using standard horn theory. For antenna 4, a cassegrain antenna, the near-field data obtained were used to estimate the parameters when the antenna was calibrated at NBS. For antennas 1 and 2, the feed patterns were measured on a far-field range before the feeds were installed on the reflector.

The far-field patterns for these antennas are shown in figures 10 to 13 , with the $P 0$ predicted patterns superimposed. We note that, in general, the agreement between the


Figure 10a. Comparison of measured and calculated far-field patterns for antenna No. 1. E-plane cut, solid line - measured pattern, dashed line physical optics.


Figure 10b. Comparison of measured and calculated far-field patterns for antenna No. 1. H-plane cut, solid line - measured pattern, dashed line physical optics.


Figure 1la. Comparison of measured and calculated far-field patterns for antenna No. 2. E-plane cut, solid line - measured pattern, dashed line physical optics.


Figure 11b. Comparison of measured and calculated far-field patterns for antenna No. 2. H-plane cut, solid line - measured pattern, dashed line physical optics.


Figure 12a. Comparison of measured and calculated far-field patterns for antenna No. 3. E-plane cut, solid line - measured pattern, dashed line physical optics.


Figure 12b. Comparison of measured and calculated far-field patterns for antenna No. 3. H-plane cut, solid line - measured pattern, dashed line physical optics.


Figure 13. Comparison of measured and calculated far-field patterns for antenna No. 4. H-plane cut, solid line - measured pattern, dashed line -
physical optics.

PO computations and measurements improves as the diameter to wavelength ratio increases; and further, by comparing 1 and 2, we note that a higher value of edge illumination seems to allow a better prediction.

Several possible explanations for the discrepancies exist. These can be grouped into five categories: edge effects, diffraction by struts, aperture blockage effects, back and sidelobe radiation from the feed, and violation of the assumed circular symmetry.

The first of these arises because of the sharp discontinuity in current which occurs at the edge of the reflector surface. The effect of this discontinuity is imperfectly accounted for by the P0 model. In order to better describe edge effects, it is necessary to employ the geometrical theory of diffraction (GTD) or similar asymptotic theories to predict more accurately the sidelobes generated by these edge effects. To clearly see the difference between the edge as described by PO and GTD, it is useful to consider the "effective" currents which are used. These are illustrated in figure 14. We note that, in both cases, there is a sharp discontinuity in current density at the edge of the reflector surface. The GTD model includes the effect of the singularity in the current at an edge. GTD models usually assume a sharp edge. However, the antennas used in this study were made with a rolled edge as is common; and thus the normal GTD theory will not apply. The effect of the edge singularity manifests itself more as the angle off boresight increases. It is thus assumed that the use of PO rather than GTD is not significant in explaining the observed discrepancies.

The remaining processes are more likely candidates for the observed discrepancies. While blockage is taken into account, diffraction from the feed structure is not. In addition, because of the structure of the particular antennas used, multiple reflections between the feed structure and the reflector surface are likely to occur. An approximate cross section is shown in figure 15.

In order to test the multiple reflection hypothesis, the feed support plate was lined with rf-absorbing material, and near-field scans were again taken. The resulting far fields are shown in figure 16. Note that the agreement between the P0 model and measured far fields is better. This suggests that at least part of the problem is in neglecting multiple reflections between the feed housing and the reflector.

The struts were now covered as shown in figure 17 to try to minimize diffraction by them. Results of this test showed an increase in the discrepancy between experiment and theory as shown in figure 18. However, this should not be taken to mean that strut reflection is negligible because, as can be noted in the photograph, there is significantly more blockage for rays travelling off axis than in the uncovered strut case. A better method for determining the strut diffraction effect experimentally would be to support the feed with dielectric material and measure patterns in this configuration. The asymmetry observed in the E-plane pattern is an indication of significant strut effects.



Figure 14. Comparison of effective current distribution used in physical optics and geometrical theory of diffraction calculations. (Uniform distribution assumed).


Figure 15. Diagram of multiple reflections involving feed structure.


Figure 16a. Comparison of measured and calculated far-field patterns for antenna No. 1 with feed region covered with absorber. E-plane cut, solid curve measured pattern, dashed curve - physical optics.


Figure 16b. Comparison of measured and calculated far-field patterns for antenna No. 1 with feed region covered with absorber. H-plane cut, solid curve measured pattern, dashed curve - physical optics.


Figure 17a. Feed region of antenna with absorber collar.


Figure 17b. Feed support struts with absorber attached.


Figure 18a. Comparison of measured and calculated far-field patterns for antenna No. 1 with feed region covered with absorber. E-plane cut, solid curve measured pattern, dashed curve - physical optics.


Figure 18a. Comparison of measured and calculated far-field patterns for antenna No. 1 with feed region covered with absorber. H-plane cut, solid curve measured pattern, dashed curve - physical optics.

Backlobe radiation from the feed antenna is not considered. It is difficult to estimate the magnitude of this effect. While patterns were taken for the feeds of antennas number 1 and 2, it is in a completely different mounting structure when in place in the antenna; and, as a result, the pattern in the rear hemisphere for the feed will not give any valid data about its back lobes.

The following general conclusions can be stated concerning the usefulness of this particular P0 model.

1. The model appears to give better results for larger $D / \lambda$ ratios.
2. Sidelobe positions are fairly accurately predicted for the first few sidelobes.
3. The magnitudes of the predicted sidelobes can be as much as several dB off for small ( $\langle 50 \lambda$ ) antennas.
4. A contributor to the observed differences in the case of antenna 1 (and also 2 because its construction was the same) is multiple reflections between the reflector surface and feed structure.
5. For far sidelobe regions (beyond 4 or 5 lobes) it appears that a better model such as a PO-GTD combination should be employed.
6. A model which takes struts into account would be useful.

Because the theoretical model is used to predict near-zone fields and coupling, it is useful to consider the effect of discrepancies between the modeled and actual fields on the prediction of near-fields and coupling.

For determination of the near-field radiation in front of the antenna, it is expected that the sidelobe discrepancies will have a negligible effect. The major source of error will occur because the true gain is not known and must be estimated. The current P0 model will not give results in the region far off boresight or in the back direction.

The coupling results will be affected by the sidelobe region, however. Calculation of the coupling depends on that portion of the far field of each antenna which is subtended by the other; hence, the sidelobe structure is important. Because the locations of the sidelobes are accurately predicted, the basic structure of the coupling as a function of
relative position of the two antennas will be retained. Any errors in the magnitude of the far field predicted by PO will be carried over into the coupling ratio.

## 5. COMPARISON OF PREDICTED AND MEASURED NEAR-FIELD COUPLING

In order to utilize the near-field coupling program (CUPLNF) to predict actual near-field coupling, the two C-Band reflector antennas (numbers 1 and 2 of table 4.1) which were modeled using PO, were set up to measure the near-field coupling directly for various relative orientations and separations. The frequency of operation was 4.0 GHz which gives a diameter of 16.25 wavelengths and a combined or mutual Rayleigh distance $\left(D_{1}+D_{2}\right)^{2} / \lambda$ of about 80 meters.

The antennas were mounted on movable wooden towers at a height of about 7 meters above the ground. The coupling was measured as a function of separation distance for separations ranging from 1 to 8.5 meters and for three relative orientations of the antennas. This procedure also gives a measure of the level of multiple reflections between the antennas (which are neglected in the calculations).

A photograph of the experimental setup is shown in figure 19, and figure 20 illustrates schematically the three relative orientations employed.

For cases two and three, the angle of the receiving antenna was varied over approximately a $\pm 4^{0}$ range at a fixed separation of 3.5 meters to test the coupling as a function of angle.

Small angles were deliberately chosen for two reasons. Because the PO model used here does not perform well in the sidelobe region, the measurements must be restricted to small angles so the model can successfully predict coupling from boresight. Further, the planar scan data yields far fields which are valid only to about 450 to $50^{\circ}$, and, this too, limits the angles. For wider angle coverage, nonplanar scanning techniqes such as cylindrical or spherical would prove useful.

It should be noted that in case 1, the primary source of coupling is the interaction of the main lobes of the two antennas. Case 2 corresponds to the main lobe of the transmitting antenna interacting with the sidelobes of the receiving antenna. In case 3 , the sidelobes of each antenna interact with each other.

Calculation of the coupling between the antennas was carried out for five separations in the range 1.5 to 7.5 meters for each case measured. Far fields used as input were from two sources. The experimentally determined far fields obtained from transformation of near-field data were used in one set of calculations, and the far fields obtained from the model using the adapted USC PO subroutines were used in the other calculations.



CASE 1

$$
\begin{array}{ll}
\phi_{t}=0^{\circ}, & \phi_{r}=0^{\circ} \\
\theta_{t}=0^{\circ}, & \theta_{r}=0^{\circ} \\
\psi_{t}=0^{\circ}, & \psi_{r}=0^{\circ}
\end{array}
$$



CASE 2

$$
\begin{array}{ll}
\phi_{t}=0^{\circ}, & \phi_{r}=180^{\circ} \\
\theta_{t}=0^{\circ}, & \theta_{r}=15^{\circ} \\
\psi_{t}=0^{\circ}, & \psi_{r}=180^{\circ}
\end{array}
$$



CASE 3

$$
\begin{array}{ll}
\phi_{t}=0^{\circ}, & \phi_{r}=180^{\circ} \\
\theta_{t}=20^{\circ}, & \theta_{r}=15^{\circ} \\
\psi_{t}=0^{\circ}, & \psi_{r}=180^{\circ}
\end{array}
$$

Figure 20. Schematic showing relative orientations of antennas for the three test cases.

The results of the three cases are shown in figures 21 to 23 . In each case, the envelope of the measured data is shown, rather than the actual data, which consists of approximately sinusoidal oscillations of period $\lambda / 2$ superimposed on the data which arise because of multiple reflections between the two antennas.

We note fairly good agreement between the measured data and that predicted using measured far fields except in the case of the $\left(0^{\circ}, 150\right)$ data. This disagreement will be discussed shortly. In the $\left(0^{\circ}, 0^{\circ}\right)$ case, the prediction using actual far-field data is approximately 0.5 dB low, and follows the shape of the average of the measured data very well. In the $\left(20^{\circ}, 15^{\circ}\right)$ case, we again ob-serve fairly good agreement between the shape of the predicted and measured curves with an average error of about 2 dB . As in the case of the measurement of low sidelobes, this error is not unacceptable. It might be expected that a greater error would occur when the sidelobes are interacting because of their complicated structure and resultant sensitivity to orientation. While every effort was made in the experimental procedure to ensure accurate positioning, the accuracy was probably no better than $1 / 2^{0}$ about all three axes.

We now discuss the $\left(0^{0}, 15^{\circ}\right)$ case where agreement is not good. Here, we suggest that slight misalignment may be the primary cause. In the rotation performed at a separation of 3.5 meters, a peak of -25.2 dB occurred at about $12.0^{\circ}$. Calculations show that a peak in the predicted coupling occurs at an angle of 12.40 with a magnitude of -26.4 dB . Predicted and observed nulls also occur at about $20^{\circ}$ to $22^{\circ}$, though the magnitude comparison of the null depth is not so good. Because of multiple reflections and multipath and because the cross-polarized component is not included in the calculations, null comparisons cannot be expected to be so good as that observed at relative maxima. It would thus appear that the discrepancy at $\left(0^{\circ}, 15^{\circ}\right)$ can be explained by a small error in orientation.

## 6. CONCLUSIONS AND RECOMMENDATIONS

Programs and subroutines were written to calculate near fields of reflector antennas and to calculate mutual coupling between antennas whose separation and orientation are arbitrary. The basic data required for these calculations are the twósimensional complex far-field patterns of the antennas involved.

Documentation for the programs including listings and sample input and output are given in Appendices A and B.

It was seen that the coupling program provides good results if proper far fields are used as input data. When a model such as the physical optics discussed here is employed, the coupling program fails to adequately predict the coupling for off-axis directions.


Figure 21. Mutual coupling between 1.2 meter reflector antennas. Case 1: $\theta_{r}=0^{\circ}, \theta_{t}=0^{\circ}$. Solid lines indicate envelope of measured mutual coupling.


Figure 22. Mutual coupling between 1.2 meter reflector antennas. Case 2: $\theta_{r}=15^{\circ}, \theta_{t}=0^{\circ}$. Solid lines indicate envelope of measured mutual coupling.


Figure 23. Mutual coupling between 1.2 meter reflector antennas. Case 3: $\theta_{r}=15^{\circ}, \theta_{t}=20^{\circ}$. Solid lines indicate envelope of measured mutual coupling.

Several areas would appear to be worth pursuing. Certainly better models can be obtained. For the types of data required (complete two-dimensional, far-field patterns), a two-dimensional integration P0 model is probably not practical. For this type of approach each far-field point would require a two-dimensional rather than a one-dimensional numerical integration. Further, because no symmetry is assumed, all needed far-field points must be computed rather than only the E- and H-plane cuts. Because of these considerations, the computation of the complete pattern by a model which requires two-dimensional integration appears to be impractical. An alternative would be to calculate the main beam and first few sidelobes with PO, and use a GTD analysis for points farther off axis. Such a combination would use the best features of each technique.

A second alternative would be to reformulate the P0 model in terms of aperture fields rather than surface currents. This approach would allow efficient computations using the FFT.

Contrasted with the above is the question of whether application might permit the use of less sophisticated models which would give upper-bound values for the desired quantities. Note that regardless of the sophistication of the model employed, certain antennas of a given type may fail to perform as predicted because of unit-to-unit variations. These variations have been observed to be as large as the discrepancies observed between measured and modeled fields for certain types of antennas.

With this in mind, we suggest two alternatives to the use of a sophisicated model. First, a catalog of measured far fields for antenna types in use could be compiled and these data used in coupling or near-field calculation. It would probably be necessary to measure several samples in order to determine expected unit-to-unit variations. An alternate approach would be to employ an envelope type of far-field pattern, such as the amplitude pattern that the CCIR recommended ( $32-25 \log \theta$ function), if a reasonable phase function is also included.

It is recommended that these approaches be studied to determine if, in fact, they can give useful results.
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## APPENDIX A. POMODL - PHYSICAL OPTICS ANTENNA MODEL

This appendix includes detailed documentation of the program which models reflector antennas using physical optics and, at the user's option, calculates a two-dimensional far-field pattern for use by CUPLNF and also calculates near-field patterns on a specified plane. Each subroutine is documented individually, except for those which were obtained from other institutions and used unaltered, in which case only a brief description and listing is included. The final section of the appendix includes a sample input deck and a sample program output.

## A. 1 GENERAL OVERVIEW OF COMPUTER PROGRAM

The program POMODL and its associated subroutines are described in detail in the following subsections. The flow chart below is presented in order to give the reader an overview of the operation of the program package.


## A.1.1 PROGRAM POMODL

## PURPOSE:

To control input, output and flow of far-field calculation and transformation to near field.

## GENERAL DISCUSSION:

This subroutine is a modified and extended version of SUBROUTINE PDRIVE written by Professor W. V. T. Rusch of the University of Southern California (USC). This subroutine reads data cards which specify the physical parameters of a paraboloidal reflector antenna and the parameters of the desired near-field patterns. It is basically a driver program for the USC PO subroutine PARAB and the subroutines which perform the far- to near-zone transformation.

The program produces plots and tables for far field in the E- and H-planes and nearfield cuts on a plane or planes perpendicular to the axis of symmetry of the reflector. In addition, the program calculates the near field on the complete plane and stores it in an array. This data may be obtained by a minor program modification. The far field presented in a table of values at equally spaced increments in ( $k_{x}, k_{y}$ ) space is also available at the user's option.

Because the techniques used require a substantial amount of computer core, it is recommended that the DIMENSION and COMMON statements specifying the size of arrays EY and DATAX be changed to suit the problem considered. Minimum size for EY is $2 \times$ (number of points to be calculated in $\theta$-direction) $\times$ (number of points in $\emptyset$ direction). For DATAX, the size must be at least $2 \times$ (number of near-field points in $x$-direction) $x$ (number of near-field in y-direction). Because arrays EY and DATAX are not directly used by the main program but are dimensioned only for storage allocation purposes, they may be dimensioned as single dimensioned arrays whose sizes are greater than or equal to the values specified above.

## INPUT CARDS

The input card deck consists of two groups of cards. The first five cards must be included in every run and specify the parameters of the antenna being modeled and the ranges and increments for the far field.

The second group of cards specifies the desired parameters of the near field to be calculated. If no cards of this group are present (i.e. only five input cards), only the E- and H-plane far-field patterns will be calculated and plotted. The near-field
parameters are specified by a single card. Near fields for planes lying at different z-distances can be calculated by including multiple cards.

In addition, it is possible to specify that the far-field array which is calculated at evenly spaced points in ( $k_{x}, k_{y}$ ), space may be written out to logical unit 20 for use as input data for the mutual coupling program CUPLNF.

The following is a list and description of the data cards.

## Group I

Card 1 Col. 1-40 This card contains alphanumeric information, usually the name and telephone extension of the person submitting the job.

Card 2 Col. 1-80 An alphanumeric identifier which is used to identify the case being studied. It appears as headings of tables and plots and on identification records of output files.

Card 3
This card specifies antenna parameters. All numbers on this card must have the decimal point explicitly specified.

Col. 1-10 FOD - the F/D ratio for the reflector.

Col. 11-20 FOL - the diameter in wavelengths of the reflector. Col. 21-30 BLOCK - the feed blockage as a fraction of the reflector diameter.

Col. 31-40 DFOCUS - amount of axial defocussing in wavelengths, positive defocussing if the feed is beyond the focal point.

Col. 41-50 ACOSE-E-plane illumination factor.

If $A C O S E<-100$. aperture is uniformly illuminated.
-100. $\leq A C O S E<0$. feed is a y-directed electric dipole.

ACOSE $\geq 0$. E-plane feed pattern is $\cos \operatorname{ACOSE}(\pi-\theta)$

Col. 51-60 ACOSH - H-plane illumination factor.

If $A C O S H \geq 0$. H-plane feed pattern is $\cos { }^{A C O S H}(\pi-\theta)$.

Col. 61-70 FREQ - frequency in GHz.

Card 4

Col. 1-10 THETHF - initial value of theta - degrees.

Col. 11-20 DTHETA - theta increment - degrees.

Col. 21-30 PHIF - initial value of phi - degrees.

Col. 31-40 DLPH - phi increment - degrees.

Col. 41-45 NTHETA - number of theta points desired, no decimal point, right justified in field.

Card 5
This card gives data which allow calculation of magnitude of near electric field.

Col. 1-10 PIN - power input to antenna, a blank in field gives default value of 1.0 watt.

Col. 11-20 EFF - assumed aperture efficiency of antenna in percent, a blank in field gives default value of 100 percent.

Group II

This card specifies the parameters of the near field which is to be calculated. This card may be repeated to calculate near fields on different planes. If card 6 is omitted, only a far field will be computed and plotted.

Col. 1-10 DELX - near field $x$-increment in meters.

Col. 11-20 DELY - near-field y-increment in meters.

```
Co1. 21-30 DIST - distance from focal point of antenna reflector
    to near-field plane in meters.
Col. 31-40 Blank - field not used.
Col. 41-45 IR2TON - number of \(y\) points desired in near field, no
    decimal point specified, right justified in field.
Col. 46-50 IC2TON - number of \(x\) points desired in near field, no
    decimal point specified, right justified in field.
```

OUTPUT

A copy of typical output for the program is included in section A.2. A table of input parameters is given first followed by the E- and H-plane far-field patterns for the antenna. Page printer plots for the E- and $H$-plane are then included.

The near-field parameters are then printed in a table giving the $x$ - and $y$ - near-field centerline cuts. Finally, the amplitude and phase of the near-field centerline cuts are plotted.

## SYMBOL DICTIONARY:

ACOSE $\quad=$ E-plane aperture illumination factor
ACOSH $\quad=H-p l a n e$ aperture illumination factor
BLOCK $\quad=$ Fractional diameter blocking
CASEID $=$ Alphanumeric identifier
CEE $\quad=$ Speed of 1 ight $\times 10^{-9}$
$\operatorname{DATAX}(I, J) \quad=$ Array reserved for far field versus $k_{x}$ and $k_{y}$
DELX $\quad=$ Near-field $x$-increment
DELY $\quad=$ Near-field $y$-increment
DFOCUS $\quad$ Amount of axial defocussing beyond focus in wavelengths
DIST = Distance between near-field plane and focal plane in meters
DLPH $\quad=$ Far-field phi increment in degrees
COL $\quad=$ Reflector diameter in wavelengths
DTHETA = Far-field increment in degrees
EFF $\quad=$ Assumed antenna efficiency
EPFAZE $\quad=$ Phase of EPHI in degrees
$\operatorname{EPHDB}(I) \quad=$ Normalized phi component magnitude expressed in dB
EPHI $\quad=$ Phi component of far field
$\operatorname{EPLANE}(I) \quad=y$-component of $s_{10}$
EPMAG = Intermediate variable - magnitude of EPHI
EPREF $\quad=$ Magnitude of EPHI(1) used for normalization purposes

| ETFAZE | = Phase of ETHETA in degrees |
| :---: | :---: |
| ETHDB(I) | $=$ Normalized theta component magnitude expressed in dB |
| ETHETA | = Theta component of far field |
| ETMAG | = Intermediate variable - magnitude of ETHETA |
| ETREF | = Magnitude of ETHETA(1) used for normalization purposes |
| EY(I, J) | $=$ Array reserved for far field versus $\theta$ and $\emptyset$ |
| FKAY | = Propagation constant $=2 \pi /$ wavelength |
| FOD | = Reflector focal length/diameter |
| FREQ | = Frequency in GHz. |
| GAIN | = Theoretical gain of antenna |
| GDB | = Gain of antenna expressed in dB |
| HPLANE (I) | = x -component of $\mathrm{s}_{10}$ |
| IC2T0N | $=$ Number of near-field points in x-direction |
| ID | = Alphanumeric identifier, usually programmer's name |
| IR2TON | = Number of near-field points in y-direction |
| JTH2M1 | $=2 \times$ JTHETA - 1 used for array indexing |
| JTHETA | = Theta loop index |
| JTHX2 | $=2 \times$ JTHETA used for array indexing |
| NPHI | = Number of phi points to be calculated |
| NTHETA | = Number of theta points to be calculated PARAB |
| PARAB | = Main subroutine to calculate far field of paraboloidal reflector antenna |
| PHIF | = Initial value of phi in degrees |
| PI | $=\pi=3.14159 . .$. |
| PNRM | = Power normalization factor |
| PIN | = Input power to antenna |
| PNRM | = Power normalization factor |
| RTD | $=$ Radians to degrees conversion factor $=\pi / 180$ |
| THETA(I) | = Polar angle measured from boresight axis |
| THETAF | $=$ Initial value of theta in degrees |

COMMON BLOCKS:

The labeled common used in POMODL is described below with a list of routines in which it is used. The variables are defined in the symbol dictionary.

COMMON /CNTRL/ DTHETA, DLPH, DELX, DELY, FREQ, DIST, PNRM

Routines using /CNTRL/: POMODL, FAR2D, FFKXY, NFKXY

```
QPNCPAM ROMIDL (INPUT, IITPUT, TAPF5=INPUT, TAPFE=IUTPUT, TAPEZO) PDMODL
        PDIFFSSIR W. V. T. RUSCH MF THE UNIVEPSITY DF SOUTHERN PDMODL
        CALIFARNTA, WHICH INCLUDES CAPABILITY DF CALCULATING POMODL
        MFAP FIELDS ON A SPFCIFIEN PLANF.
7-\triangleXTC IS AXIS OF SYNNETRY DCINTING AWAY FPOM PARARCLOID. X IS POMODL
        POLAD ANGLE THETA-PRYME MEASUPED FROM THE POSITIVE-Z AXIS. POMODL
        x = DI IS THF CIRFCTIMN CF THE REFLECTOR VFPTEX.
XP IS THF PILLAR ANGLF THFTA-DOUBLE-PPIME MEASLIPED FROM THE
    ROKITIVF T-AXTS WTTH THE RFFDCUSFD FFFO \triangleS DPIGIN.
THE FTFLDS TF THE FEEE \triangleQE THF FIELQS DF A CIPCUL\triangleQ APEPTUQF
    FXCITFN IN THF M=1 AZTMUTHAL MIONE. THF F-PLANE IS THE
    YZ-PLANE ANM THE F-PLANE IS THF XT-PLANE. THE CDMPLEX ROLAR
    PATTEQNS AI(TP) AND DI(TP) APE SUCH THAT MOST OF THE POWER
    TS DAOIATEN TCWAFC THE PFFLECT\capD ANO VFQY LITTLE PDWER IS 
    IS DAOIATEO TCWAFC. THE PFFLECTOD AND VFQY LITTLE PDWER IS
    ASSIJDE CONTINUITY DF THE FIELD WHEN XP = PI, IT IS NECESSARY
    THAT DI(PI) = - \I(PI).
FIO= OFFLFCT\capQ F/O
\capCL = DFFLFCTMR \capIAMFTFQ IN WAVFLFNGTHS
BLOCK = FOACTIONAL DIANETER BLECKING PONODL
MFRCUS = \triangleMDUNT OF AYI\triangleL DFFOCUSING QEYOND THE FOCUS IN WAVELENGTHPOMODL
TF(ACOSF, LT, (-1CC,D)) THE APERTURF IS UNIFORMLY ILIUMINATED
IF(ACDSF.GE.(-100.0).AND.LT.D.D) THE FEFD IS Y-DIPECTED ELECTRIC
    CTOCLF
IF(AR\capCF.GF.O.O) AI=(CDS(PI-XP))**ACOSF, XP.GE.PI/2 ROMDDL
                    =C, XP.LT.PI/2
                    DI=-(CTS(PI-CP))**\triangleCOSH, XP.CE.PI/2 POMODL
                        =D,XP.LT.DI/? POMODL
FQFG=FQEQUENCY
THFT\triangleF = INITTAL VALUE DF THFTA, OEGRFES
OTHFTA = DIFFEPENTIAL VALUE OF THETA
DHIF = INITIAL Y\DeltaLUF CF DHI
OLPH = DIFFFPFNTIAL VALUF NF PHI
NTHFTA = NUMBER DF THETA VALUES
PTN = DMWER INPUT TC ANTFNNA FOP NFAP-ZTNNF FIFLC STRENGTH
EFF = \triangleOFRTIIRF EFFICIENCY OF ANTENNA
S.CNPLFX FTHFTA,EOHI
DIMFNSICN FTHRA(2DD), FPHDR(2CO), THETA(2CO)
DIMENSIDN EQLANE(4DO), HPLANF(4CO)
DIMENSTRN ID(4)
CEMMRN EY(SCOO), DATAX(8192)
CTMMON /IDI CASFIC(P)
CCMMON /CNTRL/ MTHFTA, OLPH, DFLX, DELY, FRFO, DIST, PNRM, POMODL
INPUT
QEAN (5, 5000) IN
PQTNT GOOI, ID
RFAD(5,50)^) CASFID
WRITF(5,600D)CASEID
POMODL
RFAD(5,5020)FCD,DCL, BLICK, OFOCUS, ACRSE, ACOSH, FREQ 
POMODL
PFAD(5,5020)FCD, DCL, BLDCK, \capFOCUS, AC RSE, ACOSH, FREQ 
PFAC(5,5020) RIN, FFF
IF (PIN.FG.O.) PIN=1.C
IF (FFF.FO. O.) EFF = 1.
WRTTE(H,GOZD)FCO,DCL, ELOTK,DFOCUS, FRFO
IF(\triangleCOSE.LT.(-1CC.C))WPITE(6,6CD5)
IF(\triangleCHSE.GF.(-100.D), ANO, ACMSF.LT.D.D)WPITF(G,GCID)
IF(ACJSF.CFF.O.0)WRITF(6,GD15)ACOSF,ACCSH
MISCFLLANEDUS
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMONL
PONODL
POMODL
PI=4.0*ATAN(1.D)
POMODL
PTD = 180.01PI
POMODL
PTD = 180.01PI
POMODL
CRIVFQ DQRCPAY FQQ PFYSICAL OPTICS SURPRUTINE PAPAB, WRITTEN RY
    POMODL
    POMODL
    POMODL
    POMODL
    POMODL
    PMMONL
    POMODL
    POMODL
    POMODL
    POMODL
    POMODL
    POMDDL
    POMODL
    POMODL
    PONODL
    POMODL
    POMODL
    PCMODL
    POMODL
ELOCK= FOACTIONAL DIAMETER BLECKING PONODL
POMODL
POMODL
DOMODL
POMODL
                        =-(C\capS(PI-CP))**ACOSH, XP.CE.PI/2 
POMODL
ROMODL
    ROMODL 
POMODL
    MPOMODL 
    POMODL 
POMODL
POMODL
POMODL
PMMODL
POMODL
POMODL
                                    POMOOL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
CCMMON /CNTRL/ MTHETA, DLPH, DFLX, DELY, FRFO, DIST, PNRM, POMODL
CCMMON /CNTRL/ RTHETA, DLPH, DFLX, DELY, FRFO, DIST, PNRM POMODL
PCMODL
PCMODL
POMODL
POMODL
pOmoDL
ROMODL
POMODL
pomaD
POMODL
    POMODL 5
    7
    11
    POMODL
    16
-(AROSEOGE.0.
\begin{array} { r } { 3 0 } \\ { 3 1 } \\ { 3 2 } \end{array}
32
33
    POMODL }3
    36
    POMODL 38
    POMODL 41
    POMODL 42
    POMODL 43
    MONODL 
POMODL
POMODL
POMODL
POMODL
POMDDL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL
POMODL POMODL
PCMDDL
POMODL
64
65
66
67
68
6 9
79
75
-新
    のロつ
    FKAY \(=2 . * P I * F P F C / C F F\)
    NPHT \(=90.10 L R H+1 . C C D O O 1\)

PRMODL

PLDI E AND H－PLANE AMPLITUDES
©LI PIT12DP（THFTA ETHR日＋
CaLI．PIT12DP THFTA，
PRINT KOAO，CASEID， \(1 C H E-P L A N E \quad\) POMODL

CALL RLT12OR（THFTA，FPHOR，60．，－KO．，0．，－5D．，NTHETA，1H＊，1，1）PDMDOL PRINT GC8O，CASEIT，ICH H－PLANE

POMODL
PCMDOL

QEAD CATA FMR NFAQ FIELD
OFLX＝NFAD FIELD X－SRACING
NELY＝NFAR FIFLD Y－SPACING
CIST＝I－POSITICN CF NEAR FIFLD PLANE．（DIST＝O．IS FOCAL DLANE TE PAPAZRLA）
NJMMY－NחT CUDRENTLY USFD
ID2TON＝NUMREP CF POINTS IN Y－ADDAY
IC ZTMN＝NUMRER DF PחINTS IN X－ARPAY
1 RFAD 5ח40，DELX，DELY，DIST，DUMMY，IP2TON，ICZTON IF（FחF（5））2On，？
RRINT an7 ）DELX＊100．，IC2TON，DELY＊100．，IR2T［N，DIST＊10D．
C．ALL FAD？O（FPLANE，FPLANE，EY，NTHETA，NPHI，OATAX，IRZTCN＊2，
1T（2TON）
Gr TO 1
20n WRITF（h，hDhC）
ENCC FTRNAT（RA1O）
\begin{tabular}{lll}
5020 & FПRMAT \((8 F 10.0)\) & PCMODL \\
\(504 D\) & FCDNAT（4F10．C．2I5）PCNOO
\end{tabular}

FORMAT
＊R＊，ノノ，Tフ，RAIC）ROMODL
GOO1 FCPNAT（1H，QA1O）RCMCNL

1 TlG，＊NMMINAL GAIN＝＊，FIO．2，\＃חR＊，1，TIG，＊PCWFR INPUT＝＊，POMCDL
2 FIC．？，\＃WATTS＊，／l）POMDOL
AOC． 5 FCRMATIIHO，T7．＊ARFRTURF IS LINIFRRMLY ILLUMINATFC WHFN FFEO IS FDCUPCMOCL ＊SFD＊，／）
KO1C FRONAT（IHO，T7，\＆THE FEEN IS AN FLFCTRIC NIPCLF ALCNG THE Y－AXIS＊，／）DCMCDL


KD？ 0 FMPMAT（1L，TT，＊RFFLECTDR DARAMFTFRS－＊，／／．T1t，＊F／0＝＊，F5．3，1，PONOOL
＊T16．＊DIAMFTFR＝＊，F6．2，＊WAVFLENGTHS＊，／，TIG，＊FPACTIMNAL DIAMETFR BPCNCDL
＊LCOKINS＝＊，F5．3，1，TIF，＊AXIAL OEFOCISING＝＊，FE．3，＊WAVELENGTHS PEPOMCOL
POMCDL
PCMCDL
ROMDOL
POMODL
PRMCOL
PDMODL
PRNODL
PCNODL
POMOOL
PORDOL
THETA（JTHETA）＝THETAE＋（JTHETA－1）＊DTHETA
PCMODL
POMCDL
POMDOL
PCMCOL
POMODL
PCMCOL
PחMOOL
POMCDL
PCMDOL
PCMOOL
POMODL
POMODL
ROMCDL
PONDOL
POMDDL
PCMOOL
POMODL
PQMDOL
PCMDOL
PCMODL
PCMOOL
PCROOL POMODL PCMODL PCMCOL

POMODL POMOOL
POMOOL PMMODL PONDOL
POMODL
ROMDOL
PMMDDL
POMODL
PGMOOL
POMOOL POMODL ROMDOL PCMOOL PCMCDL PDMOOL POMOOL ROMODL
POMDOL

PCMODL 139
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{5}{*}{\(1=5\)} & & \#YMNT FMCUS*, /, TIE, *FREOUFNCY = *,F8.4.* GHZ.**, 1 & PCMDDL & 155 \\
\hline & \multirow[t]{5}{*}{6020} & F[RNAT 1 ] 0 , T \(30, * F-P L \triangle N F *, T 62, * H-P L A N E *, 1\), & POMODL & 156 \\
\hline & & *T]1,*THETA*, T22, *MAG*, T3?, \#MAG*,T41,*PHASE*, & POMDDL & 157 \\
\hline & & *T54, \#MAG*, T64, \#MAG*, T73, \# DHASF*, 1 , & POMODL & 158 \\
\hline & & * Tll, * (nFG)*, T20, *(V[LTS)*, T31,*(DR)*, T4, * (DFG)*, & POMODL & 159 \\
\hline \multirow[t]{5}{*}{\(1 \pm 0\)} & &  & POMODL & 160 \\
\hline & \multirow[t]{2}{*}{6040} & FREMATI 1 , T9,F7.?,T2C,F6.3,T29,F7.2.T30,F7.2,T52,F6.3,Th1,F7.2, & POMCDL & 161 \\
\hline & & *T71,F7.?) & PRNCDL & 162 \\
\hline & 6060 & FORMAT(///,* ECF FCUAC [N LU5*) & PRMDOL & 163 \\
\hline & 6C70 & F FORM & POMDDL & 164 \\
\hline \multirow[t]{5}{*}{16F} & &  & POMODL & 165 \\
\hline & & 2T50, It, * PGINTS*, 1 , TIE, *DISTANCE FROM REFLECTOR FOCAL PDINT =** & POMODL & 166 \\
\hline & & 3F8.2, * CM AWAY FRTM RFFLECTRR SIIRFACE*, //) & POMODL & 167 \\
\hline & \multirow[t]{2}{*}{FORO} & FCRMAT(1, 5x. 8A1C, Ex, A10) & PMMODL & 168 \\
\hline & & FND & POMCDL & 169 \\
\hline
\end{tabular}

\section*{A.1.2 SUBROUTINE FAR2D(EPL,HPL,EY,NTHETA,NPHI,DATAX,IR2X2,IC2TON)}

PURPOSE:

To produce a two dimensional array of far-field data given the E-and H-pTane cuts for an axially symmetric antenna.

\section*{ARGUMENTS:}

EPL is a complex vector containing the far-field, E-plane pattern of the antenna stored in amplitude phase form.
HPL is a complex vector containing the far-field, H-plane pattern of the antenna stored in amplitude-phase form.
EY is a complex array which contains a two-dimersional, far-field array, arranged as a function of theta and phi.
NTHETA is the number of points in theta direction.
NPHI is the number of points in phi direction.
DATAX is not used in this subroutine, see FFKXY.
IR2X2 is twice the number of rows of data produced as a function of \(k_{x}\) and \(k_{y}\). IC2TON is the number of columns of data in far-field array produced as a function of \(k_{x}\) and \(k_{y}\).

METHODS:

Circular symmetry is assumed in the antenna, hence, it is necessary to calculate the far-field pattern over one quadrant only. The subroutine calculates the main rectangular component of the far field which is given by
\[
E_{y}(\theta, \emptyset)=E_{y E}(\theta) \cos \theta \sin ^{2} \emptyset+E_{y H}(\theta) \cos ^{2} \emptyset
\]
where
\[
\begin{aligned}
& E_{y E}(\theta)=\text { Electric field in E-plane as a function of theta. } \\
& E_{y H}(\theta)=\text { Electric field in H-plane as a function of theta. }
\end{aligned}
\]

Under the assumption of circular symmetry, this subroutine calculates the far-field \(y\) component as a function of \(\theta\) and \(\emptyset\) given the E- and \(H\)-pTane patterns ( \(\emptyset=0, \pi / 2\) ) as a function of \(\theta\).

This subroutine uses library functions: ATAN, COS, and SIN.

\section*{SYMBOL DICTIONARY:}
\begin{tabular}{|c|c|}
\hline COSTH & \(=\cos\) (THETA) \\
\hline DATAX ( \(\mathrm{I}, \mathrm{J}\) ) & = Array of angular spectrum data as a function of \(k_{x}\) and \(k_{y}\) \\
\hline DTR & \(=\) Degree to radian conversion factor \(=\pi / 180\) \\
\hline EPL (I) & \(=y\)-component of \(\underline{s}_{10}\) \\
\hline EY( \(\mathrm{I}, \mathrm{J}\) ) & \(=\) Array of angular spectrum data as a function of \(\theta\) and \(\varnothing\). \\
\hline HPL (I) & = x -component of \(\underline{s}_{10}\) \\
\hline I & = D0 loop index \\
\hline IC2T0N & = Number of columns of data in DATAX \\
\hline ICOL & = Column loop index \\
\hline IR2TON & = Number of rows of data in DATAX array \\
\hline IR2X2 & \(=2 \times\) IR2TON \\
\hline IROW & = Row loop index \\
\hline NPHI & \(=\) Number of data output points in phi direction \\
\hline NPHIM1 & = NPHI-1 \\
\hline NTHETA & = Number of data output points in theta direction \\
\hline NTHM1 & \(=\) NTHETA - 1 \\
\hline NTHX2 & \(=2 \times\) NTHETA \\
\hline PHI & = Azimuth angle - far-field pattern coordinate \\
\hline PI & \(=\pi=3.14159 . .\). . \\
\hline RTD & \(=\) Radian to degree conversion factor \(=180 / \pi\) \\
\hline SINPH & \(=\sin\) (PHI) \\
\hline TEMI & = Intermediate variable \\
\hline TEMR & = Intermediate variable \\
\hline THETA & = Polar angle from boresight - far-field pattern coordinate \\
\hline
\end{tabular}

SURROUTINF FAR2D(EPL, HPL, EY, NTHETA, NPHI, DATAY, IRZX2, IC2TON)FAR2D
C- FAR2O
\(\begin{array}{ll}\text { C- } & \text { THIS SURROUTINE TAKES E-PLANF } \triangle N O \text { H-PLANF OATA GENERATED AS A } \\ \text { C- FUNCTION OF ANGLF FROM BDRESIGHT, AND GENFRATES A THO-DIMENSIQNAL }\end{array}\)
C-
\(C-\)
\(C-\)
\(C-\)
\(\mathrm{C}-\)
\(\mathrm{C}-\)
C
\(C-\)
\(C-\)
\(C-\)
\(\mathrm{C}-\)
\(\mathrm{C}-\)

C \(\triangle R R A Y\) OF DATA AS A FUNCTION OF THETA AND PHI WHERE THETA AND PHI FAR2O ARF THE USUAL SPHERICAL ANGLES DEFINED IN \(\triangle\) COOROINATE SYSTEM WHDSE POLAR AYIS COINCIDFS WITH RORFSIGHT.
*NCTF* THIS SUBROUTINF ONLY PPODUCFS VALIN RESULTS FIR ANTFNNAS WHICH HAVF SEPARABLE FAR-FIELD PATTERNS.

DIMENSTON EDL(1), HPL(1), FY(NTHETA,NPHI), DATAX(IR2X2, IC2TON) COMMIN /CNTRL/ ILTH, DLPH, DFLX, DFLY, FRFQ, DIST, PNRM COMPLFX FY

RI \(\$\) RTO \(=180 . / P I \quad \$ \quad\) OTR \(=\) PI/ 180. TOZTON = TR 2x212 DC \(10 I=1\), NTHFTA

TFMR \(=F P(1 ? * I-1) * \operatorname{COS}(F P L(2 * I)) * P N R M\)
TFMT \(=F D(2 * I-1) * S I N(E P L(2 * I)) * R N R M\)
\(E Y(I, 1)=C M P L X(T F N R, T E M I)\)
TFMR \(=\operatorname{HPL}(2 * I-1) * \operatorname{COS}(H P L(2 * 1)) * P N R M\)
TFMI \(=H P L(? * I-1) * S I N(H P L(? * I)) * P N R M\)
FY(I, NDHI) \(=\) CMRL \(\times(T E M R, T E M I)\)
10 CONTINUE
NTHMI = NTHFTA - 1 \& NPHMI = NRHI - 1
DD 20 TPOW \(=1\), NTHFTA
THFTA \(=(I R O W-1) *\) DLTH*OTR
COSTH \(=\) COS(THETA)
0030 ICOL \(=2\), NPHNI
PHI \(=(I C D L-I) * D L P H * O T R\)
SINPH = SIN(RHI)
FY(IROW, ICDL) \(=(E Y(I D O W, 1) * C O S T H-E Y(I R C W, N P H I)) * S I N P H *\)
1 SINRH + EY(IROW, NPHI)
30 CINTINUF
CENTINUF CALL FFKXY (EY, NTHX2, NPHI, DATAX, IR2TON*2, IC?TON) RFTURN FNO

FAR20 FAR20
```

A.1.3 SUBROUTINE FFKXY(DATAY,NTHX2,NPHI,DATAX,IR2X2,IC2TON)

```

\section*{PURPOSE:}

To produce an array of two-dimensional, far-field data which is equally spaced in the coordinates \(k_{x}\) and \(k_{y}\), given an array which is equally spaced in the coordinates \(\theta\) and \(\emptyset\).

\section*{ARGUMENTS:}

DATAY is a two-dimensional array of far-field values, expressed as a function of equally spaced \(\theta\) and \(\emptyset\) coordinates in the quadrant \(0 \leq \emptyset \leq \pi / 2\). Complex far-field values are expressed with real and imaginary parts adjacent in storage, such. as FORTRAN IV stores them. Note, after execution, DATAY is expressed in polar form because of a call to ARAYRTP.

NTHX2 is twice the number of points in \(\theta\) direction.

NPHI is the number of \(\emptyset\) points in one quadrant.

DATAX is the output array of far-field points which are equally spaced in \(k_{x}\) and ky. Complex far-field values are expressed in polar form with amplitudes and phases stored in adjacent locations. This array contains far-field values of an entire hemisphere rather than a single quadrant as is the case for DATAY.

IR2X2 is twice the number of rows ( \(k y\) values) in the DATAX array.

IC2TON is the number of columns ( \(k_{x}\) values) in the DATAX array.

\section*{METHODS:}

FFKXY is basically an interpolation routine which fills each point in the DATAX array, by calculating the corresponding values of \(\theta\) and \(\emptyset\) locating the four nearest points corresponding to these values in the DATAY array. The value stored in DATAX is then a weighted average of these four points. The program assumes that the far-field input array is from a single quadrant such as produced by FAR2D, and produces a far-field output array over the entire hemisphere by reflecting about the lines \(k_{x}=0\) and \(k_{y}=0\).

Because the FFT is used to calculate the near-field distribution, it is necessary to have a far field which is sampled on equally spaced points in \(k_{x}\) and \(k_{y}\). Further, we chose the spacing so that the near-field spacing will satisfy the sampling theorem criteria. Thus, the far-field increments \(k_{x}\) and \(k_{y}\) are fundamentally related to
the near-field spacing which is specified and transmitted into the subroutine via common CNTRL. Relationship between \(k_{x}\), \(k_{y}\), the far-field increment, and \(\delta_{x}\), \(\delta_{y}\), the near-field spacings, are,
\[
\Delta k_{x}=\frac{2 \pi}{\delta_{x}^{N} N_{x}}, \Delta k_{y}=\frac{2 \pi}{\delta_{y}^{N} y}
\]

Beginning at the center ( \(k_{x}=k_{y}=0\) ) of the DATAX array, the value of \(\theta\) and \(\varnothing\) corresponding to \(k_{x}\) and \(k_{y}\) are calculated. These are given by
\[
\begin{aligned}
\theta & =\cos ^{-1} \sqrt{1-k_{x}^{2} / k^{2}-k_{y}^{2} / k^{2}} \\
& =\tan ^{-1}\left(k_{y} / k_{x}\right)
\end{aligned}
\]

The indices corresponding to the four elements in the DATAY array that lie closest to the value of \(\theta\) and \(\emptyset\) are computed. A linear two-dimensional interpolation is then performed using these four points in order to compute the value desired. The interpolation is performed on the amplitude and phase, not on the real and imaginary parts of the DATAY array.

Care must be exercised in interpolating the phase, because the phase is only given modulo \(360^{\circ}\). This causes errors in performing the interpolation when the phase function makes a jump between two points in question unless a correction is applied to one of the phases. In this subroutine, three of the four phases are reset to lie on the same cycle as the reference phase by testing to see that the absolute value of the phase difference between the point in question and the reference is less than \(180^{\circ}\). This procedure is valid provided that the far-field data points are spaced closely enough. A reasonable requirement would be to have at least 4 or 5 far-field points in an angular range of a sidelobe, a requirement which is met anyway if a sufficiently smooth pattern is produced.

The interpolation is performed by taking a weighted average of the amplitude or adjusted phases of the form surrounding points, the weighting of an individual point being inversely proportional to its distance from the point in question.

\section*{SYMBOL DICTIONARY:}
\begin{tabular}{ll} 
C(I) & \(=\) Coefficients used to calculate \(k_{x}\) and \(k_{y}\) from near-field spacing \\
CEE & \(=\) Speed of light \(\times 10^{-9}\) \\
D33J1 & \(=\) Intermediate variable used in phase test \\
D43J & \(=\) Intermediate variable used in phase test \\
D43J1 & \(=\) Intermediate variable used in phase test
\end{tabular}
\begin{tabular}{|c|c|}
\hline DATAX (I, J) & \(=\) Far-field data array as a function of \(k_{x}\) and \(k_{y}\) \\
\hline \(\operatorname{DATAY}(\mathrm{I}, \mathrm{J})\) & \(=\) Far-field data array as a function of \(\theta\) and \(\emptyset\) \\
\hline DFI & = Fractional part of FI \\
\hline DFJ & = Fractional part of FJ \\
\hline DLPHI & \(=\emptyset\) increment in radians \\
\hline dLTHTA & \(=\theta\) increment in radians \\
\hline DTEMP1 & \(=\) Intermediate variable \\
\hline DTEMP2 & = Intermediate variable \\
\hline DTEMP3 & = Intermediate variable \\
\hline DTR & \(=\) Degree to radian conversion factor \(=\pi / 180\). \\
\hline FI & = Reference theta position for interpolation \\
\hline FJ & \(=\) Reference phi position for interpolation \\
\hline FKAY & = \(\mathrm{k}=\) Propagation constant \\
\hline FKAYSQ & \(=k^{2}\) \\
\hline FKX & \(=k_{x}=x\)-component of propagation vector \\
\hline FKXSQ & \(=k_{x}^{2}\) \\
\hline FKY & \(=k_{y}=y\)-component of propagation vector \\
\hline FKYSQ & = k 3 \\
\hline FLMDA & = Wavelength \\
\hline I & = Integer part of FI \\
\hline I1 & = Interpolation point index \\
\hline I2 & = Interpolation point index \\
\hline I3 & = Interpolation point index \\
\hline I4 & = Interpolation point index \\
\hline IC & = Column interpolation loop index \\
\hline IC2D2 & = IC2TON/2 = Center column of far-field array DATAX \\
\hline IC2TON & \(=\) Number of points in \(k_{x}\) direction in DATAX array \\
\hline ICN & = Row counter for filling remaining three quadrants of DATAX \\
\hline IR & = Row interpolation loop index \\
\hline IR2 & = Intermediate index \\
\hline IR2D2 & \(=\) IR2TON/2 \\
\hline IR2TON & = Number of rows in DATAX array \\
\hline IR2X2 & \(=2 \times\) IR2TON \\
\hline IRN & = Row counter for filling remaining three quadrants of DATAX \\
\hline IRX & = Index for center row of far-field array \\
\hline J & = Integer part of FJ \\
\hline NPHI & \(=\) Number of points in \(\emptyset\) direction in DATAY array \\
\hline NTHX2 & \(=2 \times\) Number of points in \(\theta\) direction in DATAY \\
\hline PHI & \(=\emptyset=\) Azimuth angle in far-field \\
\hline PHIO & \(=\) Initial value of \(\emptyset\) \\
\hline PI & \(=\pi=3.14159 . .\). \\
\hline PIX2 & \(=2 \pi\) \\
\hline THETAO & = Initial value of \(\theta\) \\
\hline THMAX & = Maximum value of \(\theta\) in radians \\
\hline TST & \(=\) Test variable to determine if z-component of propagation vector is real \\
\hline
\end{tabular}



\section*{A.1.4 SUBROUTINE NFKXY(DATA, IR2X2, IC2TON)}

\section*{PURPOSE:}

To calculate an array of near-field electric field values for an antenna given an array expressing the far-field radiation pattern of the antenna.

\section*{ARGUMENTS:}

DATA - A two-dimensional array which on entry contains one component of the far-field radiation pattern of an antenna expressed in polar form as a function of equally spaced \(k_{x}\) and \(k_{y}\) coordinates. The amplitudes and phases are stored in adjacent locations in memory. On exit, this array contains the near-field pattern in polar form as a function \(x\) and \(y\).

IR2X2 is twice the number of rows ( \(k_{y}\) or \(y\) values) in the array DATA.

IC2TON is the number of columns in the array DATA.

METHODS:

The expression evaluated in this subroutine is basically eq (45) repeated below.
\[
\begin{equation*}
E_{y}(\underline{r})=\frac{1}{2 \pi} \sqrt{\frac{P_{0} G(0)}{2 \pi Y_{0} k^{2}}} \int S_{10}(\underline{k}) e^{i|\gamma| z} e^{i \underline{K} \cdot \underline{R}} d \underline{K} . \tag{45}
\end{equation*}
\]

The quantity \(\mathrm{s}_{10}(\underline{K})\) is the normalized transmitting coefficient and is given in terms of the far field by
\[
s_{10}(\underline{K})=\frac{E(\theta, \emptyset)}{\gamma E_{y}(0)}
\]

This quantity is multiplied by the power normalization factor in front of the integral and stored in the input array on entry to the program. The integral is converted into a discrete Fourier transform (DFT) and evaluated using the FFT algorithm. The resulting summation is,
\[
E_{y}(\underline{r})=\frac{1}{2 \pi} \sqrt{\frac{P_{0} G(0)}{2 Y_{0} k^{2}}} \frac{\Delta K_{x} \Delta k_{y}}{E_{y}(0)} \sum_{i=-N}^{N} \sum_{j=-M}^{M} \frac{E(i, j)}{\gamma_{i j}} e^{i \gamma_{i j} z^{i K_{i j}} e^{R_{i j}}}
\]

The subroutine ETOIGAM is called for each column in order to multiply the input data by
\[
e^{i \gamma_{i y}}{ }^{z}
\]

This array DATA is then converted from polar to rectangular form using subroutine ARAYPTR. The Fourier transform is then performed using FFT routine FOURT and the results converted to polar form using subroutine ARAYRTP.

The results of the FFT must be corrected in two ways because of the nature of the FFT algorithm and the indexing system used in FORTRAN. First, the summation indices must be changed to 1 to \(2 N(M)+1\), rather than \(-N\) to \(N\), as in eq (1). Second, the output is in a range 0 to \(2 \pi\) rather than \(-\pi\) to \(\pi\). The first is equivalent to a shift in origin, and, by the shifting theorem of Fourier analysis, produces a linear phase shift after transformation to the near field. The second effect causes the center of the near field to be located at the point ( 1,1 ) in the output array and the negative and \(x\) - and \(y\)-positions are in the outer portions of the array. The output data are rearranged in order to place the center of the near field at the center of the array. This is accomplished using subroutine SWAP. The phase shift is corrected in PHSCOR2.

The data in corrected form now reside in array DATA. Printer plots are produced using subroutine PLT120R. This subroutine uses library functions, ATAN and subroutines ARAYPTR, ETOIGAM, FOURT, SWAP, and PHSCOR2.

\section*{SYMBOL DICTIONARY:}
\begin{tabular}{ll} 
CEE & \(=\) Speed of light \(\times 10^{-9}\) \\
DATA(I,J) & \(=\) Angular spectrum which is transformed to near-electric field \\
E(I) & \(=\) Near-field magnitude array for plot (single cut) \\
FACTOR & \(=\) Scale factor to give near-field units of volts/meter \\
FLMDA & \(=\) Wavelength \\
I & \(=\) Index for plotting array \\
IC & \(=\) Column loop index \\
IC2TON & \(=\) Number of columns in array DATA \\
ICOL & \(=\) Column loop index \\
IK & \(=\) Row loop index \\
IR2TON & \(=\) Number of rows in array DATA \\
IR2X2 & \(=2 \times\) IR2TON \\
IROW & \(=\) Row loop index \\
ISIGN & \(=+1\) for forward Fourier transform: -1 for inverse Fourier transform \\
NN(I) & \(=\) Array specifying the dimensions of the FFT to be processed in each \\
& direction \\
P(I) & \(=\) Near-field phase array for plot (single cut)
\end{tabular}
\begin{tabular}{ll} 
PI & \(=\pi=3.14159 \ldots\) \\
PIX2 & \(=2 \pi\) \\
RTD & \(=\) Radian to degree conversion factor \(=180 / \pi\) \\
X(I) & \(=x\)-coordinate array used in near-field plots \\
XMAX & \(=\) Maximum value of \(x\) for plots \\
XMIN & \(=\) Minimum value of \(x\) for plots
\end{tabular}

フNGュ - COMATI///, T 4 , \#C.ENTERLTNE DATA*, //, T37, \(\mathrm{X}-\mathrm{Z}\) PLANE*, TG7, \#Y-Z PLANFKXY ..... 79
 2*)

        FNT
NFKXY
```

                        A.1.5 SUBROUTINE
    ETOIGAM(DATA(1,ICOL),NROW,NCOL,ICOL,ISGN,FLMDA,DELX,DELY,DIST)

```

PURPOSE:

To multiply each element of complex array DATA by the factor \(\exp (\underline{i} \boldsymbol{\gamma} d)\).

\section*{ARGUMENTS:}

DATA is a two-dimensional complex array in polar form whose magnitude and phase are adjacent in storage.
NROW is the number of rows in array DATA.
NCOL is the number of columns in array DATA.
ICOL is column number of the data to be operated on.
ISGN \(= \pm 1\) depending on whether DATA is to be multiplied by \(\exp ( \pm i \gamma d)\).
FLMDA operating wavelength.
DELX x-increment of desired near-field data.
DELY \(y\)-increment of desired near-field data.
DIST spacing between antenna reference point and desired near-field plane.

\section*{METHODS:}

The subroutine does not employ complex arithmetic. It is assumed that the numbers in array DATA are the magnitude and phase stored in adjacent locations. If DATA contains complex data in real and imaginary form, a call to ARAYRTP must be made prior to the call to ETOIGAM. The pertinent relationships are
\[
\begin{aligned}
\text { DATA } & =\text { DATA } e^{i \gamma d} \\
\gamma & =\sqrt{k^{2}-k_{x}^{2}-k y_{y}} \\
k & =\omega \sqrt{\mu \varepsilon} \\
k_{x} & =k \sin \theta \cos \emptyset \\
k_{y} & =k \sin \theta \sin \emptyset .
\end{aligned}
\]

Because DATA is assumed to be in magnitude, argument form, we calculate
\[
\operatorname{ARG}(D A T A)=\operatorname{ARG}(D A T A)+\gamma d
\]
for \(\gamma\) real, and
\[
\operatorname{MAG}(D A T A)=\operatorname{MAG}(D A T A) \operatorname{Exp}(-\gamma d)
\]
for \(\gamma\) imaginary
\(\gamma\) is computed from the row and column positions of the data elements.
\(k_{y}=\frac{2 \pi(\text { IROW }- \text { NROW } / 2)}{\text { NROW } \cdot \Delta_{y}}\)
\(k_{x}=\frac{2 \pi(\text { ICOL-NCOL/2) }}{\text { NCOL } \cdot \Delta_{x}}\)
Array DATA is assumed to correspond to points equally spaced in \(k_{x}, k_{y}\) with \(k_{x}=k_{y}=0\) being the center point of the array.

SYMBOL DICTIONARY:
\begin{tabular}{rl} 
DATA & \(=\) Input data array \\
DELX & \(=\) Near-field \(x\)-increment \\
DELY & \(=\) Near-field \(y\)-increment \\
DIST & \(=\) Distance from antenna reference point to desired near-field plane \\
DTOR & \(=\pi / 180=\) degree to radian conversion \\
FACTOR & \(=\) Amplitude correction factor for imaginary \(\gamma\) \\
FKAY & \(=k=2 \pi / \lambda=\) free space wave number \\
FKAYSQ & \(=k^{2}\) \\
FKX & \(=k_{x}=x\)-component of propagation vector \\
FKXSQ & \(=k_{x}^{2}\) \\
FKY & \(=k_{y}=y\)-component of propagation vector \\
FKYSQ & \(=k_{y}^{2}\) \\
FLMDA & \(=0 p e r a t i n g\) wavelength \\
ICOL & \(=\) Running index for column number \\
IROW & \(=\) Running index for row number \\
ISGN & \(= \pm 1=\) desired sign for exponential phase factor \\
NCOL & \(=\) Number of columns in far-field array \\
NROW & \(=\) Number of rows in far-field array \\
PHACORR & \(=\) Phase correction factor added to data array phases for real \\
PI & \(=\pi=3.14159 \ldots\) \\
PIX2 & \(=2 \pi\) \\
RTOD & \(=180 / \pi=\) radian to degree conversion \\
SUMSQ & \(=k x+k y\) \\
TEMP & \(=I n t e r m e d i a t e ~ v a r i a b l e ~\)
\end{tabular}
\(c\)
\(r\)
```

    IF (MRTW .LT. 1) GO TO 13)
    ```
    OR \(1>0\) IRTW \(=1\), NROW
    FKY = PIX * (IRIW - (NRDW / 2)) / DELY / NROW
    FKYSO = FKY * *?
    SIMCO \(=\) FKXSO + FKYSG
    PHACTDR \(=0.0\)
    FACTCP \(=1.0\)
    IF (SIMSO.GT. FKAYSO) GO TD 100
    10 O FACTAD \(=(\) SORT (SUMSO - FKAYSO) ) * OIST
    IF ( 5 \&TOR .GT. 100.) FACTJR \(=100\).
    FACTMR = EXD (ISGN * FACTIR)

CHRRTUTINE ETIIGAM (CATA, NRDW, NCOL, ICOL, ISGN, FLMDA, DELX, DEIETOIGAM IY, กISI) ETOIGAM ETOIGAM FTCIGAM ETOIGAM ETOIGAM ETOIGAM
PTX? = ? \(\ddagger \mathrm{PI}\)
FKAY \(=\) PIX2 / FLMNA
FKAYCO \(=\) FK \(\Delta Y\) * * 2
RTחO \(=180 . / \mathrm{PI}\) ETOIGAM ETOIGAM

MTMR \(=1.1\), NTOM
\(F K X=P I X 2\) * (ICOL - (NrOL / 2)) / DELX / NCOL ETOIGAM ETOIGAM ETOIGAM

1500 FПRMAT (1X, 4T10, 5F12.3, 1/)
    CTMFNSIRN OATA (1)
\[
F K X \subseteq S=F K X * * 2
\] ETOIGAM ETOIGAM FTOIGAM ETOIGAM ETOIGAM FTOIGAM ETOIGAM ETUIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM FTCIGAM ElUIGAM ETOIGAM ETOIGAM ETOIGAM ETGIGAM ETOIGAM TOHASE \(=\) CATA ( ) * IRCW) ETOIGAM
TFMP = TCMP - INT (TEMP / 36C.) * 360. ETOIGAM
TF (TFMD .LT, O.0)TEMD \(=\) TEMP +360.0 ETOIGAM
DATA () \# TRDW) = TFNP
120 CCNTINMF
120 CONTINUE
1510 FRRMAT ( 1 X , ? 15.8 F 12.3 )
RFTUPN
END ETOI GAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM ETOIGAM
    ETOIGAM
    OHACDRR = ISGN * CORT (FKAYSO-SUMSO) * DIST * RTOD
    COTC 110
    110 CONTIN'JF
    eroigam

\section*{A.1.6 SUBROUTINE PHSCOR2(DATA,NRX2,NCOL)}

\section*{PURPOSE:}

To correct the phase of the near-field data which arises because the reference point of the FFT algorithm is the point (1,1) rather than the center of the far-field array.

\section*{ARGUMENTS:}

DATA is a two-dimensional array containing the complex near-field data in polar form. Amplitude and phase in degrees are located adjacent in storage.
NRX2 is twice the number of rows in the array DATA.
NCOL is the number of columns.

\section*{METHODS:}

As shown by the shifting theorem, a shift in coordinates in one domain introduces a linear phase shift in the transformed domain. This subroutine corrects for the phase shift which occurs as a result of the different reference points of far-field pattern and the FFT algorithm. The shift added because of this change of origin is
\[
e^{i(a x+b y)}
\]
where \(a\) and \(b\) are the shifts in far-field origin in the \(k_{x}\) and \(k_{y}\) directions respectively and \(x\) and \(y\) are the coordinates of the specific near-field point.

The subroutine adds a phase shift equal to
\[
-180^{\circ}\left[\left(\frac{\text { NCOL-2 }}{\text { NCOL }}\right)(\text { ICOL-1 })+\left(\frac{\text { NROW-2 }}{\text { NROW }}\right)(\text { IROW-1) }]\right.
\]
to the phase of each complex number in the array in order to compensate for the above shift. It is assumed in this factor that the center of the far-field pattern lies at (NROW/2,NCOL/2).

An additional phase of \(90^{\circ}\) is added to each element in order to allow the near-field phase to be conveniently plotted in the range \(0^{\circ}-360^{\circ}\).

This subroutine uses inline functions FLOAT and INT.
\begin{tabular}{ll} 
C1 & \(=\) Phase correction for column ICOL \\
C2 & \(=\) Phase correction for row IROW \\
CONST1 & \(=\) Column phase increment \\
CONST2 & \(=\) Row phase increment \\
DATA & \(=\) Input data array \\
ICOL & \(=\) Column loop index \\
IO2 & \(=\) IROW/2 \\
IROW & \(=\) Row loop index \\
NCOL & \(=\) Number of columns in array DATA \\
NRX2 & \(=\) Twice the number of rows in array DATA \\
TEMP & \(=\) Intermediate variable, the corrected phase at point (IO2, ICOL)
\end{tabular}

CTMFVSITN DATA(NR 2 , NCML)
\(N R O W=N R \times 2 / 2\)
\(\stackrel{C}{C}\)
CONST1 \(=-190 . * F L \cap A T(N C \cap L-2) / F L O A T(N C O L)\)
CONST? \(=-1\) RO.*FLПAT(NRNW - ?)/FLOAT(NROW)
IF (NCML - LT. 1) GO TM 130
DC \(100 \mathrm{TCOL}=1\), NCCL
C1 = CONST1 * (TCOL - 1\()\)
IF (NRX2.LT, 2) GO TO 110
DO 100 TRDW = ? NQX? ?
\(I O_{2}=T R O W\),
\(C 2=\) CONST? * (IM) -1\()+C 1\)
TEMP \(=\) DATA(IROW, ICDL) \(+C 2+90\).
TEMP \(=\) TEMR - INT(TFMP , 360.) * 360.
IF (TEMD . IT. O.1 TEMP \(=\) TEMD +360.
DATA(IDПW, TCOL) \(=\) TFND
100 CONTINUF
CINTINIJF
CINTINUE
RFTIRN
FNO

PHSCOR2
PHSCOR2
RHSCOR2
PHSCOR2
PHSCOR2
PHSCDR 2
PHSCOR 2
PHSCDR 2
PHSCOR2
PHSCOR 2
PHSCOR 2
PHSCOR2
RHSCOR?
PHSCOR 2
PHSCOR2
PHSCOR 2
PHSCOR2
PHSCIR2
PHSCOR2
PHSCOPZ
PHSCDR2
PHSCOR2
PHSCDR2
PHSCOR 2

\section*{A.1.7 SUBROUTINE SWAP(NRX2,NCOL,DATA)}

PURPOSE:

To perform the rearrangement of data necessary to place center of near field at center of near-field data array.

\section*{ARGUMENTS:}

NRX2 is twice the number of rows in the array DATA.
NCOL is the number of columns in the array DATA.
DATA is an array containing the near-field pattern of an antenna which is to be rearranged.

\section*{METHODS:}

The FFT algorithm fundamentally takes data over a range of \(0-2 \pi\) and transforms them into a domain of \(0-2 \pi\). Suitable scaling is employed to fit the far-field (angular spectrum) and near field ( \(x-y\) position) into these ranges. The negative portion of the \(x-y\) range occurs from \(\pi\) to \(2 \pi\). Thus, to have a continuous near field at \(x, y=0\), the data are rearranged.

The rearrangement is done in place, the rearranged array replacing the original one in core, requiring only three temporary storage locations. The rearrangement takes place in two steps. First, the edges of the array are moved to the center and the center to the edges by columns. The process is then repeated by rows.

The array DATA contains complex numbers which may be in either polar or rectangular form. This routine does not use complex arithmetic.

\section*{SYMBOL DICTIONARY:}
```

DATA = Complex array to be rearranged
ICOL = Column loop index
ICPNC = Intermediate subscript
IROW = Row loop index
IRPNR = Intermediate subscript
NCM1 = NCOL -1
NCOL = Number of columns in DATA
NCO2 = NCOL/2
NROW = Number of rows of complex data
NRX2 = 2 NROW = dimension of DATA in row directio.
NR2M2 = NRX2-2

```
\begin{tabular}{ll} 
TEMP & \(=\) Intermediate variable \\
TEMP1 & \(=\) Intermediate variable \\
TEMP2 & \(=\) Intermediate variable
\end{tabular}

1

SURDCUTINF SWAP（NRXZ，NCOL，DATA） DIMENSTIN DATA（NRX2，NCOL）
c
NPOW＝NPX？／ 2
NCM？\(=\) NCOL ，？ \(r\)
S－MOVTNG FIFES TF ARRAY TC CENTER AND VICE VERSA RY COLUMNS
©
IF（NRY？．LT．1）GO Tח 220
กח 200 TRO4 \(=1\) ，NRX2
IF（NCT？．LT，1）GR TH 210
nの \(\rightarrow \cap 0\) TCOL \(=1\) ，NCO2
ICPNC \(=\) TCOL + NCOZ
TFMP \(=\) DATA（IRNW，ICPNC）
ПATA（IR DW，ICPNC）＝DATA（IROW，TCOL）
200 クATA（IRNW．ICCL）\(=\) TFMP
210 CTNTINIIF
？？O CTMNTNIIF
c
NCM1 \(=\) NCML -1
IF（NQX？．LT．1）Gח TO 310
กn 3 OO \(I P \cap W=1\) ．\(N P \times 2\)
TFMP1＝DATA（IROW．1）
IF（NCM1．LT．1）GETC 又8，
กП 330 TCOL \(=1\) ．NCM1
230 TATA（IPON．TCRL）＝DATA（IROW．ICRL＋1）
280 CONTTNUE
200 MATA（TOOW．NROL）\(=\) TFMP1
310 CTNTINIIE


\section*{A.1.8 SUBROUTINE ARAYPTR(DATA,NRX2,NCOL)}

\section*{PURPOSE:}

To convert a two-dimensional complex array from polar form to rectangular form or from rectangular form to polar form (ENTRY ARAYRTP).

\section*{ARGUMENTS:}

DATA is a two-dimensional complex array whose real and imaginary parts are adjacent in storage, such as FORTRAN IV places them. On exit, DATA contains adjacent amplitudes and phases.
NRX2 is twice the number of rows in DATA.
NCOL is the number of columns in DATA.

\section*{ENTRY POINT:}

ARAYRTP performs rectangular to polar conversion.

\section*{METHODS:}

This subroutine does not use complex arithemtic. However, array DATA is stored in the same fashion as is required by FORTRAN IV for complex numbers. Thus, while the subroutine operates on a complex array, complex FORTRAN functions are not used.
1. ARAYPTR

DATA(IROW,ICOL) contains magnitude of complex number.
DATA(IROW \(+1, I C O L\) ) contains phase of complex number, expressed in degrees.
\(\operatorname{Re}(\) DATA \()=\mid\) DATA \(\mid \cos (\operatorname{ANGLE}(D A T A))\).
\(\operatorname{Im}(\) DATA \()=\mid\) DATA \(\mid \sin (\operatorname{ANGLE}(D A T A))\).
2. ARAYRTP

DATA(IROW,ICOL) contains real part of the complex number.
DATA(IROW +1, ICOL) contains imaginary part of the complex number.
\[
\begin{aligned}
& \mid \text { DATA } \mid=\sqrt{[\operatorname{Re}(D A T A)]^{2}+[\operatorname{Im}(D A T A)]^{2}} \\
& \operatorname{ARG}(\text { DATA })=\tan ^{-1}\left[\frac{\operatorname{Im}(\text { DATA })}{\operatorname{Re}(\text { DATA })}\right] \times 180^{\circ} / \pi
\end{aligned}
\]

This subroutine uses library functions, SIN, COS, ATAN2, and SQRT.
\begin{tabular}{ll} 
ANGLE & \(=\) Intermediate variable, phase angle of complex unmber \\
DATA & \(=\) Input data array \\
DTOR & \(=\pi / 180=\) degree to radian conversion factor \\
FIMAG & \(=\) Imaginary part of complex number \\
FREAL & \(=\) Real part of complex number loop running index \\
ICOL & \(=\) Row loop running index \\
IROW & \(=\) IROW +1 \\
IRP1 & \(=\) Number of columns in input array DATA \\
NCOL & \(=\) Number of rows in input array DATA \\
NROW & \(=2\) NROW \\
NRX2 & \(=\pi=3.14159 \ldots .\). \\
PI & \(=180 / \pi=\) radian to degree conversion factor \\
RTOD & \(=\) Intermediate variable, amplitude of complex number \\
TAMP &
\end{tabular}
CIJPD กIT INF ARAYDTP(ПATA. NRX2, NPחL)
\(\triangle Q \triangle Y P T R\)
\(\triangle R \triangle Y P T R\)
\(\triangle R A Y P T R\) \(\triangle R A Y P T P\) \(\triangle P \triangle Y P T R\) \(\triangle Q \triangle Y P T R\) \(\triangle D \triangle Y R T D\) \(\triangle D \triangle Y P T R\) ARAYPTP \(\triangle Q \triangle Y P T R\) APAYPTR \(\triangle R \triangle Y P T R\) ARAYPTR APAYRTR \(\triangle Q \triangle Y P T R\) \(\triangle R A Y P T P\) \(\triangle R \triangle Y P T R\) ARAYPTR \(\triangle Q A Y P T R\) \(\triangle R \triangle Y P T R\) \(\triangle D A Y R T R\) \(\triangle D A Y R T R\) \(\triangle R \triangle Y P T R\) \(\triangle R \triangle Y P T R\) 24 \(\triangle R A Y P T R \quad 25\) \(\triangle D A Y O T R \quad 26\) \(\triangle D A Y R T R \quad 27\) \(\triangle R \triangle Y P T R \quad\) ？ \(\triangle\) AAYPTP 29 \(\triangle R A Y P T R \quad 30\) \(\triangle R A Y R T R \quad 31\) \(\triangle\) AOYRTO 32 \(\triangle D \triangle Y D T R \quad 33\) \(\triangle P A Y R T R \quad 34\) \(\triangle R \triangle Y P T P \quad 35\) \(\triangle R \triangle Y R T R \quad 36\) \(\triangle R A Y R T \quad 37\) \(\triangle R A Y R T D \quad 38\) \(\triangle R A Y R T Q \quad 37\) \(\triangle R \triangle Y P T R \quad 40\) ARAYRTR 41 \(\triangle R A Y P T R \quad 42\) ARAYRTR 43 ARAYPTR ARAYPTR
APAYPTD
    \(P I=3.1415026536\)
    DTRD = 18n. 1 PI
    ПTПD \(=1.1\) DTПП
    TF (vCnl . LT. 1) Gr Tr 130
    กก \(1 \supset \cap\) ICחL \(x 1, ~ N C \cap L\)
        IL (viex> •LT. 1) 氏円 T丁 110
        กก 1 1 O IP П = \(=1, ~ V O \times 2.2\)
        \(I D P I=I P \cap Q+1\)
        \(T \angle M D=\cap \triangle T A(I P \cap W\), ICCL)
        \(A N C L F=ク A T A(I R O I\). ICCL) \(\Rightarrow\) חTMR
        フロTA(IDח, ICDL) = TAMP \(\Rightarrow C \cap S(\Delta N R L F)\)
        DATA(IRDI, ICML) = TAMP \(\#\) SIN(ANGLE)
    1Oの CONTINIF
    11n COMTINIE
    120 CrNTINNF
    130 C CYTTVIF
        DFTI!RN
        ENTRY \(\triangle Q A Y R T R\)
        \(D I=2.1415925536\)
        OTMП = I昉. , PI
        クTクD \(=1 . /\) คTПГ
    \(\bigcirc\)
    IF (NCTL LLT. 1) 5П Tח 100
    คC Ton TC TL \(=1\), \(V C \cap L\)
    IF (NOX? LLT. 1) SRTC 170

    TSDI \(=\) TODN +1
    FOFAL \(=\) クATA(IONV. ICOL)
    5TNAS \(=7 \Delta T \Delta(T 201\), Trतl)
    DATA(IOПN, TCCL) = SCRT(FRFAL * FRFAL + FIMAG * FIMAG)

    \(\cap A T \Delta(I R D 1, \operatorname{IC\cap L)}=A T \Delta N つ(F I M A F, F F F A L) *\) ©Tח
    160 CONTINHIE
    ]70 CMATIN!1F
    TRD CONTTNIFE
    1QO CONTTNHF
    2FTH2N!
5un
    TNFNSTON TATA(N2X2, NCR!)

\section*{A.1.9 SUBROUTINE FFOUT(DATA,NRX2,NCOL, LUOUT)}

\section*{PURPOSE:}

This subroutine writes the array DATA out to logical unit LUOUT. A header record is written as the first record of the file.

\section*{ARGUMENTS:}

DATA is the array to be written out.
NRX2 is the number of floating point numbers in a row.
NCOL is the number of columns.
LUOUT is the logical unit on which file is to be written.

\section*{METHODS:}

A file consisting of NCOL +1 records is written on unit LUOUT. The first record is an identification (ID) record, and each of the NCOL rows in the array DATA is a record. The records are written using unformatted WRITE statements.

The ID record consists of ten ten-character words, these are listed below
```

WORD 1 PHYSICAL 0
WORD 2 PTICS SIML
WORD 3-7 Alphanumeric information from the first 5 words in common block
CASEID
WORD 8 MMDDYYHHNN Month, Day, Year, Hour, Minute
WORD 9 Number of columns in DATA = NCOL
WORD 10 Twice the number of rows in DATA = NRX2

```

Words 1 through 8 are written in Hollerith format, and words 9 and 10 are written in integer (I) format. The ID record may be read with a (8A10,2I10) format. The date and time for word 8 are generated by calls to DATE and TIME and are thus the date and time when the output file was created.

The subroutine uses library functions DATE and TIME.

\section*{SYMBOL DICTIONARY:}

CASEID \(\quad=\) Hollerith identification supplied from calling program
DATA \(\quad=\) Array to be written to unit LUOUT
DT \(\quad=\) Date information obtained from function DATE
DY \(\quad=\) Day of month
\begin{tabular}{ll} 
HR & \(=\) Hour \\
I & \(=\) DO loop index \\
IC & \(=\) Column loop index \\
ID & \(=\) Identification array \\
IR & \(=\) Row loop index \\
LUOUT & \(=\) Output logical unit number \\
MN & \(=\) Minute \\
MON & \(=\) Month \\
NCOL & \(=\) Number of columns in DATA \\
NRX2 & \(=\) Number of rows in DATA \\
SC & \(=\) Second \\
TM & \(=\) Time information obtained from function TIME \\
YR & \(=\) Year
\end{tabular}
```

```
    SURRMUTINF FFOUTIDATA, NRX2, NCOL, LUOUT)
```

```
    SURRMUTINF FFOUTIDATA, NRX2, NCOL, LUOUT)
    r. THIS SURROUTINF WRITFS ARRAY DATA TO FILF LUCUT
    r. THIS SURROUTINF WRITFS ARRAY DATA TO FILF LUCUT
    DIMFNSION DATA(NQX2, NCOL), IO(10)
    DIMFNSION DATA(NQX2, NCOL), IO(10)
    CDMMON / ID/ (ASFID(8)
    CDMMON / ID/ (ASFID(8)
    INTFGER CASEID
    INTFGER CASEID
    ID(1)=1OHPHYSICAL C
    ID(1)=1OHPHYSICAL C
    IC(2) = 1OHPTICS SIML
    IC(2) = 1OHPTICS SIML
    O\cap10 I = 3.7
    O\cap10 I = 3.7
    10 ID(T) = CASETD(I - ?)
    10 ID(T) = CASETD(I - ?)
    CALL NATFIOT)
    CALL NATFIOT)
    CALI TTME (TM)
    CALI TTME (TM)
    DFCODF(10, 1500, DT) YQ, MON, OY
    DFCODF(10, 1500, DT) YQ, MON, OY
    DFCMOE (10, 1500, TM) HR, MN, SC
    DFCMOE (10, 1500, TM) HR, MN, SC
    FNCDDF{10, 1510, IO(8)) MON, DY, YR, HR, MN
    FNCDDF{10, 1510, IO(8)) MON, DY, YR, HR, MN
    In(9) = VCOL
    In(9) = VCOL
    ID(10) =NRX2
    ID(10) =NRX2
    WQITF (LUMIJ) (IO(I), I = 1,10)
    WQITF (LUMIJ) (IO(I), I = 1,10)
    PRINT 1520, ID
    PRINT 1520, ID
    DO>DIC = 1, NCOL
    DO>DIC = 1, NCOL
        WRTTE (LUDUT) (DATA(IR, IC), IR = 1, NR\times2)
        WRTTE (LUDUT) (DATA(IR, IC), IR = 1, NR\times2)
        CONT INUF
        CONT INUF
    FNDFILF LUOUT
    FNDFILF LUOUT
    QFTURN
    QFTURN
150O FORMAT (IX, 3(AZ, IX))
150O FORMAT (IX, 3(AZ, IX))
1510 FORMAT (5A?)
1510 FORMAT (5A?)
1520 FRRMAT (*ONUTPUT FILF ID -- *, 10x, 8A10, 2IIC)
1520 FRRMAT (*ONUTPUT FILF ID -- *, 10x, 8A10, 2IIC)
    FNO
```

    FNO
    ```
```

C

```
```

C

```
FFOUT
1
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFCUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFOUT
FFCUT
FFOUT
FFOUT
FFOUT
FFOUT
FFEUT
FFOUT
FFOUT

\section*{A.1.10 SUBROUTINE FOURT(DATA,NN,NDIM,ISIGN,IFORM,WORK)}

\section*{PURPOSE:}

To compute the discrete Fourier transform of the array DATA using the fast Fourier transform algorithm.

\section*{ARGUMENTS:}

DATA is a multidimensional complex array whose real and imaginary parts are adjacent in storage, such as FORTRAN IV places them.
NN is an array giving the lengths of the array in each dimension.
NDIM is the number of dimensions of the array DATA, hence the number of elements in array NN.
ISIGN is +1 for a forward transform -1 for a reverse transform.
IFORM If all imaginary parts of the input array are zero (input array is real), set
IFORM \(=0\) to reduce running time by approximately 40 percent, otherwise set
IFORM = +1.
WORK if all dimensions of DATA are not integral powers of 2, specify array WORK in calling routine with dimension greater than largest non \(2^{k}\) dimension, otherwise set WORK \(=0\).

METHODS:

Using the Fast Fourier transform algorithm, FOURT replaces the array DATA with its discrete Fourier transform given by
\[
\operatorname{TRANSFORM}(K 1, K 2, \ldots)=
\]
\(\sum_{\mathrm{J}=1}^{\mathrm{NN}(1)} \sum_{\mathrm{J} 2=1}^{\operatorname{NN}(2)} \operatorname{DATA}(\mathrm{J} 1, \mathrm{~J} 2) \mathrm{e}^{\text {i } 2 \pi \mathrm{ISIGN}\left\{\frac{(\mathrm{J} 1-1)(\mathrm{K} 1-1)}{\mathrm{NN}(1)}+\frac{(\mathrm{J} 2-1)(\mathrm{K} 2-1)}{\mathrm{NN}(2)}+\ldots\right\}}\)
For a more complete description of the subroutine and its usage, see the comments included at the beginning of its listing or the supplementary comments by the programmer, Norman Brenner of MIT.

Uses external library functions COS, SIN, FLOAT, and MAXO.

Note: Brenner, Norman, "FOUR2 and FOURT program description," private communication, 1968.

FDURT
THF CTILFY－TUKFY FAST FDURIFR TRANSFORM IN USASI BASIC FORTRAN
FIURT
FOURT
FOURT
TPANSFRPM（Kl．kつ，．．．）＝S！M（חATA（J1，J？，．．．）＊FXP（ISIGN＊2\＃PI＊SうRT（－I）F OURT ＊（（Jl－1）＊（kl－1）／NN（1）＋（J2－1）＊（K2－1）／NN（2）＋．．．））），SUMMED FOR ALL FOURT 31．KI RETWFFN 1 ANO NN（1），J？，K？RFTWEEN 1 AND NN（？），ETC．FOURT THFRF IS NT LIMIT TD THF VUMRER GF SUBSCRIDTS．DATA IS A FOURT MIJLTTIIMENSICNAL CMNDLEX ARRAY WHOSE RFAL AND IMAGINARY FOURT
 IF ALL TMAGTNARY PARTS \(\triangle R F\) ZFRC（IATA ARE MISGUISFD RFAL），SET IFROM TH TFRD TO CUT THE DUNNING TIMF BY L＇R TC FORTY OERCENT． OTHFQWTSF，IFПQM \(=+1\) ．THF LFNGTHS CF \(\triangle L L\) IIMFNSIJNS \(\triangle R E\)

FOURT
FIURT STIRER IN \(\triangle R R A Y\) NN，CF LFNGTH NDIM．THEY MAY BE ANY POSITIVF INTFGFPS．THT THE DPOGDAM PUNS FASTER ON CDMPTSITF INTFGFRS．\(\triangle N D\) FSPFCIAlLY FAST ON NUMBFRS RICH IN FACTORS OF TWO．ISIGY IS＋1

FOURT

OR－ 1 TF \(A\)－1 TQANSFRQM IS FRLIOWFD RY \(\triangle\)＋1 CNE（OR A＋1 AY A－ 1 ）THF TRTGTNAL DATA RFAPPEAR，MULTIPLIED BY NTIT（＝NN（1）＊FOURT
 IN ARRAY DATA，RFRLACING THE INPIJT．IN \(\triangle D D I T I O N, ~ I F ~ \triangle L L ~ F O U R T ~\) ПTMFNSTRNS \(\triangle P F\) NПT POWFPS OF TWח，\(\triangle R R A Y\) WORK MUST BE SUPPLIFD， CTURLEX OF LENGTH FOLAL TJ THE LARGFST NON 2＊＊K DIMENSIDN． FOURT MORNAL FOOTPAV OATA FASTEST．ALL SURSCRIPTS RFGIN \(\triangle T\) DNF．

RT FOURT FDURT RIJNMING TIMF IS MUCH SHOPTFR THAN THE NAIVE NTOT＊＊Z，BEING FIURT GIVFN RY THF FILLIWING FDRMULA．DFCOMPOSF NTIT INTA FOURT
 \(+\ldots\) AND NF \(=K 3+K 5+\ldots\) THF TIMF TAKEN RY \(\triangle\) MIUTI－FOURT CIMEACTINAL TDANCFRQM TN THESF NTHT DATA IS T＝TO＋NTOT＊TTI＋FQURT
 DF STX MICROSFCONOS），\(T=3000+N T O T *(500+43 * S U M 2+68 * S U M F+\quad\) FOURT
 ACCIRACY IS TRPFATLY TMPR TVEN，\(\triangle S\) THF RMS QELATIVE ERPTR IS FOURT
 FMURT OF RITS TN THF FLП \(\triangle\) TTNG ONINT FQACTICN AND FACTOR（J）\(\triangle Q E\) THE FOURT RRINF FACTMRS TF NTIT．

FOURT
FOURT
PRIGRAM RY NORMAN RRFNNGO FROM THE RASIC PROGRAM BY CHARLES FOURT
 ＂IT LJNT TLN LARMRATRZY，AUGUST IG67．THIS IS THE FASTEST AND MOSTFDURT VEDCATILE VFRSTON OF THE EET KNIWN TO THF \(\triangle U T H O R\) ．SHIORTER RRO－FOURT

 FOURT THE IISCRETF FOIJRIFR TRANSFORM RLACES THRFF RFSTRICTTINS UPDN THE FIURT D \(\Delta T \Delta\) ．
1．THF NIMMRE OF INPUT OATA AND THF NUMRER CF TRANSFDRM VALUFS
EOURT MIJST RE TYF S \(\triangle M F\) ．
？．ROTH THF INOUT DATA ANO THF TRANSFORM VALUFS MUST RERRESENT FOUTSQACFワ POINTS IN THCIR QESPFCTIVF DDMAINS OF TIMF ANT FOURT
FOURT
FIURT GRFDIIFNCY CALLING THFSE SOACINGS DELTAT AND DELTAF，IT MUST BF
 RF THF SAME FOR FVERY DIMENSION． 3．CONCFPTIJALLY \(\triangle T\) LEAST，THE INRUT DATA AND THE TRANSFORM DUTPUTFOURT QFPRFSFNT STNGLF CYCLFS DF PERIONIC FUNCTIDNS．

FOURT
EXAMPLF 1．THRFE－DTMFNSIJNAL EORWARD FOURIFR TRANSFIRM OF A CRAOLFY FOURT FOURT DIMFNSIMN DATA \((32,25,13)\) ，WORK \((50)\) ，NN（3）

F OUR T








\section*{A.1.11 SUBROUTINE PARAB (FOD,DOL,BLOCK, DFOCUS, ACOSE, ACOSH, THETA, ETHETA, EPHI)}

\section*{PURPOSE:}

This subroutine calculates the E- and H-plane far electric field for an axially defocused, circularly symmetric, paraboloidal reflector antenna at a specified angle from the axis.

\section*{ARGUMENTS:}

FOD is the focal length to diameter ratio for the reflector. DOL is the diameter of reflector in wavelengths. BLOCK is the fractional diameter blockage. DFOCUS is the amount of axial defocusing in wavelengths (positive direction corresponds to feed beyond focal point).
ACOSE is the E-plane aperture illumination factor.
ACOSH is the H-plane aperture illumination factor. (NOTE: See discussion of POMODL for a more complete discussion of ACOSE and ACOSH.)
THETA is the angle from axis at which field values are desired in degrees.
ETHETA is the electric field in E-plane.
EPHI is the electric field in H-plane.

\section*{DISCUSSION:}

This and associated subroutines EPINT, ETINT, QATRC, and BESFUN were written by Professor W. V. T. Rusch of the University of Southern California. This discussion is intended to indicate the computations performed and is not a detailed description of the operation of the subroutines.

The subroutine uses PO as discussed in section 3 of the report. It is assumed that the antenna is rotationally symmetric, thus allowing very rapid execution.

Aperture illumination may be of three types: uniform, dipole, or \(\cos ^{P_{\theta}}\), where \(\theta^{\prime}\) is the angle from the axis of the feed. These are selected with parameters ACOSE and ACOSH, and the E- and H-plane tapers are independently specified.

The integration is performed by subroutine QATRC. This subroutine has error flags which are set when the desired accuracy is not achieved either because of accumulated round-off errors or because the integration range could not be sufficiently subdivided. PARAB prints an error message indicating the type of error. These errors occur at larger values of THETA. Care should be taken to delete any far-field points known to be in error.

This subroutine requires that functions ETINT, EPINT, and subroutines QATRC and BESFUN be supplied. In addition, library functions ATAN, COS, SIN, ATAN2, CEXP, SQRT, CABS, and inline functions CMPLX and ABS are employed.

SUARDUTINF PAPABIFCD,CEL, BLDCK, OFDCUS, ACOSE, \(\triangle C C S H, T H E T A, E T H E T A, E P H P A R A B\)


\(D=.5 \star D\)
QATRC
\(x=x_{L}+H^{4}\)
\(\varsigma M=(0 ., \cap\).
QATRC 79

Пก \(3 \mathrm{~J}=1, \mathrm{~J}\)
\(S_{N}=S M+F C T(X)\)
\(3 \quad x=x+4[\)
\(\Delta\left(1 X(I)=\right.\). \(5^{*} \Delta U X(I-1)+P\) 立 \(S M\)
C. \(\triangle\) NFW \(\triangle P P R \cap X I M A T I C N\) CF INTEGRAL VALIF IS COMPUTEO BY MEANS \(3 F\)

C TRAPFZIIDAL RULE.
C STAPT TF Q MMRFQGE EXTQADOLATITN METHOD.
ก \(=1\) 。
\(\mathrm{J} \mathrm{J}=\mathrm{I}-1\)
\(ก \cap 4 \mathrm{~J}=1\), JI
\(I T=I-J\)
\(0=0+2\)
\(B=e_{n}+?\)
4 Allx(II) \(=\Delta 11 \times(I I+1)+(\Delta \| \times(I I+1)-\Delta 11) \times(I I)) /(0-1\).
FN? OF RJYRFRG-STEP

ПFLT? \(=C A R S 1 Y-A U X(1))\)
IF \((T-5) 7,5.5\)
5 IFPDELT2-5110,10. 4
* [F\{חFLT2-חFLT1)7.11.11
\(7 \mathrm{JJ}=\mathrm{JJ}+\mathrm{JJ}\)
- \(T F Q=\) ?
( \(Y=H * \Delta \| \times(1)\)
DETUQN
10 IFP = O
Gח T T Q
11 IFQ \(=1\)
\(Y=H * Y\)
QFTUPN
END
Q \(\triangle\) TRC 80 Q ATRC 81 QATRC 82 QATRC 83 OATRC 84 QATRC 85 CATRC 86 \(\triangle \triangle T R C \quad 87\) OATRC 8R O \(\triangle\) TRC 89 \(\triangle \triangle T P C \quad 90\) OATRC 91 QATRC 92 QATRC 93 QATRC 94 QATRC 95 OATRC 96 QATRC 97 QATPC 98 OATRC. 99 QATRC 100 QATDC 101 OATRC 102 Q ATRC 103 QATRC 104 OATRC 105 \(\triangle \triangle T R C \quad 106\) Q \(\triangle T R C \quad 107\) Q \(\triangle T R C \quad 10 R\)
QATRC 109

QATRC 110
OATRC 111
OATPC
```

    COMPLEX FUNCTION ETINT(X)}\mathrm{ ETINI
        COMMON/DATA/FCL,PI,SINT,COST,DFOCUS, ACOSF,ACOSH ETINT
        OIMFNSION RJ(lOON)
    NDTE THAT CTS(PI-XP) = (DFOCUS-RHO*CDSX)/RHOPRIME = R2/RHPDVL
    COMPLFX CEXP,CMPLX,A1,N1,HX
    SINX=SIN(X)
        cosx= cos(x)
        QHMחVL = 2.0*FחL/(1.0-COSX)
        RHPCVL = SORT(RHDTVL*RHOOVL+MFOCUS*DFCCUS-2.*DFOCUS*RHOOVL*COSX)
        R1 = RHODVL*STNX
        Q2 = NFOCUS - RHCOVL*COSX
        XP = PI - ATAN2(R1,R2)
        CSPMXP = R2/RHDOVL
        FAZF=2.0*PI*(RHONVL*CTSX*COST-QHPQVL)
        RFTA = 2.O*PT*RHOCVL*SINX*SINT
        IF(BETA.GT.O.O) GC TC 2
        AFSSO=1.0
        AESSI=0.0
        QFSS2 = 0.0
        GOTO ?
    ? CALL RESFUN(BFTA,BJ,4)
        RFSSO = RJ(1)
        RFSSI= RJ(2)
        BFSS2 = RJ(3)
        CONTINHE
        IF(ACOSF.GF. (-100.0))GM TO 20
        \Delta1 = ,.0/(1.0+CSPMXP)
        01=-41
        GOT! 50
        IF(ACOSE.GE.O.C)GO TO 4O
        A1 = CSPMXP
        D1 = - 1.0
        GO TH 50
        \Delta1 = CSPMXP**ACOSF
        01 = -CSPMXP**\triangleCDSH
        CCNTTNIIE (RNOMVL/RHPONL)
        HX = (RHOTVL/RHPCVL)*(Al*COST*(RESSO-RESS2)-D1*COST*(BESSO+3ESS2)*FTINT
        #SIN(XP-(x/2.0))/SIN(X/2.0)-2.0*CMPLX(0.0.1.0)*AI*RESSI*COS(X/2.0)/ETINT
        *SIN(x/2.0)*SINT) ETINT
        HX=HX/(1.O-COSX) ETINT
        ETINT = HX*SINX*CEXP(CNDLX(O.0,FAZE)) ETINT
        RETIJRN ETINT
        END
    ETINT

```
\begin{tabular}{|c|c|c|}
\hline CMMPLFX FUNCTION FPINT(X) & EPINT & 1 \\
\hline COMMON/DATA/FCL, PI, SIAT, COST, DF OC US, \(\triangle C O S F, \triangle C O S H\) & EPINT & 2 \\
\hline DIMFNSION BJ (1000) & EPINT & 3 \\
\hline NПTE THAT CПS(PI-XP) = (PFПCUS-RHП\#COSX)/RHOPPIMF = 22/RHPOVL & EPINT & 4 \\
\hline CCMPLFX CEXP, CMPLX, \(\triangle 1, D 1, H X\) & EPINT & 5 \\
\hline SINX \(=\operatorname{SIN}(x)\) & EPINT & 6 \\
\hline \(\cos x=\cos (x)\) & EPINT & 7 \\
\hline  & EPINT & 8 \\
\hline -HPIVL = SORT (RHППVL *RHחOVL + DFOCUS*DFCCUS-2.*RFOCUS*RHOOVL*CRSX) & EPINT & 9 \\
\hline R1 = PHOOVL*SINX & EPINT & 10 \\
\hline Q2 = DFOCUS - PHOTVL*COSX & EPINT & 11 \\
\hline \(X P=P I-\triangle T \Delta N 2(R 1, R 2)\) & EPINT & 12 \\
\hline CSPMXP \(=\) Q2/RHPMVL & EPINT & 13 \\
\hline FAZF = 2.0*PI* (RHCOVL*COSX*COST-RHPOVL) & EPINT & 14 \\
\hline ¢FTA \(=2.0 * P I * P H O O V L * S I N x \not y S I N T\) & EPINT & 15 \\
\hline IF(ロFTA.GT.0.0) GO.TM 2 & EPINT & 16 \\
\hline AESSO \(=1.0\) & EPINT & 17 \\
\hline \(B E S S 1=0.0\) & EPINT & 18 \\
\hline AESS? \(=0.0\) & EPINT & 19 \\
\hline GกTC 3 & EPINT & 20 \\
\hline CALL BESFIUN(PFTA, RJ, 4) & EPINT & 21 \\
\hline RFSSO \(=\) RJ (1) & EPINT & 22 \\
\hline RESS1 \(=\) QJ (2) & EPINT & 23 \\
\hline \(B F S S ?=8 J(3)\) & EPINT & 24 \\
\hline CONTIN!JF & EPINT & 25 \\
\hline [F(AC, TSF.GE. \((-100.0)) \mathrm{GO}\) T] 20 & EPINT & 26 \\
\hline \(\Delta 1=2.0 /(1.0+C\) CPMXP ) & EPINT & 27 \\
\hline \(D 1=-41\) & EPINT & 28 \\
\hline G[ T] 50 & EPINT & 29 \\
\hline IE(ACOSE.GE.0.0)GO TO 40 & EPINT & 30 \\
\hline \(\Delta 1=C S P M X D\) & EPINT & 31 \\
\hline \(D 1=-1.0\) & EPINT & 32 \\
\hline GПTП 50 & EPINT & 33 \\
\hline  & EPINT & 34 \\
\hline \(01=-C S P M X P * * \triangle C O S M\) & EPINT & 35 \\
\hline CONTINUF & EPINT & 36 \\
\hline  & EPINT & 37 \\
\hline * 2.01)/SIN(x/2.)) & EPINT & 38 \\
\hline \(H X=H X /(1.0-C O S X)\) & EPINT & 39 \\
\hline EPINT \(=4 X * S I N X * C F X P(C M P L X(0.0, F A Z E))\) & EPINT & 40 \\
\hline RETURN & EPINT & 41 \\
\hline FNO & EPINT & 42 \\
\hline
\end{tabular}
```

            SUPROUTINE RESFUN(X,RJ,NMAX)
    DIMFNSTCN RJ(1) BESFUN
    C NOTF RJ(1)=JO RJ(?)=J1 ... RJ(200) =J109
    10 IF X,GT,1.OF-03) GO TN 19
    BJ(1)=1.0
        OO 15 JRJ=2,NMAX
    15 3J(JRJ)=0.0
    RFTUPN
    19 IF(X,GT.NMAX) M=2*X+7
18 IF IF(X,GT,NMAX) M=2*X+7
IF(M.LT.990) GO TO 19
WRITF(6,2000)
2000 FOQMAT(10X, 33H M FXCEEDS 190. FXECUTICN ARORTED)
STCP
19 FN1=10.F-28
FN=0.0
\triangleLPHA =0.
IF(M-(M/2)*>) 20,30,2C
2C JT=1
GO TO 40
JT = - 1
30 MT=-1 ,
0त 160 K=1,M2
MK=M-K
XNK=MK
BMK=2.*XMK*FM1/X-FM
FM=FMI
FMI=RMK
BJ(MK)=BMK
JT=-JT
S=1+JT
\triangleLPHA=ALPHA BMK*S
16O CCNTINIIE
RMK=2.0%FM1/X-FM
BJ(1)=RMK
\triangleLPHA = ALPHA +RMK
00200 IN=I,NM\DeltaX
OO 200 IN = I,NM\DeltaX
200 CONTINUF
RETUQN
END
OIMFNSTCN RJ(1) BESFUN
10 IF(X.GT.1.OF-03) GOTN 19
200 CONTINUE
2000 FOQMAT(10X, 33 H M FXCEEDS 190. FXECUTICN ARORTED)
40
$40 \quad M ?=M-$ ?
$K=1, M 2$

``` \(\qquad\)
BESFUN
    RESFUN
RESFUN
    BESFUN
    BESFUN
BESFIIN
    BESFUN
PESFUN
PESFUN
BFSFUN
BESFUN
BESFUN
    BESFUN
BESFIIN
BESFUN
BESFUN
BESFUN
    BESFUN
BESFUN
    BESFUN
BESFUN
BESFUN
BESFUN
BESFUN
    BESFUN
GESFUN
BESFUN
    BESFUN
BESFUN
BESFUN
BESFUN
    BESFUN
        BESFUN
        BESFUN
        BESFUN
        BESFUN
        BESFUN
        BESFUN
        BESFUN
        BESFUN
        BESFUN
    BESFUN

BESFUN
BESFUN
-
BESFUN
```

                        A.1.12 SUBROUTINE
    PLTI2OR(X,Y, XMAX, XMIN, YMAX, YMIN, LAST, ISYMBOL,NO ,MOST)

```

\section*{PURPOSE:}

To make a page plot of array \(Y\) versus array \(X\).

\section*{ARGUMENTS:}
\(X \quad=\) Array containing abscissa values of the function to be plotted.
\(Y \quad=\) Array containing ordinate values of the function to be plotted.
XMIN = Minimum abscissa value.
XMAX \(=\) Maximum abscissa value.
YMIN = Minimum ordinate value.
YMAX = Maximum ordinate value.
LAST \(=\) Number of points to be plotted.
ISYMBOL = A Hollerith variable containing the plotting symbol, e.g., to plot with the symbol "X" ISYMBOL = IHX.
NO \(=\) Number of plot on page.
MOST \(=\) Total number of plots to be made on one page.

\section*{DISCUSSION:}

This subroutine produces a "quick and dirty" plot of \(Y\) versus \(X\) on the page printer. The size of the plotting area is \(50 \times 120\) units. Multiple plots may be made on a single page. A page eject is performed before the first plot of a series is begun, but no eject is performed after completion of a series. This allows a title to be printed at the bottom of the plot. The subroutine uses inline function FLOAT.

Illustrated below is a typical input card deck for program POMODL. The output produced using this deck is reproduced on the following pages.

[



FRACTIONAL DIAMFTFR RLOCKING \(=100\)
AXIAL DFFOCUSING \(=0.000\) WAVELENGTHS BEYOND FOCUS
FREOUENCY \(=4.0000 \mathrm{GHZ}\).
\(F / D=.50 \mathrm{C}\)
7IAMETER \(=10.0 \mathrm{C}\) WAVELENGTHS

PHASE
(DEG)
 H-PLANE \(M A G\)
\((\cap B)\)



```

OO

```
100.00 PERCENT
1.00 WATTS
PHAS
(DEG
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This appendix includes detailed documentation of the program which calculates coupling between two antennas given their far-field patterns. This program, as presented here, uses only a single component of the far field for each antenna, and is thus applicable only for linearly polarized antennas oriented with the major components of their polarization vectors lying in a common plane. The inclusion of the cross component in the calculation is not a difficult extension to the program. Each subroutine is individually documented except for those which are also used in PROGRAM POMODL and are discussed in Appendix A. The final section of the appendix includes a sample input deck and a sample program output.

\section*{B. 1 GENERAL OVERVIEW OF COMPUTER PROGRAM}

The program CUPLNF and its associated subroutines are described in detail in the following subsections. The flow chart below is presented in order to give the reader a general overview of the program package.

```

B.1.1 PROGRAM CUPLNF (INPUT, OUTPUT, TAPE 1, TAPE 3, ..., TAPE 8)

```

To compute and plot the mutual coupling between a transmitting and receiving antenna of arbitrary orientations and separation from the given complex far-electric-field pattern of each antenna.

METHOD:

Evaluate eq (32) of the main text along \(x\) and \(y\) perpendicular lines or cuts, using the fast Fourier transformation.

GENERAL DISCUSSION:

The main program divides conveniently into six subsections which list sequentially as follows:
1) General information about program,
2) Specification statements,
3) Definition and reading of input data,
4) Limits of integration and number of integration points,
5) Filling of the input matrices ( \(A X\) and \(A Y\) ) to the FFT FOURT, and
6) Printout and plotting.

\section*{General Information about the Program}

This subsection is a self-explanatory aid providing the program user with specific definitions of the main input parameters required by the program, as well as with a general feel for what the program does.

\section*{Specification Statements}

This subsection merely dimensions, equivalences, and comments the appropriate arrays, and declares the necessary complex and integer variables.

\section*{Definition and Reading of Input Data}

This subsection defines and reads from data cards the input variable parameters to the program. A list of the required data cards follows:

Card 1 Col. 1-40 An alphanumeric identifier, usually the name and telephone extension of the person submitting the job.

Card 2 Col. 1-80 An alphanumeric identifier specifying the particular case being studied.

Except where specifically noted all data on the following cards must have the decimal point explicitly specified.

Card 3 Col. 1-10 Frequency of operation in GHz.

> Col. 11-20 Distance between origins of the reference coordinates of the two antennas in meters.

Col. 21-30 x-spacing corresponding to the near-field spacing for the transmitting antenna.

Col. 31-40 y-spacing corresponding to the near-field spacing for the transmitting antenna.

Col. 41-50 x-spacing corresponding to the near-field spacing for the receiving antenna.

Col. 51-60 y-spacing corresponding to the near-field spacing for the receiving antenna.

Col. 61-70 Ratio of transmitting to receiving antenna feed mode admittances.

Col. 71 Set equal to 1 if spectrum rather than far-field pattern is given

Card 4 Col. 1-10 Maximum value for plot. If this field is left blank, the scale is chosen to fill the plot page.

The remaining data on this card are integer data, and must be right justified in the field provided.

Col. 11-15 Lower index in the increment loop.
(Set equal to 1 if field is blank).

Col. 16-20 Upper index in the increment loop.
(Set equal to 1 if field is blank).

Col. 21-25 Lower index in the integration limits loop. (Set equal to 1 if field is blank).

Col. 26-30 Upper index in the integration limits loop. (Set equal to 1 if field is blank).

Col. 21-30

Col. 31-40
Col. 41-50
Col. 51-60

Col. 61-65

Col. 66-70

Col. 71-80

Card 6
Col. 1-10

Col. 11-20

Col. 21-30 Radius of receive antenna in meters.

Col. 31-40 PHIP
CoT. 41-50 THETHP
Col. 51-60

Col. 61-65 NROWR - Number of rows of data in receive antenna pattern. (Integer data right justified in field).

Col. 66-70 NCOLT - Number of columns of data in receive antenna pattern. (Integer data right justified in field.)

Col. 71-80 Receive antenna pattern file identifier.

Card 7 Col. 1-20 GAMT - Transmit antenna reflection coefficient. (Real part 1-10, imaginary part 11-20).

Col. 21-40 GAMR - Receive antenna reflection coefficient. (Real part 21-30, imaginary part 31-40).
```

Col. 41-60 GAML - Receiving load reflection coefficient.
(Real part 41-50, imaginary part 51-60).

```

\section*{Limits of Integration and Number of Integration Points}

In the analysis of the main text, it is shown that only the far-field pattern within the sheaf of angles mutually subtended by the two antennas is necessary to accurately compute the coupling between the antennas. These reduced limits of integration artifically bandlimit the coupling and thus increase the integration increments required by the sampling theorem. In all, the number of integration points is drastically reduced. This subsection of CUPLNF computes a maximum solid angle mutually subtended by the antenna and translates this information into specific limits of integration for \(k_{x}\) and \(k_{y}\). In addition, the integration increments and subsequently the number of integration points in the x and y directions are also obtained in this subsection.

\section*{Filling of the Input Matrices (AX and AY) to the FFT FOURT}

Now that the previous subsection has computed the points and limits of integration, the far-field patterns of each antenna must be retrieved from input files at the specified points of integration. These far-field arrays are inserted as input into the FFT FOURT in order to compute the coupling quotient from eq (32) of the main text. The subroutine FINDFF, documented separately, takes the required array of far-field integration points (directions) searches the input files containing the far field for the value of far field in the required directions, and outputs the array of far-field values to be used eventually by FOURT.

Before calling FINDFF, the program must calculate the far-field directions corresponding to the integration variables \(k_{x}\), \(k_{y}\) in the integral (summation) of eq (32). This is accomplished through the subroutine ANGLGEN, which is documented separately.

After the far-fields are obtained from FINDFF, their dot product must be determined as eq (36) demonstrates explicitly. This scalar product is accomplished through the short subroutine VECTGEN, which has been documented separately from CUPLNF.

The dot products of the far-fields found from VECTGEN are appropriately placed in two arrays, AX and AY, from which the FFT subroutine FOURT computes the near-field coupling quotient along two mutually perpendicular x and y cuts.

\section*{Printout and Plotting}

This subsection simply prints and plots the magnitude of the coupling quotient (i.e., coupling loss ratio) along the mutually orthogonal \(x\) and \(y\) cuts which lie normal to the line of separation. Because of the possible lack of a common plotting system, curves are made using a general purpose page printer subroutine (PLT120R). The coupling is plotted in the \(x\) and \(y\) directions over a distance approximately equal to twice the sum of the diameters of the two antennas.

SYMBOL DICTIONARY:

Variables (in alphabetical order)
\(A B L \quad=\) Intermediate variable for defining the range of \(k_{x} / k\) and \(k_{y} / k\). The range of \(A B L\) beyond XKLIM is zero filled.
ACLCUT \(\quad=A\) real array used to store the magnitude of the coupling quotient along XO and YO perpendicular axes or cutter.
\(A X, A Y \quad=\) Complex arrays used to store first the coupling far-field product then the coupling quotient along \(X 0\) and \(Y 0\) cuts, respectively.
\((A 1, A 2),(B 1, B 2)=\) The limits of integration of \(k_{x} / k\) and \(k_{y} / k\), respectively.
BFAC \(\quad\) Variable which adjusts the integration increments, and should be approximately 1 or 2 ; making BFAC larger tests whether convergence has been reached.
CEE \(\quad=\) Speed of light in gigameters per second \(=.2997925\).
COEF \(\quad=\) The coefficient of the summation in eq (32) of the main text with the exponential factor omitted .
CUPLDB \(=\) Coupling quotient for two antennas expressed in dB .
\(C 1, C 2=\) The \(k_{x} / k\) and \(k_{y} / k\) increments, respectively, i.e., \(\left(a_{1}+a_{2}\right) / N_{1}\) and \(\left(b_{1}+b_{2}\right) / N_{2}\) in eq (32).
DATA = Array containing far-field pattern of transmitting or receiving antenna, used in SUBROUTINE FINDFF and included here for storage allocation purposes only.
DIAMR, (DIAMT) = Twice the larger of RADR (RADT) or WAVELGTH of the receiving (transmitting) antenna.
DIAMSUM \(\quad=\) DIAMR plus DIAMT.
DKOK \(\quad=\) The approximate \(k_{x} / k\) and \(k_{y} / k\) integration increments, i.e., \(N 1 \approx(A 1+A 2) / D K O K\) and \(N 2 \approx(B 1+B 2) / D K O K\).
\(D L X, D L Y \quad=\) Subsequent labels for (DLXR and DLXT), (DLYR and DLYT).
DLXR,DLXT

DLYR, DLYT \(\quad y\) - increment which corresponds to the \(k_{y}\) increment of the receiving and transmitting antenna, respectively.
\begin{tabular}{|c|c|}
\hline DPHI, DPHIP, DPS DTHETA, DTHETAP & ```
SI, DPSIP,
= The Eulerian angles PHI, PHIP, ....DTHETAP expressed in degrees rather
    than radians.
``` \\
\hline DTR & \(=\) Degree to radian conversion factor. \\
\hline DX, DY & \(=\) The increments in X0 and YO, respectively, over which the coupling quotient is computed by the FFT. \\
\hline ETOER & = Ratio of characteristic admittance of the transmitting antenna feed mode to the characteristic admittance of the receiving antenna feed mode. \\
\hline FDOTFP & \(=\) The dot product of the complex far-electric-field pattern of the two antennas. \\
\hline FFRMX, FFTMX & \(=\) Magnitude of unnormalized far-field pattern at THETA \(=0\) for the receiving and transmitting antennas, respectively. \\
\hline FMM & \(=\) The mismatch factor, \(1 /(1\) GAMR•GAML) in the right, receiving antenna. \\
\hline FREQ & \(=\) Frequency in Hz . \\
\hline \(F X, F Y, F Z\) & \(=\) The complex rectangular components of far electric field in the preferred coordinate system fixed in the left, transmitting antenna. (FX and FY are also used later in the program as intermediate complex variables.) \\
\hline FXP, FYP, FZP & \(=\) The complex rectangular components of far electric field in the preferred coordinate system fixed in the right, receiving antenna. \\
\hline FXR, FYR, FZR & \(=\) The complex rectangular components of the far electric field of the right receiving antenna in its mutual coupling coordinate system. \\
\hline FXT, FYT, FZT & \(=\) The complex recangular components of the far electric field of the left, transmitting antenna in its mutual coupling coordinate system. \\
\hline GAIN & = Gain in dB of receiving and transmitting antennas, respectively. \\
\hline GAML, GAMR, GAMT & = Reflection coefficient of receiving load, receiving antenna, and transmitting antenna, respectively. \\
\hline HEAD & \(=\) Integer array identifier for case under study. \\
\hline IBFAC & = Loop index for varying BFAC. \\
\hline ID(I) & \(=\) Integer array (with index I) identifier for programmer's name and one extension. \\
\hline IDAYHRR, IDAYHRT & \(=\) File identifier for receiving and transmitting antenna data, respectively. \\
\hline I SCL & \(=\) Integer indexer for conditional statements. \\
\hline I SPECT & \(=\) Spectrum flag. Set equal to 1 if spectrum rather than far-field patterns specified. \\
\hline IXLIM & = Loop index for varying XLIM. \\
\hline J1, 12 & \(=\) Dummy loop indices used in the filling of the \(A X\), AY coupling product arrays, and later in the printout statements. \\
\hline L & = Dummy index for write and read statements. \\
\hline M1,M2 & \(=\) Dummy loop indices used in the multiplication of the sum in eq (32) by the preceeding factors. \\
\hline NBF1, NBF2 & = Begin and end index for range of BFAC. \\
\hline NCOLR, NCOLT & \(=\) Number of columns of data in receive and transmit patterns, respectively. \\
\hline
\end{tabular}

NROWR, NROWT
NRX2R,NRX2T
NX,NY
NXLI, NXL2
\(\mathrm{N} 1, \mathrm{~N} 2\)

NIMAX, N2MAX

NIMIN,N2MIN

N10, N20

N11,N22

PHI, THETA,PSI PHIP, THETAP,

PSIP
PHIR, THETAR

PHIT, THE TAT

PI
\(R, T\)

RADR, RADT

RCUT

RG, TG

SUM2
TKOKSQ
TSUM21

WAVLGTH
WORK
X
= Integer arrays of dimension (1) used in call to FFT subroutine FOURT and equal to N1 and N2, respectively.
\(=\) Number of rows of data in receive and transmit pattern, respectively.
\(=\) NROWR and NROWT \(\times 2\).
= Four times N1 and N2, respectively.
= Begin and end index for range of XLIM.
\(=\) Integers equal to the number of \(k_{x}\) and \(k_{y}\) integration points, respectively.
\(=\) Integers determining maximum of the \(x\) and \(y\) range, respectively, over which the coupling quotient is plotted.
= Integers determining the minimum of the \(x\) and \(y\) range over which the coupling quotient is plotted.
= Intermediate integers used to define (N1MIN,N1MAX) and (N2MIN, N2MAX), respectively.
\(=\) Number of points in the \(x\) and \(y\) range, respectively, over which the coupling quotient is plotted.
= Eulerian angles of the left transmitting antenna as shown in figure 2.
\(=\) Eulerian angles of the right, receiving antenna as shown in figure 3.
\(=\) Spherical angles in the preferred coordinate system fixed in the right, receiving antenna, corresponding to the direction \(k_{x} / k, k_{y} / k\) \(\left(\emptyset_{p}, \theta_{p}\right.\) of eqs (13) and shown in figure 3).
\(=\) Spherical angles in the preferred coordinate system fixed in the left, transmitting antenna, corresponding to the direction \(k_{x} / k, k_{y} / k\) ( \(\emptyset_{A}, \theta_{A}\) of eqs (13) and shown in figure 2).
\(=\pi=3.14159 .\).
= Complex array containing the spherical angle coordinates for the coordinate system fixed in the receiving and transmitting antenna, respectively.
= Radii of the smallest sphere circumscribing the right receiving and left transmitting antenna, from their respective origins.
= Maximum ordinate value for plots. If RCUT equals 0, plot is self-scaled.
\(=\) Input reflection mismatch factor for receiving and transmitting antenna, respectively.
\(=\) Dummy summation variables used in the filling of the AX, AY matrices.
\(=\) Magnitude squared of the transverse part of the propagation vector.
\(=\) Summation variable used to compute the coupling quotient at \(X 0=0\), \(X 0=0\) by summing directly without the use of the FFT (as a check).
= Wavelength in meters.
= Complex array required only by FFT subroutine FOURT.
= Array containing the abscissa values for plots.
\begin{tabular}{|c|c|}
\hline XDUM & = Dummy variable used in MINMAX when this subroutine is used with a one dimensional array. \\
\hline XK & \(=2 \pi / \lambda\). \\
\hline XKLIM & \(=\) Real variable which limits the range of \(k_{x} / k\), and \(k_{y} / k\) integration when its value is less than XKMAX. \\
\hline XKMAX & = An upper bound (less than 1.0) on XKLIM; except for very close antennas XKLIM will usually be less than XKMAX anyway. \\
\hline XKMIN & \(=\) Sum of the diameters of the two antennas divided by their separation distance; this variable is approximately proportional to the mutual angle subtended by the two antennas; XKLIM = XKMIN times XLIM when this product is less than XKMAX. \\
\hline XKXOK, XKYOK & \(=k_{x} / k\) and \(k_{y} / k\), respectively. \\
\hline XLIM & = Intermediate variable used for adjusting XKLIM; making XLIM larger tests whether a wide enough spectrum has been included. \\
\hline XMAX, XMIN & = Maximum and minimum abscissa values for plots. \\
\hline XNX,XNY, XNZ & \(=\) Variable used for incrementing \(k_{x} / k, k_{y} / k\), and \(\gamma / k\), respectively. \\
\hline X0, Y0, ZO & \(=X, Y, Z\) coordinates of the origin of the right receiving antenna in the mutual coupling coordinate system of the left transmitting antenna; specifically \(Z 0\) is the separation distance (d in eq (32)) between antennas. \\
\hline
\end{tabular}

\section*{File Names}

INPUT, OUTPUT, TAPE 1, TAPE 3, ..., TAPE 8

Subroutines Not Within FORTRAN Library (in alphabetical order)

ANGLGEN (Documented below)
FINDFF (Documented below)
FOURT (Standrd FFT subroutine with documentation within its own comment cards)
MInmax (Documented below)
PLT120R (Page printer subroutine)
VECTGEN (Documented below)
```

AMAXI(X,Y) = Maximum of X and Y.
AMIN1(X,Y) = Minimum of X and Y.
ATAN(X) = Angle between -\pi/2 and \pi/2 whose tangent is X.
CABS(C) = Absolute value of complex number C.
CEXP(C) = Complex exponential of complex number C.
CMPLX(X,Y) = Complex number X + iY.
EOF = EOF(End of File).
EXIT = (Terminates execution and returns control to operating system.)
SQRT(X) = Square root of X.

```

List of Complex Quantities

AX, AY, COEF, ETA, FDOTFP, FMM, FX, FXP, FXR, FXT, FY, FYP, FYR, FYT, FZ, FZP, FZR, FZT, R, SUM2, T, TSUM21, WORK, CEXP, CMPLX.

COMMON BLOCKS:

The labeled common in CUPLNF is described below with a list of routines in which it is used. The variables are defined in the symbol dictionary

COMMON /FAR/ N1, N2, NX, NY, DLX, DLY, XK, ISPECT

Routines using /FAR/: CUPLNF, FINDFF。

PQRCQAM CIPLNF（INPUT，DUTPUT，TAQFI，TAPF3，TAPE4，TAPE5， 1 TAPF S，TAPF7，T \(\triangle Q F Q, ~ T A Q F G O=\) INPIJT）

CUPLNF
CUPLNF

GENEQAL INEORMATION \(\triangle\) ROLIT RQOGQAM CUPLNF

THIS RQRGRAM COMDLTES THE CDUPLING OUCTIFNT BETWEEN A CUPLNF CUPLNF transmiting anfenna on the lfft and a recfiving antenna an the PIGHT TF \(\triangle R B I T P A R Y\) PELATIVE ORIENTATION AND SEPARATION， FRTM TUF GIVFN COMPLEX FAR－FIELD PATTFRN OF FACH ANTFNNA．
the rmipling ounttent is cmmputen along xo and yo rerpendicular I INFS Re ruts．

CURLNF
CUPLNF
CUPLNF
CUPLNF CUPLNF CUPLNF CURLNF CUPLNF AX，AY，ANN WIRK SHOIJLD bF DIMENSIDNED．GE．THE LARGEP DF（N1，N2）． ACLCUT \(\triangle N D\) S SHOULD RE DIMENSIDNFD AT LFASt 2 greatep than the LARGFD DE（N1，N？）． r．UPLNF CUPLNF CUPLNF FYT，FYR，FXT，FZO，P，AND T SHOULD BE DIMENSIONED OGE，N？。 CUPLNF Data shnuld re largf fnnugh to contain all df the indut far－fielo cuplnf EATA FOR FITHFR ANTENNATIE．．GF．2＊NROWT\＃NCELT OR 2＊NROWR＊NCOLR．CUPLNE CUPLNF
RHI，THFTA，PSI \(\triangle R E\) THE EULERIAN \(A N G L F S\) OF THE RFORIENTED CUPLNF TRANSMITTING \(\triangle X F S\) WITH RESPFCT TO THE AXES FIXED IN THE TDANSMITTTNG \(\triangle N T E N N A\) ．
PHIR，THFTAR，PSIP \(\triangle R E\) THE EULEPIAN \(\triangle N G L E S\) OF THF REMRIENTED PFCFIVING \(\triangle X E S\) WITH RESPECT TO THE \(\triangle X F S\) FIXED IN THF RFCEIVING \(\triangle N T E N N A\) ．
（XO，YO，70）\(\triangle R E\) THF CCCRDIVATES OF THE DPIGIN DF THE RECEIVING ANTFNNA IN THE RERRIFNTEO RFCTANGULAR SYSTFM MF THE TRANSMITTING ANTFNNA．
THE RFGRIFNTED COPDINATF SYSTEMS DF FACH ANTFNNA ARE THE COMMGN MIITUAL COUPLING CIOPDINATE SYSTFMS OF THE \(\triangle N T E N N A S\).
THF COJROINATE SYSTEM FIXED IN FACH ANTENNA IS THE APPEFFRREDz SYSTEM IN WHICH THE FAR－FIFLDS OF EACH ANTENNA ARE GIVFN。 ZO MUST QF SPFCIFTFO，BUT THE PANGE OF XO \(\triangle N D\) YO ARE DFTERMINED TMDLICTTLY RY THF PFQUIQEMFNTS OF THE \(\triangle L G O R I T H M ~ F D U P T . ~\) Q \(\triangle D T=Q A D I J S ~ \cap F ~ S M A L L E S T ~ S R H E R F ~ W H I C H ~ C I R C U M S C R I B F S ~ T H F ~\) TRANSMITTING ANTFNNA FROM ITS ORIGIN． CUPLNF CUPLNF CURLVF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CURLNF CUPLNF CUPLNF CUPLNF RADR＝RACIUS OF SMALLEST SPHERE WHTCH CIRCUMSCRIBES THF PECFIVING \(\triangle N T F N N A ~ F R C M ~ I T S ~ O R I G I N . ~\)

CUPLNF
DIAMT＝TWICE THF LARGEQ 万F RADT OP WAVLGTH CUPLNF OIAMD＝TWTCF THE LARGER DF RADP DR WAVLGTH BFAC ATJUSTS THF INTFGRATION INCREMFNTS，ANO SHOULD BE CUPLNF CUPLNF APPROXTMATFLY 1 OR．．？．MAKING BFAC LAPGFR TFSTS WHETHER CONVEPGFNCE HAS RFEN RCACHED．
XLIM ADJISTS THE NONZERO－FTLL PQRTICN DF THE INTEGRATION PANGE， AND－SHOULD BE \(\triangle R P D I X .1\) חP ？．MAKING XLIM LARGFR TESTS WHETHER A WIDF FNTIIGH INTFGRATION RANGE HAS REEN INCLUDED．INCREASING XLTM ALST DFCPEASFS THF INTEGPATTON INCPEMFNTS PROPIRTIGNATELY IT PREVENT ALIASTNG．

CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CUPLNF CURLNF
A1，A2，マ1，B2 DEFINE THE TOTAL（WITH ZERC－FILL）INTEGRATION RANGES CUPLNF
 IN INCRFMFNTS OF \((\triangle 1+\Delta 2) / N 1\) OR \((R 1+R 2) / N 2 \quad \triangle R R O X\) 。FQUAL TO OKDK． OKOK＝WAVLGTH／（2＊（DIAMT＋DIAMP）＊BFAC＊XLIM）．

IF SQRT（ \((K X / K) * * 2+(K Y / K) * * 2)\) IS ．GE．XKLIM THE SPECTRUM
IS SET EOリAL TO ZFRC．（APRRFCIALBLE ZERC FILLING IS AN GDTION DESIGNED TO ALLOW FINER INCREMFNTS OX AND DY AT WHICH THE CUPLNF CUPLNF CUPLNF CUPLNF CUPLNE CUPLNF C．CHPLING QUITIFNT IS COMRUTED BY THF FFT．） CUPLNF CUPLNF CURLNF

THE DRIGRAM NFGLECTS THF FVANESCFNT MODES．IN ORDER NOT TO GET CUPLNE TRD CLISE TG THE H／GANMA SINGULARITY，IT IS SAFER TH CHOOSF XKLIM NT LADGEP THAN XKMAX＝\(\triangle B \cap U T\) ．\({ }^{\circ}\) ．
XLIM AПJJSTS XKLIM．IF AN ACCUPATE COUPLING OUOTIENT IS
CUPLNF
CUPINF
CUPLNF
ONLY FQQ SMALL VALUES DF XOM（DIAMT＋OIAMRY BFAC\＃XLIM） \(\triangle N D Y O \mathcal{(}(D T A M T+D I A M P) * Q F A C * X L I M)\) ，XLIM NEED NOT BE MORE THAN 1 OP 2．IF ACCURACY IS DFSIRED FQR LARGER YO AND YO \(\triangle S\) WELL， YLIM．SHOULD BF MADE CORPESDONGINGLY LARGFR．AS MENTIONED ABOVE， MAKING XLIM LARGFQ TESTS WHFTHER \(\triangle\) WIDE ENOUGH SPECTRUM HAS BFEN TNCLUDFD．

THE XO \(\triangle N \cap\) YO INCREMENTS ARE \(O X=W \triangle V L G T H /(A 1+\Delta 2) \quad \triangle N D\) \(D Y=\) WAVLGTH／（B1＋R2）．
THF PANGF OF BOTH XO AND YO IS GIVFN \(\triangle P P R D X I M A T E L Y\) RY
\begin{tabular}{|c|c|c|c|c|}
\hline & \(r\) & RLITTFE (WHFN XLIM*RFAC IS GRFATER THAN OR FQUAL TO 1). & CUPLNF & 78 \\
\hline & c & CFF IS THF SRFFD OF LIGHT IN GIGAMETFRS PER SFCONO. & CUPLNF & 79 \\
\hline \multirow[t]{5}{*}{90} & r & FMM IS THE MISMATCH FACTOR FOP THE RECEIVING ANTENNA. & CUPLNE & 80 \\
\hline & C & & CUPLNF & 81 \\
\hline & \(r\) & & CUPLNE & 82 \\
\hline & C & SPETIFICATITN STATFMFNTS & CUPLNF & 83 \\
\hline & \(r\) & & CUPLNE & 84 \\
\hline \multirow[t]{5}{*}{85} & &  & CUPLNF & 85 \\
\hline & & CMMPLEY FYT(1000), FYR(1000), FZT(10C0), FZR(1000) & CUPLNF & 86 \\
\hline & & COMPLFY FMM, COEF, GAMT, GAMR, GAML & CIJPLNE & 87 \\
\hline & & COMRLFX FXT, EXR & CUPLNF & 98 \\
\hline & & C. CMDLEX FX, EY,FT & CUPLNE & 89 \\
\hline \multirow[t]{5}{*}{00} & & COMPLEX FXR,FYP,F?P & CUPLNF & 90 \\
\hline & & COMPLEX FOJTFP & CUPLNF & 91 \\
\hline & & CTMRLFX TSIJMRJ, SUM2 & CUPLNE & 92 \\
\hline & \(\bigcirc\) & & CUPLNF & 93 \\
\hline & & ПIMFNSIMN NNI(1), NN2(1), HEAD(8), In(4) & CUPLNF & 94 \\
\hline \multirow[t]{5}{*}{05} & & DTMFNSIRN ACLCUT(1010), \(x(1010)\), DATA 8192\()\) & CUPLNF & 95 \\
\hline & \(r\) & & CUPLNF & 96 \\
\hline & & INTFGFR HEAO & CUPLNF & 97 \\
\hline & C & & CUPLNF & 98 \\
\hline & & EQUIVALENCF (T,FZT), (R,FZR), (ACLCUT,FYT), (WORK,FYR) & CUPLNF & 99 \\
\hline \multirow[t]{5}{*}{100} & & FQUIVVALFNCF ( \(\Delta x, ~ \cap \Delta T A(1)),(\Delta Y, ~ \cap \Delta T \Delta(2500)),(X, T)\) & CUPLNF & 100 \\
\hline & \(r\) & & CUPLNF & 101 \\
\hline & & CCMMMN /FAR/ NI, N?, NX, NY, DLX, DLY, XK, ISPFCT & CUPLNF & 102 \\
\hline & C & & CUPLNF & 103 \\
\hline & \(\bigcirc\) & & CUPLNF & 104 \\
\hline \multirow[t]{5}{*}{105} & c- & DFFINITIDN \(\triangle\) NO RFADING OF INPUT DATA & CUPLNF & 105 \\
\hline & r & & CUPLNF & 106 \\
\hline & \(\mathrm{C}-\) & In \(\triangle N \cap\) YFAn ARE ALDHANUMFRIC IDFNTIFIERS & CURLNF & 107 \\
\hline & \(\mathrm{C}-\) & In IS PROGRAMMERS NAMF ANI PHDNE EXTENSION & CUPLNF & 108 \\
\hline & C- & HFAD IS THF IDENTIFIFR FOR THE CASF UNDER STUDY & CUPLNE & 109 \\
\hline \multirow[t]{5}{*}{110} & \(\bigcirc\) & & CUPLNF & 110 \\
\hline & \(\mathrm{C}-\) & FRFQ = FDEQUFNCY OF ORFRATITN IN GHZ. & CUPLNF & 111 \\
\hline & \(\therefore-\) & 20 = SFPARATIDN RFTWFFN ANTFNNA REFERENCE POINTS (SEE COMMENTS & CUPLNF & 112 \\
\hline & \(r\) & \(\triangle A D V E)\) & CUPLNF & 113 \\
\hline & \(\mathrm{r}-\) & OLXT \(=\) K-INCREMENT WHICH CORRESPONDS TO KX INCREMENT XMIT & CURLNF & 114 \\
\hline \multirow[t]{5}{*}{115} & C- & DLYT. = Y-INCREMENT WHICH CORRESPDNDS TO KY INCREMENT XMIT & CUPLNF & 115 \\
\hline & \(\mathrm{C}-\) & ILXR \(=X\)-INCREMENT WHICH CORRESPONDS TO KX INCREMENT RECV & CUPLNE & 116 \\
\hline & \(\mathrm{C}-\) & ILYR = Y-INCREMFNT WHICH CORPESPONDS TO KY INCREMENT RECV & CUPLNF & 117 \\
\hline & C. & FTOFR = R ATIO OF CHARACTERISTIC ADMITTANCF OF TRANSMITTING & CUPLNF & 118 \\
\hline & c &  & CUPLNF & 119 \\
\hline \multirow[t]{5}{*}{120} & C & RECFIVING, ANTFNNA FFED MDOE & CUPLNF & 120 \\
\hline & C- & ISRFCT = SRECTRUM FLAG - SET FQUAL TD 1 IF INPUT DATA IS SPECTRUM & CUPLNE & 121 \\
\hline & r. & RATHFR THAN FAR FIELD & CUPLNF & 122 \\
\hline & \(r\) & & CURLNF & 123 \\
\hline & C - & RCUT = MAXTMUM ORDINATE VALUF FIR PLOTS. IF RCUT.FQ. O, PLOT & CUPLNF & 124 \\
\hline \multirow[t]{5}{*}{125} & C & IS SFLF-SCALED & CUPLNF & 125 \\
\hline & C- & NBFI,NRF? = RFGIN \(\triangle N D E N D ~ I N D F X ~ F D Q ~ R A N G E ~ D F ~ B F A C ~\) & CUPLNF & 125 \\
\hline & C- & NXLI, NYL? = REGIN \(\triangle N D\) ENT INDFX FDQ RANGE OF XLIM & CUPLNF & 127 \\
\hline & C & & CUPLNF & 128 \\
\hline & C- & GAINT = GAIN AF XMIT \(\triangle\) NTFNNA IN DG. & CUPLNF & 129 \\
\hline \multirow[t]{5}{*}{130} & \(\mathrm{r}-\) & FFTMX = M \(\triangle\) GNITUDF OF FAR-EJELO PATTERM (UNNORMALIZEO) AT & CUPLNF & 130 \\
\hline & C & THFTA \(=0\), XMIT & CUPLNF & 131 \\
\hline & \(\mathrm{C}-\) &  & CUPLNF & 132 \\
\hline & \(\mathrm{C}-\) & PHI, THETA, PSI = EULER ANGLES IN DEGREFS FIR XMIT ANTENNA (SEE & CUPLNF & 133 \\
\hline & \(\mathrm{C}-\) & CTMMENTS \(\triangle B\) QVES & CUPLNF & 134 \\
\hline \multirow[t]{5}{*}{135} & C- & NPOWT = N!JMRER OF RDWS OF DATA IN TRANSMIT PATTERN & & 135 \\
\hline & C- & NCCLT = NUMBFR DF COLUMNS OF DATA IN TRANSMIT PATTERN & CUPLNF & 136 \\
\hline & C- & INAYHRT = FILE InENTIFIER FDR XMTT OATA & CUPLNF & 137 \\
\hline & \(c\) & & CUPLNF & 139 \\
\hline & C & GAINR \(=\) GAIN OF RECV ANTENNA IN OR. & CUPLNE & 139 \\
\hline \multirow[t]{5}{*}{140} & \(r\) - & FFDM \(=\) M \(\triangle G N I T U D E\) OF FAR-FIFLD PATTFRN (UNNCRMALIZFD) \(\triangle T\) & CUPLNF & 140 \\
\hline & c- & THFTA \(=0\), RECV & CUPLNF & 141 \\
\hline & \(\mathrm{C}-\) &  & CUPLNE & 142 \\
\hline & \(\mathrm{C}-\) & PHIP, THFTAP, PSID = ELLEP ANGLFS IN DEGREES FOR RECV ANTENNA ISEE & CUPLNF & 143 \\
\hline & C - & COMMFNTS ABOVE) & CUPLNF & 144 \\
\hline \multirow[t]{5}{*}{145} & \(\mathrm{C-}\) & NRTWR = NUMRER OF ROWS OF DAT \(\triangle\) IN RECEIVE PATTFRN & CUPLNE & 145 \\
\hline & r- & NCOLQ = N!JMBFR חF COLUMNS OF DAT \(\triangle\) IN PECEIVF RATTERN & CUPLNF & 146 \\
\hline & C- & IDAYHDP = FILF IDENTIFIER FQR XMTT ПATA & CUPLNF & 147 \\
\hline & C & & CUPLNF & 148 \\
\hline & C- & CAMT = RFFLECTITN CDEFFICIENT OF TRANSMITTING \(\triangle N T E N N A\) & CUPLNE & 149 \\
\hline \multirow[t]{5}{*}{150} & C- & GAMR = REFLFCTION CTEFFICIENT OF RECEIVING ANTENNA & CUPLNE & 150 \\
\hline & C- & SAML = 2EFLFCTITN CCEFEICIENT OF PECEIVING LDAD & CUPLNE & 151 \\
\hline & C & & CUPLNE & 152 \\
\hline & & RRINT 5005 & CUPLNF & 153 \\
\hline & & REA 5000 , (II)(I), I \(=1,4)\) & CUPLNE & 154 \\
\hline
\end{tabular}


\begin{tabular}{|c|c|c|c|c|}
\hline & & NN2（1）\(=\) VY & CUPLNF & 307 \\
\hline \multirow[t]{5}{*}{210} & \multirow[t]{7}{*}{C} & & CUPLNF & 310 \\
\hline & & CALL FПUPT（ \(\triangle\) X．NN1，1，＋1，＋1，WMRK） & CUPLNF & 311 \\
\hline & & CALL FMUD T（ \(\triangle Y\) ，NN2， \(1,+1,+1\) ，WCRK） & CUPLNF & 312 \\
\hline & & Oก \(400 \mathrm{ML}=1, \mathrm{NX}\) & CUPLNF & 313 \\
\hline & & \(x_{0}=(-N \times 17 .+M 1-1) * W A V L G T H /.(\Delta I+\Delta 2)\) & CUPLNF & 314 \\
\hline \multirow[t]{5}{*}{215} & & \(F X=C F X D(C M P L \times(0 .,-x K * \Delta 1 * Y O))\) & CUPLNF & 315 \\
\hline & & \(\Delta \times(M 1)=F \times \# C O F F * A \times(M I)\) & CUPLNF & 316 \\
\hline & \multirow[t]{5}{*}{400} & CONTINIF & CUPLNF & 317 \\
\hline & & OT 300 M ？\(=1, \mathrm{NY}\) & CUPLNF & 318 \\
\hline & & \(Y 0=(-N Y / 2 .+M P-1) *. W \Delta V L G T H /(B 1+B 2)\) & CUPLNF & 319 \\
\hline \multirow[t]{5}{*}{270} & &  & CUPLNF & 320 \\
\hline & &  & CUPLNF & 321 \\
\hline & 200 & CONTINJF & CUPLNF & 322 \\
\hline & c & & CUPLNF & 323 \\
\hline & C & & CUPLNF & 324 \\
\hline \multirow[t]{5}{*}{375} & C－ & PRINTOIIT \(\triangle\) ND PLETTING． & CUPLNF & 325 \\
\hline & c & & CUPLNF & 326 \\
\hline & & DPTNT 5，XLTM，RFAC－ & CUPLNF & 327 \\
\hline & & PRINT 15．NX，NY & CUPLNF & 328 \\
\hline & & PRINT 35，WAVLGTH，RADT，RATR，Z0 & CUPLNF & 329 \\
\hline \multirow[t]{5}{*}{320} & &  & CUPLNF & 330 \\
\hline & &  & CUPLNF & 331 \\
\hline & & PRINT 45，ПPHI，DTHETA，CPSI，DPHTP，ПTHETAP，OPSIP & CUPLNF & 332 \\
\hline & & \[
D X=W A V L S T H /(\Delta I+\Delta Z) / 40 \quad \text { क } \quad \Pi Y=W A V L G T H /(B 1+B 2) / 4 .
\] & CUPLNF & 333 \\
\hline & & RDINT 55，－DX\＆NX／？．，\(D X \neq(N X / 2,-1),, D X\) & CUPLNF & 334 \\
\hline \multirow[t]{5}{*}{335} & & DRINT 大5，－DY\＆NY／2．，DY＊（NY／2．－1．），DY & & 335 \\
\hline & &  & CUPLNF & 336 \\
\hline & & PRINT R5，－81＊4，B2＊4－C2，C2 & CUPLNF & 337 \\
\hline & & PRIVT 9 ？＊KKLIM & CUPLNF & 338 \\
\hline & &  & CUPLNF & 339 \\
\hline \multirow[t]{5}{*}{340} & & DPINT Q5，TSUM21＊COFF，CUPLDB & CUPLNF & 340 \\
\hline & \(c\) & & CUPLNF & 341 \\
\hline & \(c\) & DRINTMUT QF \(\times 0\) AVD YO CFNTFRIINF CITS RESDFCTIVELY & CUPLNF & 342 \\
\hline & 6 & & CUPLNF & 343 \\
\hline & & DRINT 27 & CUPLNF & 344 \\
\hline \multirow[t]{5}{*}{345} & & DRINT \(\rightarrow 5,(\Delta \times(J 1), J 1=1, N X)\) & \[
C I J P L N F
\] & 345 \\
\hline & & \[
\text { PRINT } 29
\] & CUPLNF & 346 \\
\hline & & RRINT 25，（ \(\Delta Y(J 2), ~ J 2=1, N Y)\) & CUPLNF & 347 \\
\hline & c & & CUPLNF & 348 \\
\hline & 6 & PLOT TF MAGNITUOF OF \(\times 0\) AND YO CFNTERLINE CUTS & CURLNF & 349 \\
\hline \multirow[t]{5}{*}{350} & C & & CUPLNF & 350 \\
\hline & & PDTNT 510 & CUPLNF & 351 \\
\hline & \(\cdots\) & & CUPLNF & 352 \\
\hline & & \(N 10=N X /(X L I M \# R F A C)+.000001\) & CUPLNF & 353 \\
\hline & & N1MIN \(=\) NXI2＋ \(1-\) N10／2． & CUPLNF & 354 \\
\hline \multirow[t]{5}{*}{355} & & NIMAX \(=\) NXI？＋ \(1+\) V1012． & CUPLNF & 355 \\
\hline & & \[
\text { DO } 501 \mathrm{JI}=\text { NIMIN. NIMAX }
\] & CUPLNF & 356 \\
\hline & & ACLCIIT（JI－N1MIN＋1）＝CARS \((1 \times(J 1))\) & CUPLNF & 357 \\
\hline & & \[
\times(J 1-N 1 M I N+1)=(-N \times / 2++J 1-I \cdot) * W \Delta V L G T H /(\Delta 1+\Delta 2) / 4
\] & CUPLNF & 358 \\
\hline & & PRINT 515，ACLCIJT（J1－N1MIN＋1．），X（J1－N1MIN＋1） & CUPLNF & 359 \\
\hline \multirow[t]{5}{*}{340} & 501 & CCNTINUE & CUPLNF & 360 \\
\hline & & N11＝NIMAY－N1MTN＋1 & CUPLNF & 361 \\
\hline & C & N1 NLM & CUPLNF & 3 ¢ 2 \\
\hline & & \[
\text { YMIN }=X(1) \quad \$ \quad X M \Delta X=X(N 11)
\] & CUPLNF & 363 \\
\hline & & IF（ISCL ．NF。1）Gת TR 511 & CUPLNF & 364 \\
\hline \multirow[t]{5}{*}{\(3+5\)} & & CALL MINMAX（ACLCUT，XOUM，RCUT，N11，1） & & 365 \\
\hline & 511 & C．ALL RLT12OP（X，ACLCLT，XMAX，XMIN，RCUT，O．，N11，IH＊，1，1） & CUPLNF & 366 \\
\hline & & PRTNT 5041，HFAD， \(10 H^{N} \triangle G N I T U D F, 10 H V S \times 0\) & CUPLNF & 367 \\
\hline & & PRINT दlo & CUPLNF & 368 \\
\hline & & \[
N 20=N Y /(X L I M \neq F F \Delta C)+.000001
\] & CUPLNF & 369 \\
\hline \multirow[t]{4}{*}{370} & & N2MIN \(=\) NY／2＋ \(1-N 2012\). & & 370
371 \\
\hline & & \[
N>M \Delta X=N Y 1 ?+1+N 2 C / 2 \text {. }
\] & CUPLNF CUPLNF & 371
372 \\
\hline & & \[
\begin{aligned}
& \text { On SOI J? }=\text { N2MIN, N2MAX } \\
& \text { ACLCIT(J2 }- \text { N2MIN }+1)=\operatorname{CARS}(\Delta Y(J 2))
\end{aligned}
\] & CUPLNF CUPLNF & 372
373 \\
\hline & & \(\times(J 2-N J M I N+1)=(-N Y / 2+J 2-1) *. W \Delta V L G T H /(31+R 2) / 4\). & CUPLNF & 374 \\
\hline \multirow[t]{5}{*}{375} & & DRINT 515，\(\triangle C L C U T(J)-N 2 M I N+1.), x(J 2-N 2 M I N+1)\) & CUPLNF & 375 \\
\hline & 601 & cONTINUE & CUPLNF & 376 \\
\hline & & \(N \rightarrow 2=N \supset M \Delta X-N 2 M I N+1\) & CUPLNF & 377 \\
\hline & r & & CUPLNF & 378 \\
\hline & &  & CUPLNF & 379 \\
\hline \multirow[t]{5}{*}{280} & & IF（ISCL．NE．1）Gn TO hl1 & CUPLNF & 380 \\
\hline & & CAIL MINMAX（ACLCUT，XDUM，QCUT，N22，1） & CUPLNF & 381 \\
\hline & 611 & CALL PLTI2ORIX，\(\triangle\) CLCUT，XMAX，XMIN，RCUT，0，N22，1H＊，1，1） & CUPLNF & 382 \\
\hline & 万11 & ORINT 5041，HEAD，10HMAGNITUDE， 10 HVS YC & CUPLNF & 383 \\
\hline & c & & CUPLNF & 384 \\
\hline 385 & c & & CUPLNF & 385 \\
\hline
\end{tabular}

```

    B.1.2 SUBROUTINE ANGLGEN
    (PKXOXK,PKYOXK,PHI,THETA,PSI, PHIP,THETAP,PSIP,PHIT,THETAT,PHIR,THETAR)

```

\section*{PURPOSE:}

To compute in the coordinate system fixed in each antenna, the far-field angles corresponding to a given direction of the propagation vector in the mutually common xyz coordinate system (see fig. 1).

\section*{METHOD:}

Evaluate eqs (13a) and (13b) of the main text.

\section*{ARGUMENTS:}

Input Parameters (in order of appearance)

PKXOXK, PKYOXK \(=x\) and \(y\) components of the normalized propagation vector ( \(k_{x} / k, k_{y} / k\) of eqs (13)).
PHI,THETA,PSI = Eulerian angles of the antenna on the left as drawn in figure \(2(\emptyset, \theta\), of eqs (13)).
PHIP, THETAP,
PSIP = Eulerian Angles of the antenna on the right as drawn in figure 3 ( \(\emptyset^{1}, \theta^{1}, \psi^{1}\) of eq (13)).

Output Parameters (in order of appearance)

PHIT, THETAT = Spherical angles in the coordinate system fixed in the left transmitting antenna, corresponding to the direction \(k_{x} / k, k_{y} / k\left(\emptyset_{A}, \theta_{A}\right.\) of eqs (13) and shown in figure 2).
PHIR,THETAR \(=\) Spherical angles in the coordinate system fixed in the right, receiving antenna, corresponding to the direction \(k_{x} / k, k_{y} / k\left(\emptyset_{p}, \theta_{p}\right.\) of eqs (13) and shown in figure 3).

SYMBOL DICTIONARY:

Variables (in alphabetical order)

CSPH, CSPHP,
CSPS,CSPSP,
CSTH, CSTHP \(=\) Cosine of PHI, PHIP, PSI, PSIP, THETA, and THETAP, respectively.
GAMOXK \(\quad=\) Normalized \(z\)-component of propagation vector \((\gamma / k)\).
PI
\[
=\pi=3.14159 \ldots
\]
```

RD,RN = Denominator and numerator respectively of eq (13b) when computing 片.
R1,R2,R3,R4,
R41,R42,R5,
R51,R52,R6,
R7,R71,R72,
R8,R81,R82,
R9 = Intermediate variables used in computing 的 and }\mp@subsup{0}{p}{}\mathrm{ from eqs (13).
SNPH, SNPHP,
SNPS, SNPSP,
SNTH,SNTHP = Sine of PHI, PHIP, PSI, PSIP, THETA, and THETAP, respectively.
TD,TN = Denominator and numerator respectively of eq (13b) when computing 郈.
T1,T2,T3,T4,
T41,T42,T5,
T51,T52,T6,
T7,T71,T72,
T8,T81,T82,
T9 = Intermediate variables used in computing 㐆 and 的 from eqs (13).
XCOSR,XCOST = Right side of eq (13a) for }\mp@subsup{0}{p}{}\mathrm{ and }\mp@subsup{0}{A}{}\mathrm{ , respectively.

```
Functions Inline or within FORTRAN Library (in alphabetical order)
\begin{tabular}{ll}
\(\operatorname{ABS}(X)\) & \(=\) Absolute value of \(X\). \\
\(\operatorname{ACOS}(X)\) & \(=\) Angle between 0 and \(\pi\) whose cosine is \(X\). \\
\(\operatorname{ATAN}(X)\) & \(=\) Angle between \(-\pi / 2\) and \(\pi / 2\) whose tangent is \(X\). \\
\(\operatorname{ATAN} 2(X, Y)\) & \(=\) Angle between \(-\pi\) and \(\pi\) whose tangent is \(X / Y\). \\
\(\operatorname{COS}(X)\) & \(=\) Cosine of \(X\). \\
\(\operatorname{SIN}(X)\) & \(=\) Sine of \(X\). \\
\(\operatorname{SQRT}(X)\) & \(=\) Square root of \(X\).
\end{tabular}
List of Complex Quantities
(None)

GIJRDחIITTNF ANGLCFA（RKXחXK，RKYחXK，DHT，THFTA，PSI，PHIP，THFTAP，PSIP， ］QHTT，THETAT，PHTR，THET \(\triangle R\) ）

    PR חRARATITN VFCTПQ.
    DHT, THFT \(\triangle, ~ \triangle N \cap ~ P S T ~ A P F ~ T H F ~ F I I L F R I A N ~ \triangle N G L E S ~ T F ~ T H F ~ D I T A T E D ~ S Y S T E M ~\)
    MF THE LFFT, TRANSMITTTNE \(\triangle N T E N N A ~ T ~ W I T H ~ R F S P E C T ~ T O ~ T H E ~ A X E S ~\)
    FTXED TN THE TPANSMITTING ANTFNNA.
    PHIP, THFTAP, AND PSIP ADF THF EULERIAN ANGLFS OF THF ROTATED
    SYSTFM חF THF DIGHT, DECFIVING ANTENNA R WITH PFSPECT TO THE
    \(\triangle \times F S\) FJXFN TN THF DFCFTVING \(\triangle N T F N N A\).

    T חOOFSPTNTIN® Tク THF DIPFCTICN OKX ПXK, PKYワXK。
    THFTAR \(\triangle N\) R RHIR \(\triangle R F\) THF \(\triangle V G L F S\) IN THE FIXFD COOREINATF SYSTEM DF
    D CRORFSPONAING TV THF DIRFCTION PKXDXK, PKYOXK.
    THFTAT AND THETAR RANGF FRПM FOחM O TC PI.
    RHTT AND RHIR PANGF FRMM O Tח ?RI.
    DI \(=4 . * \triangle T A N(1.0\);

    CSTH = CTS(THFTA)
    CNTH \(\quad\) CTN(THFTA)
    CCTHO \(=\) CTS(THFT \(\triangle D)\)
    SNTHD \(=S I N(T H F T A P)\)
    CSPS = C.OS (PSI)
    SNDS \(=\) SIN(DSI)
    CSOSD \(=\) CNS(PSIP)
    SNPSD \(=S I N(P S I P)\)
    CSPH = - TS(PUI)
    SNRH \(=\) STN(PHI)
    CSOHD \(=\) CIS(DHIP)
    SNPHP \(=\) SIN(PHID)
    \(r\)
    \(r\)
    \(T 1=S N T H * C S P S * P K \times C \times K\)
    Q1 = SNTHP*CSRSP*PKXCXK
    T2 = SNTH\&SNPS \& PKYCXK
    2? = SNTHP*SNDCP*RKYCXK
    T3 \(=\) CSTH*GAMCXK
    \(2=\) CSTHR* GAMOXK
    \(X C \cap S T=-T 1+T 2+T 3\)
    \(X C \cap S D=-D 1-R 2+R ?\)
    THFTAT \(x \triangle C \cap S(X C \cap S T)\)
    THFTAQ=ACクS(XCOSR)
    CПMDUTATINV EF PHTT AND PHIR.
    \(141=\mathrm{CSPH}+\mathrm{CSTH} \mathrm{CSPS}\)
    \(T 42=\) SNPH 4 SNPS
    \(T 4=(T 41-T 4\) ) ) 4 PK \(\times ワ \times K\)
    R41 = CSDHD*CSTHP*CSPSP
    \(242=\) SNPHP*SNPSD
    \(24=(241-P 42) * P K X 门 X K\)
    \(T 51=\) CSOH*CSTH*SNPS
    T5? = SNDH辛CSRS
    \(T 5=(T 51+T 52) \neq P K Y \Gamma \times K\)
        R51 = CSPHP站 CTHP*SNPSP
    257 = SNDHD*CSPSR
    Q \(5=(251+252) * D K Y \cap X K\)
    \(T t=C S P H * S N T H *\) CAMOXK
    Qt \(=\) CSPHP\&SNTHP* GAMPXK
    \(T ก=T 4-T 5+T 6\)
    \(R 7=D 4+25+D 5\)
C
    T71 = SNPH*CSTH*CSPS
    \(T 72=\) CSPH* CNPS
    \(T 7=(T 71+T 7 ?) * P K \times \cap \times K\)
C
    D71 = SNP4O\#CSTHOACSPSR
\(\triangle\) NGLGEN
ANGLGEN \(\triangle\) NELGEN ANGLGEN ANELGFN ANGLGEN \(\triangle\) NGLGEN \(\triangle\) NGLGEN \(\triangle N G L G E N\) ANGL GEN \(\triangle\) AGLGEN ANGLGEN ANGLGFN \(\triangle N G L G F N\) ANGLGEN \(\triangle\) NGL GEN \(\triangle\) NGLGEN \(\triangle\) NGLGEN \(\triangle\) ANGLGEN \(\triangle\) NGLGEN \(\triangle\) NGLGEN \(\triangle\) NGLGEN
\(\triangle\) NGLGEN
\(\triangle\) NGLGEN
\(\triangle\) NGLGEN
ANGLGEN
ANGLGEN
ANGLGEN
\(\triangle\) NGLGEN
ANGLGFN
\(\triangle N \in L G E N\)
ANGLGEN
\(\triangle N G L G E N\)
ANGL GEN
ANGLGEN
\(\triangle\) NGLGEN
ANGLGEN
ANGLGEN
ANGLGEN
ANGLGEN \(\triangle\) NGLGEN
\(\triangle\) NGLGFN
\(\triangle N G L G F N\)
\(\triangle\) AGLGEN
\(\triangle\) NGLGEN \(\triangle\) NGLGEN
ANGL GEN
\(\triangle\) NGLGFN
ANGLGEN
ANGLGEN
\(\triangle\) NGLGEN
\(\triangle N \in L G E N\)
ANGLGEN
ANGLGFN
\(\triangle N G L G E N\)
\(\triangle\) NGLGEN
\(\triangle\) NGL GEN
\(\triangle\) NGL GEN
\(\triangle\) NGLGEN
ANGLGEN
\(\triangle\) NGLGEN
\begin{tabular}{ll} 
\\
ANGLGEN & 62 \\
\(\triangle N G L G F N\) & 53 \\
ANGLGEN & 64 \\
ANGLGEN & 65 \\
ANGLGEN & 66 \\
ANGLGEN & 67 \\
ANGLGEN & 68 \\
\(\triangle N G L G E N\) & 69 \\
ANGLGEN & 70 \\
ANGLGEN & 71 \\
ANGLGEN & 72 \\
ANGLGEN & 73 \\
ANGLGEN & 74 \\
ANGLGEN & 75 \\
ANGLGEN & 76 \\
ANGLGEN & 77
\end{tabular}
\(\triangle\) NGLGEN 62
C R51 \(=\) CSPHP \(+C S T H P * S N P S P\)
R 5？＝SNDHD＊（SPSR

Tr＝CSPH＊SNTH＊CAMUXK
\(T \mathrm{C}=\mathrm{T} 4-T 5+T h\)
\(R 7=D 4+D_{5}+D 6\)
c
†71＝SNPH＊CSTH\＃CSPS


C
D71 \(=\) SNP4O＊CSTHO＊CSPSR
\begin{tabular}{|c|c|c|c|c|}
\hline & & Q 7 = \(=\) CSPHP*SNPSP & \(\triangle\) NGLGEN & 78 \\
\hline & & \(R 7=(P 7]+\) P 7 ? \() 40 K \times \cap \times K\) & \(\triangle N G L G F N\) & 79 \\
\hline 80 & c & & ANGLGEN & 80 \\
\hline & & T81 = © SPH*CSPS & \(\triangle N G L G E N\) & 81 \\
\hline & & TR \(=\) CNDH*CSTH*SNPS & \(\triangle N E L G F N\) & R2 \\
\hline & & \(T\) T = (TQ]-TR?) \# RKYワXK & \(\triangle N G L G F N\) & 93 \\
\hline & \(\bigcirc\) & & ANGL GEN & 84 \\
\hline 25 & & QR1 = CSPHRACSPSD & \(\triangle\) NGLGEN & 85 \\
\hline & & RRP = SNPHP*C.STHR *SNDSP & \(\triangle\) ANGLGFN & 86 \\
\hline & &  & ANGLGEN & 87 \\
\hline & \(\bigcirc\) & & \(\triangle\) NGLGFN & 89 \\
\hline & & TC = SNPH*SNTH*GAMOXK & \(\triangle N G L G E N\) & 89 \\
\hline 90 & & \(R G=S V R H D * S N T H P * G A M C X K\) & \(\triangle N G L G F N\) & 90 \\
\hline & & \(T N=T 7+T 8+T Q\) & \(\triangle\) NGLGEN & 91 \\
\hline & & R \(N=27-28+29\) & ANELGFN & 92 \\
\hline & \(c\) & & \(\triangle N G L G F N\) & 93 \\
\hline & c & C.HANGE OF RANGF OF PHIT FRMM(-RI, PI) TE (0.2PI). & \(\triangle\) NGLGFN & 94 \\
\hline \(0=\) & & IF ( \(\triangle Q Q(T N)+\Delta R C(T \cap)) . E O .0\).\() OT TO 10\) & ANGLGEN & 95 \\
\hline & & RHIT = ATANつ(TN,TD) & ANGLGEN & 96 \\
\hline & & IF(PHIT.LT.O.) PHIT=2.*PI+PHIT & ANGLGEN & 97 \\
\hline & & GO T? ? 0 & \(\triangle\) NGLGFN & 98 \\
\hline & 10 & CONTINUF & ANGLGFN & 99 \\
\hline \(10 \cap\) & & QHTT \(=0\). & \(\triangle\) NELGFN & 100 \\
\hline & 20 & CRNTINHIF & \(\triangle\) NGLGFN & 101 \\
\hline & c & CHANEF OF QANGE OF DHYQ FROM (-PI, PI) TO (0,2PI). & \(\triangle\) NGLFFN & 102 \\
\hline & & IF ((ARS(RN) + \(\triangle B S(R D)) . F Q .0\).\() GO Tח 30\) & ANELGFN & 103 \\
\hline & & PHIR = ATAN? (DN,RD) & ANGLGEN & 104 \\
\hline 105 & & IF(PHID.LT.O.) PHIR \(=\) ? * O I + DHIR & \(\triangle\) NGLGFN & 105 \\
\hline & & GF TH 40 & ANGLGFN & 106 \\
\hline & 30 & CONT IMJE & \(\triangle\) NGLGEV & 107 \\
\hline & & \(\square H I D=0\). & \(\triangle\) NGLGFN & 108 \\
\hline & 40 & CONTINIF & ANGLGFN & 109 \\
\hline 110 & & RFTURN & \(\triangle\) NGLGFN & 110 \\
\hline & & FND & ANELGFN & 111 \\
\hline
\end{tabular}
B.1.3 SUBROUTINE FINDFF (IDAYHR,LUIN,LUA,LUOZ,LUOE,DATA,NRX2,NCOL,FFY,FFZ,STOR)

\section*{PURPOSE:}

To read from an input file, spectrum or far-field data whose coordinates are \(k_{x}\) and ky referred to the antenna's preferred coordinate system and from this produces a file containing far fields whose coordinates are specified by the angles specified on a second input file.

\section*{ARGUMENTS:}

IDAYHR = File identifier for file on which far field resides.
LUIN = Logical unit on which far field or spectrum resides.
LUA \(\quad\) Logical unit on which angle information resides.
LUOY = Logical unit on which y-component of far field is to be written.
LUOZ = Logical unit on which z-component of far field is to be written.
DATA = Two-dimensional array in which this input far field is stored, included in argument list for dimensioning purposes only.
NRX2 = Twice the number of rows in DATA.
NCOL \(=\) Number of columns in DATA.
FFY = y-component of far field, included in argument list for storage allocation purposes only.
FFZ \(\quad=\quad z\)-component of far field, included in argument list for storage allocation purposes only.
STOR = Intermediate array, included for storage allocation purposes only.

\section*{ME THODS:}

The subroutine reads the first record of the file containing the far-field or spectrum data from unit LUIN and compares the eighth word of the record with IDAYHR in order to make sure the proper data file is used. If LUIN contains the incorrect file, execution terminates. After correct file verification, the entire file is read in and stored in array DATA. Because the input data exist in polar form, a conversion to rectangular form is also performed in the operation of filling DATA.

All data transfers use FORTRAN unformatted READ and WRITE operations.

The desired far-field angles are assumed to be stored on unit LUA. These are read one record at a time into complex vector FFY with the real part containing the \(\emptyset\)-coordinate and the imaginary part, the \(\theta\)-coordinate. For each element of the vector FFY, the angles stored are used to locate the nearest far-field point in the array DATA. The z-component is then calculated and stored in FFZ. When all angles in FFY have been changed to the corresponding far-field values, the vectors FFY and FFZ are written out as a record on units LUOY and LUOZ, respectively.

The correct point in the far-field array is found by the following procedure. Calculate the reference index for the \(x\) and \(y\) directions by
\[
\begin{aligned}
& I_{c}=\text { integer part of } \frac{k_{y}}{\Delta k_{x}} \\
& I_{r}=\text { integer part of } \frac{k_{y}}{\Delta k_{y}}
\end{aligned}
\]
where
\[
\begin{aligned}
& k_{x}=k \sin \theta \cos \varnothing \\
& k_{y}=k \sin \theta \sin \phi
\end{aligned}
\]
and \(\Delta K_{x}\) and \(\Delta K_{y}\) are the far-field \(k_{x}\) and \(k_{y}\) increments. These increments are given by
\[
\begin{aligned}
\Delta k_{x} & =\frac{2 \pi}{N_{x} \delta_{x}} \\
\Delta k_{y} & =\frac{2 \pi}{N_{y} \delta_{y}}
\end{aligned}
\]
where \(N_{x}, N_{y}\) are the number of \(x\) or \(y\) points and \(\delta_{x}\), \(\delta_{y}\) are the \(x\) or \(y\) near-field spacing.

The far-field increments are given in terms of near-field spacings because it is assumed that the far field is obtained either by a near-field scan or the P0 model program POMODL (see appendix A), which calculates its far-field array based on a desired near-field spacing.

The row and column indices \(I_{r}\) ànd \(I_{c}\) specify "lower left-hand corner" of the square in ( \(k_{x}, k_{y}\) ) space which contains the point specified by the angles \(\theta\) and \(\varnothing\). The fractional part of
\[
\frac{k_{x}}{\Delta k_{x}} \quad \text { or } \quad \frac{k_{x}}{\Delta k_{y}}
\]
is used to determine which corner of the square lies closest to \(\theta\) and \(\varnothing\).

The z-component is found from the relationship
\[
E_{z}=E_{y} \tan \theta \sin \phi
\]

Because the far-field array DATA may not contain values for all angles, a test is performed to determine if DATA does, in fact, contain a far-field value at the requested \(\theta\) and \(\phi\). If it does not, the \(y\) - and \(z\)-components are set to zero.

\section*{SYMBOL DICTIONARY:}

ANGLE = Intermediate variable, phase angle of far-field input data.
DATA \(\quad=\) Far-field array as a function of antenna's \(k_{x}\), \(k_{y}\) system.
DCOL = Fractional part of FCOL.
DLKX \(\quad=\) Input far-field point spacing in \(k_{x}\) direction.
DLKY \(\quad=\) Input far-field point spacing in \(k_{y}\) direction.
DROW = Fractional part of FROW.
DTR \(\quad=\pi / 180=\) degree to radian conversion factor.
FCOL \(\quad=k_{x} / \Delta k_{x}\).
FFY
= \(y\)-component of far field, also used as temporary storage for the far-field angles.

FKSQ
\(=k_{x}^{2}+k_{y}^{2}\).
FKX \(\quad=k_{x}=x\)-component of propagation vector.
FKXMAX \(\quad=\) Maximum value of \(k_{x}\) for which there are far-field data.
FKY \(\quad=k_{y}=y\)-component of propagation vector.
FKYMAX \(\quad=\) Maximum value of \(k_{y}\) for which there are far-field data.
FROW \(\quad=k_{y} / \Delta k_{y}\).
I \(=\) D0 loop index.
ICOL = Input DO loop column index, also column index for far field.
ID = Identification array for far-field data.
IDAYHR \(\quad=\) Far-field file identification \(=\) ID(8) for correct file.
IFC = Integer part of FCOL.
IFR \(\quad=\) Integer part of FROW.
IROW = Input D0 loop row index, also intermediate variable.
IR2X2 \(=2 \times\) IROW.
ISPECT = 1 if DATA contains spectrum rather than far field.
J
= Search loop index.
L
= Input or output D0 loop index.
NROW \(\quad=\) Number of rows of input far-field data.
PHI \(\quad \varnothing=\) angle in far field.
PI \(\quad=\pi=3.14159 \ldots\)...
PIX2 \(=2 \pi\).
    \(=\theta=\) angle in far field.
XNZ
    \(=\operatorname{Cos} \theta\).

SURRTITINE FINRFF (IDAYHR, LUIN, LUA, LUDY, LUQZ, DATA, NRX?, 1 NCPL, FFY, FFZ, STOR)
\[
r
\]
    C- THIS SURRDISTINE READS FAF-FIELO MR SPECTRUM DATA FROM LUIN AND
    C- OTPFCTIRNS IN THF ANTFNNAS CTOPDINATE SYSTFM ARF READ IN FRIM LUA
    C- DATA I S SEARCHFN FTR THF CLISEST RIINT AND THF Y-COMRONENT OF THE
    C.- FIELC \(\triangle T\) THE GIVEN \(\triangle N G L E\) IS USFD TD CCMPUTE THE Z-COMPDNENT.
    C- THFSF FIFLO CIMPRNFNTS APF WRITTFN IN LUCY ANO LUCZ.
    C. COMPLFX FFY(1), FFZ(1)
        CMMPLFX FFY(1), FFZ(1)
CCMMDN /FAR/ NI, N2, NX, NY, DLX, DLY, XK, ISPFCT
        DIMENSTMN DATA(NRX2, NCML), STOR(1). ID(10)
    \(C-\)
\(C-\)
    C
        MISCFLLANFOUS
    RRINT 1020, LUIN, LUA, LUCY, LUOZ, NRXZ, NCCL
    1020 FMRMAT (万IつO)
        \(T S F=0\)
    DI \(=4 . * \Delta T A N(1\).
    \(P T Y 2=2 . * R I\)
    DTR \(=D I / I B C\).
    NRCW = NRXP17
    ПIKY \(=\) RIX / /NRDW/OLY
    DLKX \(=\) DTX?/NCTL/DLX
    FKXMAX \(=0 L K X *(N C O L-1) / \varepsilon\)
    FKYMAX \(=\) DLKY*(NRMW-1)/?
    PRTNT 10OO, ПLKX, DLKY, FKXMAX, FKYMAX, XK
    1000 FORMAT(1X, \(5(220.5)\)
\(c-\)
    C- FINח CTOPFCT FAR-FTFLI FILF ON LOGICAL UNIT IUIN.
C-
    120 PFAD(LHIN) (TO(I), \(T=1,10\) )
    PRINT 1510. ID
        \(\operatorname{IF}(I O(B), F O\). IDAYHR) © T TO 130
        IF (FПF(LIJIN)) 125, 130
    125 PRTNT 1530
    -ALL FXIT
    130 CONTINUF
\(\begin{array}{ll}C- \\ C- & O F A D \\ C A R-F I F L O ~ I N T O ~ \\ C R A Y ~ D A T A . ~\end{array}\)
    OT 14 C TCOL \(=1\). NCOL
        RFAD(LIIN) (STOP(I), \(I=1, N R \times 2)\)
        Oก 150 IR \(\cap W=1\). NPCW
            IDY? = IPJW\% 2
                        TAMP = STCR(IRX2 - 11
                        ANGLLE \(=\) STOR (IDX2)*OTR
                        OATA(IPX? - 1. JCTL) = TAMD*CMS(ANGLF)
                        ПATA(IRX), ICJL) = TAMP*SIN(ANGLF)
    150 CONTINUF
    \(150 \quad\) CONTIN
\(\mathrm{C}-\)
\(\mathrm{r}-\)
    RFPLACF Y \(\triangle L J E S\) TYF \(\triangle N G L F S\) WITH CIPRFSPQNCING FAR-FIFLI.
\(\mathrm{c}-\)
    REWTND LUA
    RFAN (LJTN)
        IF (ETF(LHIN)) 500,600
    GCO CONTINUF
    PACKSOACF LIIIN
    =CO CONTINJF
FINDFF
            OO \(200 \mathrm{~T}=1, \mathrm{~N} 1\)
FINDFF
            RFAD(LUA) (FFY(L), \(L=1, N 2)\)
            กก \(300 \mathrm{~J}=1, \mathrm{~N} 2\)
                DHI = PEAL(FFY(J))
                THETA \(=\triangle I M A E(F F Y(J))\)
\(F K X=X K * S I N(T H E T A) * C T S(P H I)\)
    FKY \(=X K * S T N(T H E T A) * S I N(P H I)\)
\(F K \subset \Omega=F K X * F K X+F K Y * F K Y\)
FINCFF
FINDFF
IF (FKSO.GT. XK*XK) GO TO 310
FINDFF
FINDFF
FINTFF
    \(\begin{array}{llll}\text { TF }(\triangle A S(F K X) & \text { OFE. FKYMAX) COTC } 310 \\ \text { IF }(\triangle R S(F K Y) & \text { OGF. FKYM YX) } & \text { GO TC } 210\end{array}\)
```

F2ПW = 5KY/DLKY + NRTW/`
IFQ = FROW
DQחW = FRDW - IFR
IQ\capW = IFR + I
IF (DROW.LT. .5) IRDW=IFQ
FC7L = FKX/\capLKX + NC\GammaL/?
IFC=FCRL
MCCL}=FCDI-IF
IC\capL}=1FC+
TF (\capC\capL.LT. 5) IC\capL =IFC
TQ2x? = IPחW*?
FFY(J)=CMPLX(D\DeltaT\Delta(ID2XZ - 1, ICCL), \cap\DeltaT\Delta(IDQX2, ICOL))
EET(J)= -TAN(THFTA)*SIN(PHI)*FFY(J)
IF (ISPECT .NF. 1) G.ר TC 3C0
XNT = \&ORT (XK辛XK - FKSQ)/XK
FFY(J) = FFY(J) \&XNZ
FCZ(J)=FFZ(J)* XNZ
ちП TO 300
FFY(J) = (C., O.)
FF7(J) = (0., 0.)
CMVTINIJE
WDTTF(LIOY) (FFY(L), L=1,N2)
WPTTF(LU\capZ) (FFZ(L),L=1,N2)
DFWINN LIITY
PFWTND LUIJZ
OFTLION
1510 FOOMAT(1X, QAIC, 2I5)
1520 FORMAT(* FILE*, T5, * SKIPPFD ON LU**, I 5)
1530 FORMAT(* FILE NOT FOUNC, EXF(UTION \triangleRCRTFO*)

```
    200 CTNTINIE
    END

FINDFF
FINDFF 79
FINOFF 90
FINOFF
FINDFF
FINOFF 81

FINDFF
FINOFF 85
FINDFF 86
FINDFF 87
FINRFF 88
FINOFF 80
FINDFF 90
FINDFF 91
FINOFF 92
FINDFF 93
FINOFF 94
FINCFF 95
FINOFF Qt
FINDFF 97
FINOFF 98
FINDFF 99
FINDFF 100
FINDFF 101
FINDFF 102
FINDFF 103
FINDFF 104
FINDFF 105
FINDFF 10た
EINDFF 107
FINDFF 109

\section*{B.1.4 SUBROUTINE VECTGEN (FOX,FOY,FOZ,PH,THET,PS,FX,FY, FZ)}

\section*{PURPOSE}

Given the components (FOX,FOY,FOZ) of a complex vector in a right-hand rectangular coordinate system, find the transformed components ( \(F X, F Y, F Z\) ) of that vector in a second coordinate system formed by rotation of the first through the Eulerian angles (PH,THET,PS).

METHOD:

Use the transformation given by eq (18) of the main text.

ARGUMENTS:

Input Parameters (in order of appearance)

FOX,FOY,
FOZ \(=x, y, z\) rectangular components of the given complex vector in the unrotated coordinate system.
PH,THET,PS = Eulerian angles of the rotated coordinate system.

Output Parameters (in order of appearance)

FX,FY,FZ = Transformed \(x, y, z\) rectangular components of the given complex vector in the rotated coordinate system.

\section*{SYMBOL DICTIONARY:}

\section*{Variables}

All,A12,
A13,A21,
A22, A23,
A31, A32,
A33 = The nine elements of the \(3 \times 3\) matrix on the right side of eq (18).
CSPH,CSPS,
CSTH = Cosine of PH, PS, and THET, respectively.
SNPH,SNPS,
SNTH = Sine of PH, PS, and THET, respectively.

Functions Inline within FORTRAN Library
\[
\begin{aligned}
\cos (x) & =\text { Cosine of } x . \\
\sin (x) & =\text { sine of } x .
\end{aligned}
\]

List of Complex Quantities

FX, FY, FZ, FOX, FOY FOZ

SUBROUTTNE VFCTGEN(FCX,FOY,FOZ, PH, THET, DS, FX,FY,FZ)
c. IF THE COMPDNENTS (FOX,FOY,FOZ) DF A CCMPLEX VECTER ARE GIVEN IN
 CחCRIIMATF SYSTFM IS ᄃחQMFD RY PITATIDN THROUGH EULERIAN ANGLFS (DH,THET, PS), THEN (FX,FY,FZ) ARF THF CחMPRNENTS IF THAT VECTIR IN THIC SECOND PJTATEN SYSTEM.

COMDLEX FOY, FOY, FOZ
CDMPLEX FX,FY,FZ
\(\stackrel{c}{c}\)
COMPLFX FX,FY,FZ
COMDUTATIMN OF THE NINF ELEMENTS OF TFE DOTATIONAL
TPANSFTRMATICN MATRIX.
CSOH \(=\) CTS (DH)
SNDH \(=\) SIN(PH)
\(C S D C=C \cap S(D S)\)
SNDS \(=\) SIN(DS)
\(C S T H=\) COS (THET)
SNTH \(=\) SIN \(\{T H E T\}\)
    \(A 11=C S P H * C S T H * C S P S-S N P H * S N P S\)
    \(\triangle 12=\) SNDH*CSTH*CSPS + CSDH\#SNPS
    \(\Delta 13=-\) SNTH*CSPS
    \(\Delta 21=-(C S P H * C S T H * S N D S+S N P H * C S P S)\)
    \(\Delta 22=-S N D H * \Gamma S T H * S N D S+C S P H * C S P S\)
    \(\Delta \rightarrow ?=\) SNTHASNDS
    \(\Delta 31=\) CSDH*SNTH
    \(\Delta\) Q? \(=\) SNDH*SNTH
    \(\Delta 22=\) CSTH
    \(F X=\Delta 11 * F O X+\Delta 12 * F 0 Y+\Delta 1\) 3* \(F 0.0\)
    \(F Y=\Delta 21\) * \(F O X+\Delta 2 ? * F O Y+\Delta\) ? \(3 * F O\) ?
    \(F Z=\Delta 31\) * \(F O X+\Delta 3\) ? * \(F O Y+\Delta 33\) * \(F O Z\)
    RETIRN
    END
--

VECTGEN
VECTGEN
VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECIGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VFCTGFN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN VECTGEN

\section*{B.1.5 SUBROUTINE MINMAX (Z,ZMIN,ZMAX,LEX,LEY)}

\section*{PURPOSE:}

To determine the maximum and minimum values stored in the array \(Z\).

\section*{ARGUMENTS:}
\(Z\) is a two-dimensional array which is to be searched for its maximum and minimum values.

ZMIN contains the minimum value in the array \(Z\) on exit. ZMAX contains the maximum value in the array \(Z\) on exit.
LEX is the number of rows in \(Z\).
LEY is the number of columns in \(Z\).

\section*{METHODS:}

Array \(Z\) has dimensions (LEX,LEY). Initially ZMIN and ZMAX are set equal to \(Z(1,1)\). Each value of \(Z\) is tested to determine if it is less than ZMIN or greater than ZMAX. If either condition is satisfied, ZMIN or ZMAX is appropriately changed.
```

SYMBOL DICTIONARY:

```

I \(\quad=\) Row DO loop index.
J \(\quad=\) Column DO loop index.
TZ
= Temporary variable, Z(I,J).
    ne 1 ? 1 On \(=1\), LCx
    คก !?n \(1=1\), LFY
    \(T 7=7(\mathrm{~T}, 1)\)
    TF (TY.IT. ZMIN) ZNTN = TZ
        TF (TY•FT. ZMAX) \(7 M_{1} \wedge Y=T Z\)
    1フの CRYTTNはIT
    INMAX
MINM \(\Delta X\)
MINM \(\Delta X\)
MINMAX
MINMAX
\(\begin{array}{ll}\text { CRUTTN15 } \\ \text { 2FT112V } & \text { IINMAX } \\ \text { MINMAX }\end{array}\)
MINMAX
MINMAX

\section*{APPENDIX B. 2 SAMPLE PROGRAM INPUT AND OUTPUT}

Illustrated below is a typical input card deck for program CUPLNF. Far-field data for the two antennas were generated using POMODL. The output obtained for one of these runs is illustrated in Appendix A.2. The output produced by CUPLNF is reproduced on the following pages.


\(\uparrow\)
\[
\begin{aligned}
& 82.457 \\
& C 501791229
\end{aligned}
\]
\(\stackrel{4}{6}\)
\[
\begin{aligned}
& 82.467 \\
& 0501790916
\end{aligned}
\]
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