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FOREWORD

“It is both in a spirit of scientific enquiry and for pragmatic motivations that we embark on the quest for met-
rics for intelligence of constructed systems.”

From the White Paper explaining the goals of the Workshop: “Measuring Performance and Intelligence
of Systems with Autonomy: Metrics for Intelligence of Constructed Systems,” Messina, E. and
Meystel, A., Editors, Measuring the Performance and Intelligence of Systems: Proceedings of the 2000
PerMIS Workshop, Gaithersburg, MD, August 14-16, 2000, NIST Special Publication 970.

As the new millennium was upon us in 2000, a group of researchers gathered for the first time seeking to ad-
dress several issues pertaining to intelligent systems:
* How can we measure the current state of the science and assess progress in the field?
* How can users select among different candidate systems and decide which system will be most
suited to their application?
¢ How can we break the cycle of re-invention and constant initiation of project with blank slates and
find ways to reuse existing components?

The first Performance Metrics for Intelligent Systems brought together researchers, developers, and users
from disparate academic disciplines and domains of application to share ideas about how to tackle the multi-
faceted challenges of defining and measuring intelligence in artificial systems. The intelligent systems could
take numerous forms: robots, factory or enterprise control systems, smart homes, decision support systems,
etc. A community was formed, which evolved over the years. The workshop series carried on and became an
annual event (with the exception of 2005).

Intelligent systems are becoming more of a reality with each passing year and the questions raised in the first
workshop are still relevant. Additional questions have been raised, such as “how does one specify the re-
quirements for the performance of an intelligent system?” and “how can concrete performance goals and
good measures of performance help spur and focus innovation?” Over the years, the center of gravity of the
program shifted more towards applied measures, rather than theoretical discussions about the general nature
of intelligence. Many communities have availed themselves of the special sessions to focus on their particular
interests and create mini-workshops. The concept of performance evaluation being an integral part of any re-
search and acquisition program has become accepted. Many of the papers published in the PerMIS proceed-
ings have been highly referenced and provide the communities with good starting points for establishing
measurements for new projects and programs. We are extremely grateful to the numerous colleagues who
have supported PerMIS throughout the years. Without their dedication and hard work, this series would not
have survived for a decade.

In this 10th workshop, we focus our attention to systems which are designed to work closely with humans.
The theme of PerMIS’10 is key role of performance assessment in developing intelligent systems that
can co-exist with humans towards improving the quality of our lives intertwined with automation. Adaptabil-
ity to human-centered collaboration, the ability to cope with unstructured, dynamic environments, and keep-
ing humans out of harm’s way have been widely accepted as critical prerequisites. Designing such flexible,
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smart, and safe systems requires that their performance be quantifiable thereby facilitating emerging tech-
nologies and societal acceptance.

PerMIS’10 is sponsored by NIST, DARPA and NSF, with technical co-sponsorship of the IEEE Washington
Section Sensors Council Chapter, and in cooperation with the Association for Computing Machinery (ACM)
Special Interest Group on Artificial Intelligence (SIGART). The Defense Advanced Research Projects Agency
Information Processing Technology Office graciously provided funding to help support the workshop. Special
thanks are due to the National Science Foundation for providing funding to allow undergraduate and graduate
students to participate in a special poster session this year. We also thank Professor Holly Yanco of the Uni-
versity of Massachussetts — Lowell for organizing the student poster grants program. We gratefully acknowl-
edge the support of our sponsors.

We thank the special session organizers for proposing interesting topics and assembling researchers related
to their sessions. These focused sessions provide an opportunity to delve deeper into specialized topics and
to hear from experts in the field. Our thanks are also due to the Program Committee members for publicizing
the workshop and the reviewers for providing feedback to the authors, and for helping us to put together an
exciting program.

The proceedings of PerMIS will be indexed by INSPEC and Compendex and will be available through ACM’s
Digital Library, as well as being released as a NIST Special Publication. Outstanding papers from this year’s

proceedings will be considered for inclusion, in an expanded form, in a special issue of the International Jour-
nal of Intelligent Control and Systems.

It is our sincere hope that you will enjoy the presentations, the social programs, renew old relationships, and
forge new ones at PerMIS’10!

Elena Messina Raj Madhavan
General Chair Program Chair
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PLENARY SPEAKERS

Prof. Gregory Dudek, McGill University, Canada

Building Interfaces for Robotic Data Collection and Human-Robot Collaboration Underwater
and Outdoors

Tue. 8:30 am

ABSTRACT

In outdoor environments robots are ready to serve as tools for scientific data collection as well as assistants for human operators.
Typically, however, a robotic system is subservient to a human operator and needs to respond to commands and constraints that may
be issued in the field. On the other hand, keyboard entry and reprogramming are not appropriate user-interface mechanisms, even for
technical users, when they are on a field expedition. Our lab has been developing human-robot interaction methods that allow a scuba
diver to interact with a robotic assistant while underwater. This has entailed both the development of an amphibious robotic device
with emphasis on gait selection, locomotion modes and software infrastructure, and on a communication language based on optical
sensing of fiducial markers. A key part of this has been measuring the performance of the vehicle underwater and, more significantly,
attempting to develop a communication paradigm for use underwater that is at once both expressive and manageable. Due to the
substantial logistic overheads in doing work underwater, developing terrestrial surrogate tests to evaluate our work has also been an
important requirement. Finally, we are working towards integrating the activities of our underwater vehicles with an amphibious mode
of operation, a robotic boat, and a fixed-wing robotic aircraft. While we have made some progress towards our objectives, several
challenges remain.

BIOGRAPHY

Gregory Dudek is a Professor with the School of Computer Science and a member of the McGill Research Centre for Intelligent Ma-
chines (CIM) and an Associate member of the Dept. of Electrical Engineering at McGill University. In 9/2008 he became the Director of
the McGill School of Computer Science. He is the former Director of McGill's Research Center for Intelligent Machines, a 25 year old
inter-faculty research facility. In 2002 he was named a William Dawson Scholar. In 2008 he was made James McGill Chair. In 2010 he
was awarded the Fessenden Professorship in Science Innovation. In 2010 he was also awarded the Canadian Image Processing and
Pattern Recognition Award for Research Excellence and also for Service to the Research Community. He directs the McGill Mobile
Robotics Laboratory. He has been on the organizing and/or program committees of Robotics: Systems and Science, the IEEE Interna-
tional Conference on Robotics and Automation (ICRA), the IEEE/RSJ International Conference on Intelligent Robotics and Systems
(IROS), the International Joint Conference on Artificial Intelligence (IJCAIl), Computer and Robot Vision, |IEEE International Conference
on Mechatronics and International Conference on Hands-on Intelligent Mechatronics and Automation among other bodies. He is
president of CIPPRS, the Canadian Information Processing and Pattern Recognition Society, an ICPR national affiliate. He was on
leave in 2000-2001 as Visiting Associate Professor at the Department of Computer Science at Stanford University and at Xerox Palo
Alto Research Center (PARC). During his sabbatical in 2007-2008 he visited the Massachusetts Institute of Technology and co-
founded the company Independent Robotics Inc. He obtained his Ph.D. in computer science (computational vision) from the Univer-
sity of Toronto, his MSc in computer science (systems) at the University of Toronto and his BSc in computer science and physics at
Queen's University. He has published over 170 research papers on subjects including visual object description and recognition, ro-
botic navigation and map construction, distributed system design and biological perception. This includes a book entitled "Computa-
tional Principles of Mobile Robotics" co-authored with Michael Jenkin and published by Cambridge University Press. He has chaired
and been otherwise involved in numerous national and international conferences and professional activities concerned with robotics,
machine sensing and computer vision. He research interests include perception for mobile robotics, navigation and position estima-
tion, environment and shape modeling, computational vision and collaborative filtering. He grew up in Montreal and favors light food.
With his children he is rediscovering model rocketry, rollerblading, and has discovered he's not good at surfing but loves it.
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Prof. Herman Bruyninckx, Katholieke Universiteit Leuven, Belgium

Benchmarking Reusability and Composability in Complex Software Systems-The Open
Source Opportunity

Tue. 2:00 pm

ABSTRACT

Designers of current and future robot systems are confronted with an increasing amount of complexity, not only with respect to the
richness of the desired end-user functionalities in these systems, but also with respect to the hardware and software infrastructure
required to realise these functionalities. The domain of robotics has passed the tipping point beyond which it is not possible anymore
for one single organization or company to develop robot systems completely in house.

Hence, system designers must find ways to integrate third-party components into their designs, reliably, predictably and effectively.
This talk defines the concepts of reusability and composability on this context of complex systems design in a multi-sourcing world
and discusses a dozen or so aspects that system designers can use to benchmark reusability and composability of components, their
own as well as those from third-party providers. Throughout the presentation, the role and importance of free and open source soft-
ware will be motivated and illustrated via a number of (un)successful real-world examples.

BIOGRAPHY

Dr. Bruyninckx obtained the Masters degrees in Mathematics (Licentiate, 1984), Computer Science (Burgerlijk Ingenieur, 1987) and
Mechatronics (1988), all from the Katholieke Universiteit Leuven, Belgium. In 1995 he obtained his Doctoral Degree in Engineering
from the same university, where he is now professor with research interests in online Bayesian estimation of model uncertainties in
sensor-based robot tasks, kinematics and dynamics of robots and humans, and the software engineering of large-scale robot control
systems. In 2001, he started the Free Software ("open source") project Orocos, to support his research interests and to facilitate their
industrial exploitation.

Prof. Ken Goldberg, University of California, Berkeley, USA
Putting the Turing into Manufacturing: Recent Developments in Algorithmic Automation

Wed. 8:30 am

ABSTRACT

Automation for manufacturing today is where computer technology was in the early 1960s, a patchwork of ad-hoc solutions lacking a
rigorous scientific methodology. CAD provides detailed models of part geometry. What's missing is formal models of part behavior,
frameworks for the systematic design of automated systems that handle (e.g. assemble, inspect, sort, feed) parts, and tools for rigor-
ous specification, analysis, and synthesis.

In 1937, Alan Turing introduced an elegant model of computing with precise vocabulary and operations that formalized concepts of
equivalence, correctness, completeness, and complexity. Can we develop similar models for manufacturing?

“Algorithmic Automation” introduces abstractions that allow the functionality of automation to be designed independent of the under-
lying implementation and can provide the foundation for formal specification and analysis, algorithmic design, and consistency check-
ing. Algorithmic Automation can facilitate integrity, reliability, interoperability, and maintainability and upgrading of automation. Re-
searchers are developing a variety of algorithmic models. I'll present results from my lab and others on specific problems in part feed-
ing and fixturing, including a framework for fixturing deformable parts and new geometric primitives for vibratory bowl! feeders, and
propose open problems for future research.

BIOGRAPHY

Ken Goldberg is Professor of IEOR, EECS, and the iSchool at UC Berkeley, and craiglist Distinguished Professor of New Media. He
served two terms as Vice-President of Technical Activities for the IEEE Robotics and Automation Society. His research addresses
robot manipulation, geometric algorithms for automation, and networked robots. More information on his work is available at
http://goldberg.berkeley.edu/.

Xii



Dr. Jonathan A. Bornstein, Army Research Laboratory, USA
ARL Autonomous Systems Enterprise

Wed. 2:00 pm

BIOGRAPHY

Dr. Bornstein has been intimately involved in robotics for over a decade. He has served as Chief of the Autonomous Systems Division,
Vehicle Technology Directorate, Army Research Laboratory since January 2010. He has responsibility for a group of approximately 30
Government and contractor personnel conducting research in perception and intelligence research for unmanned vehicle systems and
a micromechanics group. He is the Collaborative Alliance Manager for the new Robotics CTA and has responsibility for coordination
of autonomous systems research throughout ARL. He previously served as Chief of the Army Research Laboratory Robotics Program
Office (RPO) and Collaborative Alliance Manager for the Robotics Collaborative Technology Alliance (CTA) (since April 2006) and as an
engineer in the RPO since 1997. From 1995 through 1996 he served as a Program Manager at the Defense Advanced Research Pro-
jects Agency (DARPA) with responsibility for the Demo Il Unmanned Ground Vehicle Program.

Dr. Bornstein received his Ph.D. in Aeronautics & Astronautics from the Polytechnic Institute of New York in 1976. From 1975 through
1985 he was a member of the Fluid Mechanics Group at the Corporate Research Labs of Brown, Boveri & Cie, AG in Baden, Switzer-
land. In 1985, he joined the Fluid Physics Branch of the U.S. Army Ballistics Research Laboratory conducting research in projectile
launch dynamics. With the formation of the Army Research Laboratory in 1992, his technical focus shifted from dynamics to weapons
systems and ultimately robotics technology. He received a U.S. Army Research & Development Achievement Award in 1989 and Army
Superior Civilian Service Award in 1997. He is a registered Professional Engineer in Maryland.

Ms. Helen Greiner, CEO of CyPhy Works and Founder of iRobot, USA

Thur. 8:30 am

BIOGRAPHY

Helen Greiner is CEO of CyPhy Works, Inc, a startup company whose mission is to be a “SkunkWorks” for robotics. She is a co-
founder of iRobot, a ~$300 million business and the global leader of practical robots. Ms Greiner served as President of iRobot until
2004, Chairman until October 2008, and currently serves on the iRobot Board. While at iRobot, she developed the strategy for and led
iRobot's entry into the military market place. She served as the Principal Investigator on the DARPA program that created the original
PackBot Tactical Mobile Robot, of which over 3,000 have now been deployed. At iRobot, she helped create a culture of practical inno-
vation and performance that led to the creation of the iRobot Warrior, PackBot EOD, SUGV, and successful participation in many other
DARPA, Army and Navy research programs. Ms. Greiner also ran iRobot's financing projects which included raising $35 million venture
capital and a $70 million initial public offering. Before starting her new venture, she led iRobot's investment in a deployable Flash LA-
DAR and acquisition of Nekton, an Unmanned Underwater Vehicle (UUV) company. Greiner holds a bachelor's degree in mechanical
engineering and a master's degree in computer science, both from MIT. She was presented with an honorary Ph.D. by WPI in 2009.

Ms. Greiner is highly decorated for her contributions in technology innovation and business leadership. She was named by the Kennedy
School at Harvard in conjunction with the U.S. News and World Report as one of America's Best Leaders and was honored by the As-
sociation for Unmanned Vehicle Systems International (AUVSI) with the prestigious Pioneer Award. She has also been honored as a
Technology Review Magazine "Innovator for the Next Century," invited to the World Economic Forum as a Global Leader of Tomorrow,
and has been awarded the DEMO God Award at the DEMO Conference. In 2003, she was named one of the Ernst and Young New
England Entrepreneurs of the Year and has been inducted in the Women in Technology International (WITI) Hall of Fame. Her 20+
years of experience in robotic technology includes work at NASA's Jet Propulsion Laboratory and MIT's Artificial Intelligence Laboratory.
Ms. Greiner is a Trustee of the Boston Museum Science, Massachusetts Institute of Technology (MIT), National Defense Industrial As-
sociation (NDIA), Autonomous Unmanned Systems Vehicle International (AUVSI), the Massachusetts Technology Leadership Council
(MTLC), and the US Army War College Board of Visitors. Ms. Greiner serves as the elected President and Board Member of the Ro-
botics Technology Consortium (RTC)—a 180 member industrial/academic group.
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ABSTRACT

This paper proposes an experimental study of quality met-
rics that can be applied to visual and infrared images ac-
quired from cameras onboard an unmanned ground vehicle
(UGV). The relevance of existing metrics in this context is
discussed and a novel metric is introduced. Selected metrics
are evaluated on data collected by a UGV in clear and chal-
lenging environmental conditions, represented in this paper
by the presence of airborne dust or smoke.

Keywords

Perception, Computer Vision, Visual/Infrared Camera, Un-
manned Ground Vehicle, Quality Metrics

1. INTRODUCTION
1.1 Problem Statement

The purpose of this work is to promote integrity and reli-
ability in perceptual systems, with a focus on perception for
unmanned ground vehicles (UGVs). Perception is arguably
one of the most critical components of an autonomous vehi-
cle as this is the first element in contact with the environ-
ment and its output is fundamental for all other components
needed to ensure autonomy. Considerable progress has been
achieved over the last decades to obtain perception algo-
rithms that can handle the uncertainty in sensor data. By
rigorously modelling these uncertainties accurate solutions
can be obtained in most regular cases [8]. Nevertheless, the
main difficulty remains the interpretation of sensing data.
The most significant perception errors are often caused by
aspects that cannot be modelled systematically like uncer-
tainty (e.g. interpretation errors due to the presence of a
dust cloud obscuring the environment).

This paper proposes an experimental study of quality met-
rics that can be applied to visual and infrared images ac-
quired from cameras onboard a UGV. Numerous visual met-
rics can be found in the literature of the television and video
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industry. Their relevance in the context of a UGV is dis-
cussed in this paper, which leads to a selection of poten-
tially appropriate metrics. Following previous work from
the authors [1], which considered information-based metrics,
namely: Shannon Information (ShI), Spatial Information
(SI) and Temporal Information (TI), the selected metrics
were evaluated on data collected by a UGV in clear and chal-
lenging environmental conditions, represented in this paper
by the presence of airborne dust or smoke. This includes an
analysis of the power of discrimination of situations obtained
when using these metrics individually or in some combina-
tion. Additionally, further discussion of the Spatial Infor-
mation metric is proposed and a novel metric is introduced
to overcome some identified limitations of SI.

The paper is organised as follows. The following Sec-
tion 1.2 discusses existing metrics in the literature and Sec-
tion 1.3 discusses the concept of image quality in the context
of UGV perception. Section 2 describes the experiments
used to analyse the various metrics in Section 3. Finally,
Section 4 further discusses the interpretation of the metrics
and Section 5 proposes conclusions.

1.2 Related Work

The television and video industry has been developing
“quality metrics” to attempt to quantify objectively how a
human viewer would evaluate the quality of a video stream
or image [11, 12]. While the metrics are generally developed
to capture the errors caused by compression and transmis-
sion and are frequently tailored to the human vision system
(HVS), there are many metrics that can still be relevant to
the evaluation of UGV perception quality. For example, pic-
tures that are colourful, well-lit, sharp with high contrasts
are considered attractive to humans given the choice of dark,
low contrast, blurry pictures. Most of these characteristics
are also positive for perception applications on a UGV.

The TV transmission infrastructure allows for metrics that
compare the output to a known reference input (Full-Reference
and Reduced-Reference metrics). However, fidelity of a trans-
mitted image rarely correlates to the perceived quality of the
output and, in robotic systems, a reference ground truth is
rarely known. Therefore, the subset of metrics known as
No-Reference are usually more appropriate to the context of
this work. These metrics deal strictly with the quality of an
image without relying on any knowledge of what the image
should look like.

Video Quality metrics can be further classified into three
groups [11, 12]. Data Metrics or “the Fidelity Approach”
are purely Full-Reference metrics as they compare images



directly. Feature Extraction Based (FEB) metrics or “the
Engineering Approach” evaluate specific distortions in an
image that are already known to occur and to degrade qual-
ity. Vision Model Based metrics (VMB) or “the Psychophys-
ical Approach” model the HVS and evaluate human physical
and/or psychological responses to aspects in an image.

FEB and VMB metrics provide the richest area of poten-
tial quality metrics for perception systems. Ironically, recent
developments in the field are less likely to be suitable for
robotic perception as their metrics are strongly tailored to
the HVS or specific artefacts due to transmission or compres-
sion. For example, metrics designed to react to phenomena
such as blocking [9, 10, 7] and ringing [4] are not partic-
ularly relevant to robotic perception. Similarly, high-level
metrics modelled on physical aspects of the HVS [11, 12]
were excluded. In the context of UGV perception systems,
the proposed selection of metrics include FEB and VMB
metrics evaluating brightness, contrast, blur, sharpness and
spatial information.

1.3 On Image Quality

Colour and infrared cameras are common sensors on au-
tonomous outdoor robots. Acquired images are used in
various crucial high level applications such as localisation,
terrain modelling, motion detection, tracking or recogni-
tion/classification. Many of the fundamental techniques em-
ployed in these applications rely on low-level operations that
are often quite similar and can be broken into two fami-
lies: feature-based methods (FBM) and area-based meth-
ods (ABM). FBMs need to actively identify features such
as edges, corners, ridges, blobs or shapes/segments. They
are typically used in applications such as recognition (e.g.
path extraction), sparse stereovision and SLAM. Instead,
ABMs directly analyse the intensity in the images without
exploiting the saliency of objects. They use criteria similar
to a correlation, a Fourier transform or Mutual Information.
Examples of applications are dense stereovision and motion
estimation using optical flow.

A good quality image for a UGV perception system is one
that captures sufficient required information about the envi-
ronment and can be used by the application to perform the
task without failure. In this context, quality is degraded
when the image data does not match the environmental
ground truth and/or the environment itself does not con-
tain enough information to perform the task. As quality is
application-dependent, metrics should be analysed consider-
ing their relation with the performance of the two categories
of applications: FBM and ABM. The experimental setup
used for this analysis is detailed in the next section.

2. EXPERIMENTAL SETUP

In previous work [6], synchronised multi-sensor data were
collected from a stationary vehicle observing a ’reference’
scene (see Fig. 1) in controlled and variable environmental
conditions. These included challenging environmental con-
ditions, represented by the presence of airborne dust, smoke
or rain. The list of sensors included a Prosilica mono-CCD
colour camera acquiring images of resolution 1360 x 1024 at
15 frames per second (fps) and a Raytheon infrared camera
with a frame grabber to acquire an average of 12.5fps. The
same (static) scene was observed with these cameras in clear
conditions and (separately) in the presence of airborne dust,
smoke, and rain, all at different times of the day. Other data
sets also figure a moving UGV, experiencing the same type

Figure 1: The Argo UGV sensing the static trial
area

of conditions in an open an unknown environment. Accu-
rate time-stamping of all these visual and infrared images
allowed to synchronise the data a posteriori for this experi-
mental study.

Although the metrics were evaluated on various data sets,
for this paper, two particular sequences of images were cho-
sen to illustrate the utility of the metrics. The first sequence
(70s long, i.e. 700 images) features the presence of variable
amounts of airborne dust. The second one (90s, i.e. 900 im-
ages) features variable presence of smoke. Figs. 2 and 3 show
four representative images from both the colour and infrared
cameras for the Dust and Smoke sequences respectively, to
demonstrate the characteristic changes in the environment
over the course of data collection.

Figure 2: Representative pairs of colour (top) and
infrared (bottom) images for the Dust data set.
From left to right; Clear conditions at ¢t = 6s; Very
light dust covering most of image at t = 11s; Thick
dust cloud at t = 24s; Thin dust cloud at t = 36.2s.

Figure 3: Representative pairs of colour (top) and
infrared (bottom) images for the Smoke data set.
From left to right; Clear conditions at ¢t = 1s; Smoke
covering most of image at ¢ = 50.7s; Thick smoke
cloud at ¢t = 33.9s; Thin dust cloud at ¢t = 28.6s. Note
that smoke is not visible in the infrared images.



Although the actual correlation of the signals is not tack-
led in this paper, using common areas of images from dif-
ferent cameras allows to illustrate the reaction of metrics
when applied to data from different sources of information
about the same environment. Therefore, a smaller section
of the visual camera images has been obtained by trimming
the images to manually register with the field of view of the
infrared camera. The resolution of the visual image has then
been adjusted to match the resolution of the infrared image.
A demonstration of the resulting pair of images is shown in
Fig. 4. Because the sensors are mounted in different phys-
ical positions on the vehicle, the positions of objects in the
field of view do not necessarily precisely match. However,
the information content of the two images is comparable.
Thus, metrics computed on the trimmed images from both
cameras will be comparable. In future work, calibration be-
tween the sensors may be used to further compensate for
this perspective difference.

Figure 4: Representative IR (left) and visual (right)
images after the visual image has been trimmed and
resized.

3. VISUAL QUALITY METRICS

This section proposes to evaluate a selection of metrics
that have been considered potentially relevant for our appli-
cation. They are applied to the situation of perception in
challenging condition, as defined above.

Most of these metrics are designed to provide one global
value representing the quality of the full image. However,
they can be adapted for a local approach where the same
aspect is evaluated on sub-images of the original image.
For example, this could be particularly relevant for cases
when challenging conditions are present but not covering
the whole image.

3.1 Brightness

Brightness is a measure of the average luminosity of all
the pixels in an image.

3.1.1 Contribution to Quality

It is often considered that a bright environment is prefer-
able to a dark environment as objects can be observed more
clearly. However, brightness also needs to be limited to avoid
saturation. In general, extremely dark or bright conditions
are not desirable for perception applications. Changes in
brightness can strongly affect all area-based methods. The
effect on feature-based methods is much more limited but
not necessarily absent if it causes some 'weak’ features to be
lost. The main problem with metrics measuring brightness
in the context of outdoor robotics is that they are directly
effected by the lighting conditions of the environment. Chal-
lenging conditions such as dust and smoke can also influence
the brightness of parts of the image depending on the back-
ground environment and the refraction of light.

3.1.2 Discussion

A minimum and a maximum threshold can be set on
Brightness to identify extreme situations when an image is
not useful for the considered application. Out of these ex-
treme cases this metric is usually not a relevant indicator of
image quality in its own, but it could be used in combina-
tion with other metrics for the discrimination of situations
where apparent variations of “quality” are in fact only due
to a change in lighting conditions.

3.2 Contrast

Contrast is a measure of the relative luminance in an im-
age or region. It can be defined as the difference in bright-
ness of objects within the same field of view. Higher con-
trast of an image is often associated with better quality as
it makes features in the image easier to extract.

3.2.1 Definition

Although various contrast methods can be found in the

literature, this experimental study focuses on the RMS* con-
trast [5]. Both a global (i.e. on the whole image) and a local
(on patches in the images) method are considered.
By assuming that the histogram of intensities of the pixels
in an image can be modelled by a Gaussian distribution,
the first standard deviation of this distribution provides a
measure of the contrast of the whole image:

] NeiM-n

RMS __ Ty
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where L;; is the it" and jth element of the two dimensional
image of size M x N and L is the average luminance in the
image.

In a more local analysis of Contrast using the same RMS
method, for each pixel of the image a local contrast is com-
puted using a patch of 10 x 10 neighbouring pixels. The
contrast value for the image is then calculated by averaging
all the local contrast values across the whole image.

3.2.2  Contribution to Quality

Good contrast is crucial for many feature-based methods,
as corners, ridges or edges are identified using the relative
intensity of neighbouring pixels. A higher contrast is also
preferable for area-based methods, to have a better signal-
to-noise ratio. A minimum of contrast is usually needed in
both cases. Therefore a corresponding threshold (for a min-
imum quality) can be defined.

Challenging conditions such as dust and smoke partially ob-
scure areas in the image, and therefore affect its global con-
trast. Whether it increases or decreases as a result depends
on the relative intensity of the dust and smoke compared to
the background environment. However, locally, within the
smoke/dust cloud, the contrast is consistently diminished,
reducing the quality of corresponding portions of the image.

3.2.3 Experimental Results

Fig. 5 shows the evolution of RMS Contrast for the whole
image for the Dust and Smoke data sets. In these data sets,
there is a clear sudden increase in the global RMS Contrast
with the appearance of dust and smoke. However, this effect
is very strongly dependent on the relative intensity of the

'Root Mean Square



background and the smoke or dust, and the effect of sunlight
scattering from the dust and smoke clouds.

Figure 5: RMS Contrast measurement of the whole
image, for Dust (left) and Smoke (right). Top line:
visual camera, bottom line: TR camera. Note that
hereafter the times of appearance and then disap-
pearance of dust/smoke will be indicated by dashed
vertical lines.

Fig. 6 shows the evolution of contrast using the local
method for the Dust and Smoke data sets. The average
contrast of the image drops in both Dust and Smoke data
sets as dust or smoke begin to obscure the background of
the scene.

Figure 6: Local RMS Contrast measurement for
Dust (left) and Smoke (right). Top line: visual cam-
era, bottom line: IR camera.

3.2.4 Discussion

Without utilising further information, the RMS Contrast
of the whole image is a poor method of evaluating the qual-
ity of an image, due to the dependence on the background

characteristics and the Gaussian assumption. The Gaussian
approximation for the distribution of intensity values of the
pixels means that a few very bright or very dark pixels can
cause a large standard deviation when Contrast in much of
the image is in fact very low. This metric can only be used
by itself if the background is known or the contrasts drops
to a critically low value. In the latter case, the image can
be judged as poor quality and unlikely to provide any useful
data for the perception algorithms considered in our context.

Calculating the RMS contrast at a pixel-by-pixel level us-
ing the method described above has a very high computa-
tional cost. Thus, a more appropriate method for real-time
applications would use regions of interests (ROI) defined
by specifying an appropriate size for a sub-image or by fo-
cussing on areas where challenging conditions are expected
to appear (if such information is available) and checking the
evolution of contrast in them.

3.3 Blur

Blurred features are harder to differentiate as the bound-
aries become smeared. This may lead to difficulties in image
analysis and scene interpretation.

3.3.1 Definition

Among the different techniques in the literature, Marzil-
iano Blur [4] was identified as a method of measuring blur
that is quick to compute and quite intuitive. The method
is as follows: first, a Sobel filter is applied to the image to
extract vertical edges and the edge-filtered-image is thresh-
olded. Then, for each location of non-zero pixel, the lo-
cal maximum and minimum of luminosity values are found
along the horizontal rows of the original image. The dis-
tance between these local extrema, expressed in number of
pixels, is considered the local blur value. The global blur
value (measured in pixels) is then found by averaging the
local blur measurements over all suitable edge locations:

N
1
Blur = i ; (ds) (2)
where N is the number of pixels used to calculate the blur
and d; is the distance between the two local extrema of lu-
minosity around pixel 4.

3.3.2  Contribution to Quality

The blurriness of the image can strongly effect feature-
based methods, as it reduces the saliency of objects. On the
contrary, the effect of blurriness on area-based methods is
limited, unless a sudden change in blur occurs.

In normal conditions, the blur from a sensor remains rel-
atively constant regardless of the background environment
and changes to lighting conditions.

3.3.3 Experimental Results

For the results presented in this paper, the edge image was
thresholded to an intensity value of 50 (out of 255) in the
Blur calculation. Fig. 7 shows the evolution of Blur for the
images in the Dust and Smoke data sets. In both Dust and
Smoke data sets there is a characteristic increase in Blur
for the visual images in the presence of dust and smoke.
The most significant troughs in the Blur signal that can be
observed in the visual images in the presence of smoke can
be attributed to a significant drop in the number of edges
that Blur is calculated on (e.g. see at time ¢ = 51s in Fig. 7).
Note that there is a decrease in Blur in the infrared images



Figure 7: Blur measurement (in pixels) for Dust
(left) and Smoke (right). Top line: visual camera,
bottom line: IR camera.

in the presence of dust. The difference between the blur
in visual and infrared sensors is likely to be related to the
intensity threshold that is used to choose edges for the Blur
calculation.

3.3.4 Discussion

In challenging conditions such as dust and smoke, the
overall blur of the visual images is seen to increase signifi-
cantly. By setting an upper threshold on the blur, challeng-
ing conditions could be identified. However, as mentioned
above, the value of Blur highly depends on the threshold
applied to the edge image, and on the number of edges con-
sidered in the calculation of the metric, as a result. In the
case of the IR images, the signal-to-noise ratio is much lower.
When the background is obscured by challenging conditions
strong edges are dimmed or lost, and small edges essentially
due to the noise become dominant in the calculation of Blur,
resulting in an increase of the metric. This makes this Blur
metric difficult to use for the IR camera in its current form.

3.4 Sharpness

Sharpness (or acutance) [2] describes the rate of change
of luminosity with respect to spatial position.
3.4.1 Definition

The sharpness of an image is found by averaging the gra-
dient between neighbouring cells [2].

a? = Y (AL 3)

n

Acutance = (Gz®/Iy) x C (4)

where AT is the difference in the grey scale value between
a pixel and each of the 8 surrounding pixels; n is the total
number of contributing values, that is, the number of pixels
multiplied by 8; Iy is the mean luminosity value of the image;
and C is a scaling factor.

3.4.2 Contribution to Quality

Sharpness highly effects feature-based methods, in partic-
ular those using features such as edge or corner detectors.

Area-based methods are not much effected by images that
are not sharp. However, both categories of methods (FBM
and ABM) experience difficulties with images whose sharp-
ness changes rapidly. Note that Sharpness is dependent on
the focus of the sensor being used.

The appearance of challenging conditions are shown to de-
crease the sharpness of images as the background edges are
dulled.

3.4.3 Experimental Results

Fig. 8 shows the evolution of sharpness for the images in
the Dust and Smoke data sets.

Figure 8: Sharpness for Dust (left) and Smoke
(right). Top line: visual camera, bottom line: IR
camera.

3.4.4 Discussion

The Sharpness method is essentially using an edge de-
tector and averaging the intensities of the edges over the
whole image. Indeed, the response of the Sharpness metric
(Fig. 8) to both the Dust and Smoke data sets is very sim-
ilar to the SI metric (see below). Averaging the intensities
of an edge-filtered image provides no more information than
can be found using Spatial Information and Spatial Entropy,
which have been preferred, as explained below. Therefore,
this metric was not selected for our applications.

3.5 Spatial Information and Spatial Entropy

In previous work [1], among the existing information-theory
based metrics, Spatial Information (SI) was found to be the
most promising one in the context of perception in chal-
lenging environmental conditions. To compute SI, an edge
detector such as a Sobel filter is first used on the input im-
age. SI is then defined as the first standard deviation of
the resulting distribution of intensities in the Sobel image,
i.e. the intensities of edges in the original image. Since it
is evaluating the amount of structure in an image, it can
be applied in the same way to heterogeneous sensors such
as a visual camera and an infrared camera. However, in
this section we show the limitations of SI, mainly due to the
Gaussian distribution assumption. This justifies the intro-
duction of Spatial Entropy (SE). Furthermore, we show that



combining SI and SE can contribute to discriminating more
situations.

3.5.1 Contribution to Quality

SI and SE measure the amount of structure in an im-
age. As such, they are particularly relevant to feature-based
methods. Setting a minimum threshold of SI and SE can
allow to identify when an image is unlikely to be useful
for applications using feature-based methods. On the other
hand, ST and SE have little relevance to area-based methods.
Challenging conditions such as dust and smoke are shown
to reduce the values of SI and SE when they obscure the
background environment.

3.5.2  Limitations of SI

The definition of SI relies on the assumption that the dis-
tribution of intensities in the Sobel-filtered image can be
modelled as a Gaussian, with an average close to zero. In
that case, the distribution can be characterised by its stan-
dard deviation. In most edge-filtered-images, this assump-
tion is found to be reasonable. Since dust or smoke clouds
tend to obscure features in the background and contain very
little structure, SI was shown to be a useful tool to moni-
tor the appearance of such environmental conditions [1], at
least in cases where dust or smoke was shown to dim or
obscure most background features, i.e. when the Gaussian
assumption was acceptable.

Figure 9: Evolution of SI for Dust (left) and Smoke
(right), Visual (top row) and IR Camera (bottom)

However, in some situations, e.g. in the presence of fore-
ground objects, the known challenging conditions can ac-
tually highlight the edges of these foreground objects while
still obscuring background features. An example is shown
in the Smoke data set where the smoke obscures much of
the background but mostly stays behind the tree that is in
the foreground on the right side of the image (see Fig. 10).
In this situation the edges of the tree are highlighted as
they contrast more with the smoke behind it then with
the original background. These high intensity edges have
a strong impact on SI (see the high peaks in Fig. 9, right
column), making it increase significantly, despite the reduc-
tion of structure everywhere else in the image. This same
phenomena is also observed for short moments in the Dust

data set (most notably at the spike at ¢ = 24s). Fig. 10
shows that in these situations the Gaussian assumption is
clearly not valid, which means the first standard deviation
(and therefore SI) does not characterise the distribution, i.e.
the actual amount of structure in the image.

Figure 10: Representative images (left column) for
Smoke with Sobel-filtered image (middle column).
Right column: corresponding distribution of edge
intensities (in blue) and Gaussian approximation of
this distribution (in red). Clear Conditions at t = 1s;
Smoke covering most of image at ¢t = 50.7s; Thick
smoke cloud at ¢t = 33.9s .

3.5.3 Introduction of SE

To overcome this issue, we introduce a new metric that
we call Spatial Entropy (SE). SE models the intensity distri-
bution of an edge-filtered image using entropy. The entropy
of an edge-filtered-image measures the variety of edge in-
tensity values without giving “weight” to the magnitude of
the intensity values, as it happens with SI. An edge image
that contains a large variety of intensity values has a greater
“information® content” than one that has the same spatial
distribution of edges all at the same intensity, which usually
means the image is more useful for an application, especially
feature-based methods.

SE can be used to help discriminate the challenging condi-
tions that SI failed to identify. In situations where most fea-
tures are behind the obscurant, SI and SE both decrease and
jointly confirm that features are being dimmed or lost (e.g.
see the Dust dataset). However, SI and SE disagreeing usu-
ally means the Gaussian approximation of SI is not appro-
priate. For example if SI is increasing but SE is decreasing,
then some features in the environment are being obscured
while others are becoming more intense (as in Fig. 10).

3.5.4 Experimental Results

Examples of the evolution of Spatial Entropy for both
Dust and Smoke data sets are shown in Fig. 11. The value
of SE consistently decreases when dust appears and spreads
for visual and infrared images and for smoke in visual im-
ages. Once dust and smoke have cleared, SE returns to a

information being undestood as Shannon information [3]
here



Figure 11: Evolution of SE for Dust (left) and Smoke
(right), Visual (top row) and IR Camera (bottom)

nominal value corresponding to clear conditions. For clear
and unchanging conditions, such as seen in the first 8 sec-
onds of both data sets, the value of SE is stable.

3.5.5 Discussion

Very low values for Spatial Entropy usually indicate that
there is very little information in the image. However, a
black and white image of edges (e.g. a checker board) may
contain a great deal of useful information for perception but
because it uses only two values for intensity, its entropy will
be very low. In natural environments, such a situation is
extremely unlikely, making SE relevant on its own. However,
it should be noted that in this case the value of SI will be
high. Therefore, both SI and SE can be used in conjunction
to differentiate such situations.

When conditions are clear, both SI and SE are stable.
When smoke is covering most of the image, including the
tree in the foreground (e.g. at ¢t = 50.7s in Fig. 11), this cor-
responds to a clear drop in both SI and SE. However, when
a thick cloud of smoke is covering much of the background
but passes behind the tree in the foreground (¢ = 33.9s), SI
increases rapidly while SE decreases. Table 1 summarises
the conditions that can be discriminated by monitoring the
relationship between SI and SE metrics.

4. METRICS INTERPRETATION

4.1 Metrics Evaluation

‘We consider three main ways to use these metrics to evalu-
ate image quality, in particular in the presence of challenging
conditions. The first is to check a single metric value, the
second is to monitor its evolution and the third is to compare
the relative evolution of multiple metrics.

As discussed for each metric above, due to the generality
of metrics and the diversity of environments UGVs operate
in, it is rarely possible to discriminate poor quality images
from any single metric value, except in extreme cases. Only
when the value for the metric is approaching maximum or
minimum values, for example if the contrast drops below a
critical level, can it definitively indicate that the sensor data
is unlikely to be useful for further perception.

The evolution of an individual metric can be used to mon-
itor changes in the environment. Since unmodelled changes
in environments will effect perception applications, unex-
pected changes in a metric may indicate that challenging
conditions are occurring. For example, a sudden reduction
in SI occurs when features are obscured or lost. Similarly,
most metrics were unstable under challenging conditions
compared to normal conditions. However, due to the motion
of the UGV, the metric will evolve according to the change
in the area of the environment which is currently perceived.
Consequently, a method to compensate for this influence of
motion on the metrics is needed. This is demonstrated in
Section 4.2.

The combination of metrics that have some relationship
can lead to further discrimination. In this study, the main
groups of metrics that should be combined were identified
as: Brightness-Contrast-Shl, evaluating changes in intensity,
and SI-SE, evaluating changes in structure in the image.

4.2 Compensation for Motion

To allow for the use of the selected quality metrics when
the UGV is moving, a simple method is used to compen-
sate for the motion of the vehicle. The technique approxi-
mates this motion between successive frame acquisitions by
an affine transformation, which is calculated using sensing
data that must be fully independent from the cameras. In
this work we used a cm-accuracy dGPS/INS system which
is available on the platform. Once this transformation has
been applied, the images can be cropped so that consecutive
images approximately register.

Taking into account the field of view and frame rate of the
sensors, as well as the operating speeds of our UGV, it was
found that five consecutive images guarantee sufficient over-
lap in images. The evolution of metrics on these overlapping
sub-images can then be evaluated for actual changes in qual-
ity (e.g. due to challenging conditions) without significant
influence from the motion of the vehicle (see Fig. 12).

Figure 12: Evolution of multiple metrics for a mov-
ing UGV, in a data set with variable presence of air-
borne dust. Top left: current frame and evaluated
ROI in red. Top right: direct evolution of metrics
in the ROI. Bottom left: variation of metrics for the
last five overlapping regions. Bottom right: varia-
tion of the metrics after compensation for motion.



Table 1: The relationship in the evolution of SI and SE can be used to discriminate situations. Normal text:
what happens in the image. Emphasised text: meaning in case of challenging conditions. / and \, stand for

“increases” and ‘“decreases”, respectively.

ST 7

ST~

SE ' | Amount of structure is increasing

Less Dust/Smoke in front of most objects

General amount of structure is increasing but
some strong edges are getting weaker

Less Dust/Smoke in background. There are
objects in front of the cloud

SE \,
but some edges are getting stronger

objects in front of the cloud

General amount of structure is decreasing | Amount of structure is decreasing

More Dust/Smoke in background. There are | More Dust/Smoke in front of most objects

5. CONCLUSION

This paper has presented image quality metrics and how
they relate to evaluating the quality of image data for robotic
perception systems. The analysed metrics included in par-
ticular Brightness, Contrast, Blur, Sharpness and Spatial
Information. While all metrics are affected differently by
challenging conditions, the metrics Local Contrast, Blur and
SI were found to be the most promising in our context. How-
ever, more work is required to properly study the effects of
challenging conditions on Blur and Local Contrast in the
current form cannot be performed on a real-time system.

Spatial Entropy (SE) was introduced as a novel metric
evaluating structure in an image that is more robust in deter-
mining challenging conditions than Spatial Information (SI).
Additionally, SI and SE were shown to provide even better
discrimination of situations when interpreted together.

We have discussed how the metrics may be interpreted
specifically to discriminate challenging conditions for per-
ception including thresholding individual values, monitoring
the evolution of the metrics and comparing the relationship
of metrics.

Besides checking the quality of the data provided by a sin-
gle sensor, one of the future objective of this work is to be
able to check the consistency between heterogeneous sensors
such as a visual camera and an infrared camera. Therefore,
metrics that transform aspects of the images into character-
istics that are comparable between the two types of sensors
should be preferred. Indeed, the notion of intensity in a
visual image (i.e. luminosity) cannot be directly compared
with the intensity in an infrared camera image (represent-
ing a temperature). SI and SE are clear candidates for such
multimodal comparisons.

Future work will involve studying how to take appropriate
decisions in the perception system, based on the interpreta-
tion of the metrics. For example, image data considered of
insufficient quality may simply be removed to avoid jeopar-
dising the interpretation that will be made by the percep-
tion. Another option is to select online the more appropriate
type of camera to be used at any time.
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ABSTRACT

This paper summarizes the recommended additions to stan-
dards being developed by the ASTM E54.08 Homeland Secu-
rity committee from the NSF-JST-NIST Workshop on Res-
cue Robotics held at Texas A&M, March 8-11, 2010, con-
currently with the NIST Response Robot Evaluation Ex-
ercise #6. The 50 workshop participants represented six-
teen universities in the USA, Japan, and China. Over a
dozen land, marine, and aerial vehicles were tested at Disas-
ter City® . The workshop produced two recommendations
for standards for unmanned ground vehicles, four for small
unmanned aerial systems, and two for unmanned marine
vehicles, as well as proposed four topics for human-robot in-
teraction evaluation. The eight recommendations were pre-
sented at the ASTM meeting on March 12, 2010, although
test methods have not been developed or proposed for each
new topic. The participants also identified four new classes
of standards: tethers, damage to the environment, victim
management, and multi-robot coordination and collabora-
tion.

Categories and Subject Descriptors

K.4 [Computer Milieux]: Computers and Society—pub-
lic policy issues; J.2 [Computer Applications|: physical
sciences and engineering—engineering

General Terms
Theory

Keywords

rescue robots, metrics, UGV, UAV, UMV, human-robot in-
teraction

1. INTRODUCTION

The rescue robotics community is contributing to stan-
dards under the ASTM E54.08 technical committee on oper-
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ational equipment for homeland security. As part of a work-
shop sponsored by the National Science Foundation (NSF),
the Japan Science and Technology Agency (JST), and the
National Institute for Standards and Technology (NIST) and
endorsed by the IEEE technical committee on Safety, Se-
curity, and Rescue Robots, 50 researchers considered stan-
dards and metrics for robots not covered by the current
standards or ASTM working groups. The Rescue Robotics
Workshop was held March 8-11, 2010, concurrently with
NIST Response Robot Evaluation Exercise #6 held at Texas
A&M’s Disaster City® . The workshop was hosted by the
Center for Robot-Assisted Search and Rescue (CRASAR),
sponsored by the National Science Foundation (NSF), the
Japan Science and Technology Agency (JST), and the Na-
tional Institute for Standards and Technology (NIST) and
endorsed by the IEEE technical committee on Safety, Se-
curity, and Rescue Robots. A total of 50 researchers par-
ticipated, with 35 attendees from nine Japanese institutions
(Chiba Institute of Technology, Kinki University, Kobe City
College of Technology, Kyoto University, Nagaoka Univer-
sity of Technology, National Institute of Advanced Indus-
trial Science and Technology, National Research Institute for
Earth Science and Disaster Prevention, Tohoku University,
and Tokyo Institute of Technology), fourteen attendees from
six American universities (Denver University, Ohio State,
Texas A&M, University of Pennsylvania, Vanderbilt, Vir-
ginia Tech), and one attendee from China (Shenyang Insti-
tute of Automation).

This paper presents eight recommendations for new areas
and topics for standards encompassing current novel tech-
nologies that are not covered and four new classes of stan-
dards that anticipate emerging technologies. These areas
were presented at the ASTM meeting on March 12, 2010.
These recommendations have been also reported as part of
a general outbrief of the workshop which appears in [10]; this
paper focuses strictly on the standards and provides more
justification of the standards.

2. UNMANNED GROUND VEHICLES

Small UGVs have been targeted for searching the inte-
rior of rubble, in situ medical assessment and intervention,
adaptive shoring, acting as a mobile beacon or repeater, and
serving as a surrogate for a team member in search and res-
cue operations.[8] The participants proposed a new standard
topic for UGVs that would evaluate robots that are currently
not covered (those that can enter extremely small diameter
voids) and one new challenge or scenario for ground rescue
robots (operation from a vertical access point).



b.

Figure 1: Motivation for standards for operating in
small diameter voids: a. Active Scope Camera being
inserted into an irregular, naturally occurring void
and b.Coring tool creating a regular small diameter
void in concrete (photo courtesy of TEEX).

2.1 Small Diameter Voids

The motivation for standards for extremely small diame-
ter voids stemmed from the lack of access to the small spaces
that currently only a search camera can enter, but cannot
penetrate beyond a few feet into the void due to the higher
tortorosity of the space. The participants recommended cre-
ating metrics based on two types of small void spaces: ir-
regular, naturally occurring voids and regular from a con-
crete coring tool used for breaching such as seen in Fig. 1.
The widest diameter of the voids would be on the order of
7.62cm (3 inch) to reflect the diameter of common coring
tools. Metrics for small diameter voids would permit evalu-
ation of newer snake-like robots, including the Active Scope
Camera successfully used at the 2007 Berkman Plaza II col-
lapse [15], and robots such as the TerminatorBot which were
designed explicitly to enter through cored holes [17].

2.2 Vertical Mobility

The motivation for vertical mobility and perception stan-
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Figure 2: An example of powerlines (lower left, di-
agonal) as a danger in exterior structural inspection.

dards stems from experiences with responders having to en-
ter the rubble from the top of the rubble. As described in
[8], three robot deployments (the World Trade Center [4],
the Midas Nevada Gold [5] and Crandall Canyon Utah mine
[5] disasters) required robots to be inserted from above and
rappel down to the points of interest. Vertical mobility is
particularly challenging as it includes being able to main-
tain the view object of interest while rappelling down. [5]
describes problems with a skid-steered ground robot being
unable to pan to see critical areas of interest. The par-
ticipants recommended creating a rappelling rock wall for
evaluating a UGV’s ability to navigate vertically and search
while suspended by a belay line.

3. SMALL UNMANNED AERIAL SYSTEMS

The participants proposed four new standard topics for
small UAVs that would evaluate: operating close to struc-
tures, how they respond to the failures and in external dis-
turbances, performance and non-line of sight operations, and
take off and landing performance.

3.1 Operating Close to Structures

The motivation for measuring performance in terms of
aperture mobility arises from the use of UAVs for exterior
structural inspection. Structural inspection is typically close
to buildings, power lines, trees, and other difficult to model
obstacles. For example, Fig. 2 shows the view from a small
fixed wing UAV being used at Hurricane Katrina right be-
fore it crashed into powerlines.[14] The powerlines are barely
visible. Standards would likely address sensor performance
(can the UAV “see” the clutter?) but would go beyond ex-
isting visual acuity tests of whether the human can see an
object to also consider whether the robot can autonomously
detect obstacles and if can withstanding bumping into an
object.

3.2 Response to Failures and External Distur-
bances

The motivation for considering failure modes and external
disturbances stems from what happens when something goes



wrong (e.g., loss of comms, GPS). While there appears to be
no statistics on communications losses in small UAVs, this
is a distinct possibility. Some systems have an automatic re-
turn to home function, others appear to have no contingency
function. Likewise, the dependency on GPS for various sys-
tems is unclear and the consequences of lost signal could be
significant.

3.3 Non Line-of-Sight Operation

Although the participants in the workshop were not sure
of the exact measures, there was a strong feeling that stan-
dards needed to address non line-of-sight (NLOS) operation,
both for reconnaissance and mapping (over large areas) and
exterior structural inspection (UAV goes behind a building).
NLOS operational challenges are closely related to how the
UAYV responds to failures or external disturbances. It also
presumes a higher degree of autonomy, which introduces an-
other challenge for creating standards. Metrics for non line-
of-sight operations are also important because in the United
States, the Federal Aviation Administration (FAA) does not
appear to favor the approval of small UAVs operating out of
the line of sight. The creation of meaningful metrics might
encourage the FAA to permit such use.

3.4 Take-Off and Landing

Measuring take-off/landing difficulty is also important as
those regimes may occupy more than 50% of the flight time
[13, 14, 6] and maybe the hardest for a human operator to
be able to recover from autonomy failures. Small UAVs of-
ten expect the pilot to actively handle take-off and landing,
with a spectrum of assistance by the robot. Some systems
may be easier to pilot and more robust than others, so hav-
ing metrics is important. It is not clear what test methods
would capture this and indeed it may actually be multiple
standards for performance and human cognitive load or at-
tention.

4. UNMANNED MARINE VEHICLES

Unmanned marine vehicles cover water-based robots (sur-
face, underwater, submersible, etc.) and are a new area for
standards. UMVs have been used for post-disaster inspec-
tion of littoral structures such as bridges and sea walls and
were attempted for use in finding cars and victims after the
1-35W bridge collapse in Minneapolis, Minnesota [3, 1]. The
test methods used at the Evaluation assumed video camera
sensing, which is heavily dependent on the clarity of the
water. The participants recommended considering two new
topics, turbidity and station-keeping, and also encouraged
consideration of sonars.

4.1 Turbidity

Metrics for turbidity would test the performance of under-
water sensors in more realistic conditions than clear water.
Turbidity is a major limiting factor in manual divers being
able to rapidly find and recover drowned victims and to es-
tablish the condition of bridges and seawalls. High turbidity
was witnessed in the aftermath of Hurricane Wilma [12, 7]
and Hurricane Ike.[16, 11] Turbidity sensors exist, the bigger
challenge is to create a test method that can inexpensively
create turbid conditions.

4.2 Station-keeping
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Metrics for station-keeping would rate how well the sys-
tem could respond to environmental effects such as waves,
currents, and wind. The real goal is for an object to stay
visible and in the same orientation as the user viewed it,
rather than disappear and reappear as the vehicle moves
about. Since many UMVs have cameras and sonars on pan-
tilt mounts, measuring the position and orientation of the
vehicle is not sufficient. Instead, measuring how the object
moves in the image appears to be the most promising test
method and the same measurement scheme would apply to
video and sonar.

S. HUMAN-ROBOT INTERACTION

The workshop participants found that human robot inter-
action standards were missing from the current test meth-
ods. As noted in [8], poor human-robot interaction has been
a major barrier in rescue robots since the first use of robots
at the World Trade Center disaster in 2001. Human-robot
interaction includes interfaces such as the operator control
unit, how well those interfaces support human cognitive lim-
itations in developing situation awareness through computer
meditation, and general human performance. Human-robot
interaction goes beyond visual acuity and focuses more on
understanding. Four types of metrics were recommended:
perception, impact on human, robustness, and interface eval-
uation.

5.1 Perception

The motivation for human robot interaction standards on
perception is because the mission is perceptually directed,
especially manipulation tasks. A perceptually challenging
task may be successfully conducted initially with a poor hu-
man robot interaction scheme but will eventually lead to
failure. Two typical measures of perceptual performance
are situation awareness tests (ex. SAGAT) and the ability
to correctly estimate outcomes (e.g., understanding of what
to expect).

5.2 Impact on Human Operator

The motivation for considering the impact on the human
operator is that high task loads cannot be sustained. Two
methods for measuring the impact on the human include
measuring the cognitive load (ex. NASA TLX) and non-
interruption testing (ex. physiological measurements).

5.3 Robustness

Robustness metrics are motivated by the need for effi-
ciency, maintenance of the appropriate task loading, and
ensuring adaptability. Two metrics of robustness are the er-
ror rate (ex. number of repeats, have to backup, mistakes,
slips) and the choice of modes of operation and camera view-
point.

5.4 Interfaces

User interfaces are a major component of human-robot
interaction. The methods for evaluating interfaces are too
numerous to list here, but the participants felt strongly that
such metrics should become a standard part of the test meth-
ods.

6. NEW CLASSES OF STANDARDS



In addition to the recommendations above, the workshop
participants identified four new classes of areas requiring
standards, which are presented below in no particular order:

Damage to the environment by the robot. This problem
arose as a result of concerns over the possible damage by
robots to ancient manuscripts buried in the rubble of the
State Archives Building collapse in Cologne, Germany [2].
The building was successfully evacuated before it collapsed
due to a cave-in of a subway tunnel, but extremely valuable
documents remained in the rubble. However, to navigate
and find the location of the oldest manuscripts meant that
the robot might have to travel over other documents. This
raised the possibility that the effector, in this case tracks,
might harm the documents more than continued exposure
to the elements.

Victim management. While rescue robots have not found
to date a live survivor, eventually they will. Therefore, re-
searchers must consider the next step: how robots will in-
teract with the victims? There is both physical interaction,
where the robot serves as an extension for a medical expert,
and social interaction, where the robot acts as the conduit
between the victim and the outside world. Physical interac-
tion might be evaluated using standards for medical robots
such as surgical robots, but measuring social interaction is
less clear.

Multi-robot coordination and collaboration. Multi-robot
coordination and collaboration is a popular topic in research
with promising results. It is timely to consider standards
that would accelerate adoption of such advances. Multi-
robot coordination takes two forms: homogeneous and het-
erogeneous teams. Homogeneous teams appear to be of
the most immediate interest. For UGVs, groups of similar
robots would enter rubble through different voids to search
and map out the interior. Groups of UAVs could map out
large areas, facilitating reconnaissance and mapping func-
tions.

Tethers. The motivation for evaluating tethers stems from
the practice of using tethers for power or communications
and because of vertical mobility [9]. UGVs used in disasters
typically have been tethered or had a fiber optic cable.[8] A
class of underwater vehicles, remotely operated vehicles or
ROV, is distinguished by its use of a tether. Advances in
UMYV automated tether assistance and in localizing tether
position are becoming commercially available. Active teth-
ers have been discussed for ground vehicles. The combina-
tion of need and advances in technology suggest the timing
is right to consider tether standards. The participants rec-
ommended a three dimensional tether maze to test these
tether advances.

7. OTHER OBSERVATIONS

The participants felt that current research and standards
are too focused on components, not informatics, that is:
how well information gathered could be transmitted to other
stakeholders? The participants saw evidence that while nav-
igational autonomy as possible, mission autonomy (e.g., per-
ceiving victims, understanding structures, etc.) is unlikely
due to the extreme conditions and may actually be unde-
sirable from a larger organizational perspective. Instead,
mission autonomy is likely to be shared between the robot
and a responder. Likewise, the attendees were intrigued by
what they termed “learnability.” For example the NIST test
methods permitted the use of expert drivers but there was
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no indication of how long it took the operator to acquire that
expertise. Feedback from the response community suggests
that training is a major barrier to adoption. A system that
cannot be easily learned would be unlikely to be adopted.

8. CONCLUSIONS AND CURRENT WORK

In general, the proposed topics for standards addressed
novel technologies, such as the active scope camera, challeng-
ing applications of existing technology, for example verti-
cal descents and station-keeping, or systems-level issues, es-
pecially human-robot interaction and resilience. Currently,
standards for station-keeping and turbidity are in progress.
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ABSTRACT

Broad metric classes were proposed in the literature in order to
facilitate metric selection for evaluating human-autonomous
vehicle interaction. However, there still lacks a systematic method
for selecting an efficient set of metrics from the many metrics
available. We previously identified a list of evaluation criteria that
can help determine the quality of a metric, and generated a list of
potential metric costs and benefits. Depending on research
objectives and limitations, these costs and benefits can have
different weights of importance. Through an experiment with
subject matter experts, we investigated which metric
characteristics human factors practitioners consider to be
important in evaluating human supervisory control of unmanned
vehicles. We also tested two different multi-criteria decision
making methods to help practitioners assign subjective weights to
the cost/benefit criteria. The majority of participants rated the
evaluation criteria used in both tools as very useful. However, the
majority of participants’ metric selections before using the
methods were the same as the suggestions provided by the
methods. Since determining weights of metric importance is an
inherently subjective process, even with objective computational
tools, the real value of using such a tool may be reminding human
factors practitioners of the important experimental criteria and
relationships between these criteria that should be considered
when designing an experiment.

Categories and Subject Descriptors

C.4 [Performance of Systems]: Measurement Techniques
H.1.2 [User/Machine Systems]: Human Factors

H.5.2 [User Interfaces]: Evaluation/methodology

General Terms
Measurement, Performance, Experimentation, Human Factors,
Standardization, Theory.
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Analytic Hierarchy Process, Experiments.

1. INTRODUCTION

Human-automation teams are common in many domains, such as
command and control operations, human-robot interaction,
process control, and medicine. With high levels of automation,
these teams operate under a supervisory control paradigm.
Supervisory control occurs when one or more human operators
intermittently program and receive information from a computer
that then closes an autonomous control loop through actuators and
sensors [1].

A popular metric used to evaluate human-automation performance
in supervisory control is mission effectiveness [2, 3]. Mission
effectiveness focuses on performance as it relates to the final
output produced by the human-automation team. However, this
metric fails to provide insights into the process that leads to the
final mission-related output. Measuring multiple human-computer
system aspects, such as workload and usability can be valuable in
diagnosing performance successes and failures, and in identifying
effective training and design interventions. However, choosing an
efficient set of metrics for a given experiment still remains a
challenge. Many researchers select their metrics based on past
experience. Another approach to metric selection is to collect as
many measures as possible to supposedly gain a comprehensive
understanding of the human-automation performance. These
methods can lead to insufficient metrics, expensive
experimentation and analysis, and the possibility of inflated type |
errors. There appears to be a lack of a principled approach to
evaluate and select an efficient set of metrics among the large
number of available metrics.

Different frameworks of metric classes are found in the literature
in terms of human-autonomous vehicle interaction [4-7]. These
frameworks categorize existing metrics into high-level metric
classes that assess different aspects of the human-automation
performance and are generalizable across missions. Pina et al. [5]
defined five generalizable metric classes for supervisory control of
unmanned vehicles: mission effectiveness, automation behavior
efficiency, human behavior efficiency, human behavior
precursors, and collaborative metrics. These metric classes can
help experimenters select metrics that result in a comprehensive
understanding of the human-autonomous vehicle performance,
covering issues ranging from automation capabilities to human
cognitive abilities. For holistic system assessment, a rule of thumb
is to select at least one metric from each metric class. However,
there is still a lack of a systematic methodology to select a



collection of metrics across these classes. Each metric set has
advantages, limitations, and costs, thus the added value of
different sets for a given context needs to be assessed to select an
efficient set that maximizes value and minimizes cost.

Donmez et al. [8] proposed a list of metric evaluation criteria for
human supervisory control of unmanned vehicles: experimental
constraints, comprehensive understanding, construct validity,
statistical efficiency, and measurement technique efficiency. The
following section briefly presents these categories. Detailed
discussions and supervisory control metric examples can be found
in [8-10].

2. METRIC EVALUATION CRITERIA

2.1 Experimental Constraints

Time and monetary cost associated with measuring and analyzing
a specific metric constitute the main practical considerations for
metric selection. Availability of temporal and monetary resources
depends on the individual project and such factors are typically
limiting in all projects. The stage of system development and the
testing environment are additional constraints that can guide
metric selection. For example, responses to rare events are more
applicable for research conducted in simulated environments,
whereas observational measures can provide better value in field
testing.

2.2 Comprehensive Understanding

It is important to maximize the understanding gained from a
research study. Given that it is often not possible to collect all
required metrics, each metric should be evaluated based on how
much it explains the phenomenon of interest or its coverage. For
example, continuous measures of workload over time (e.g., pupil
dilation) can provide a more comprehensive dynamic
understanding of one aspect of a system compared to static,
aggregate workload measures collected at the end of an
experiment (e.g., subjective responses).

The most important aspect of a study is finding an answer to the
primary research question. The proximity of a metric to answering
the primary research question defines the importance of that
metric. For example, a workload measure may not tell much
without a metric to assess mission effectiveness, which is what the
system designers are generally most interested in understanding.
Another characteristic of a metric that is important to consider is
the amount of additional understanding gained using a specific
metric when a set of metrics are collected. For example, a
workload measure can provide additional insights into the human-
automation performance.

In addition to providing additional understanding, another desired
metric quality is its causal relations with other metrics. A better
understanding can be gained if a metric can help explain other
metrics’ outcomes. For example, the underlying reasons for an
operator’s behavior and the final outcome of an event can be
better understood if the initial conditions and operator’s state
when the event occurs are also measured. When used as covariates
in statistical analysis, the initial conditions of the environment and
the operator can help explain the variability in other metrics of
interest. Thus, in addition to human behavior, experimenters are
encouraged to measure human behavior precursors [5] in order to
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assess the operator state and environmental conditions, which may
influence human behavior.

2.3 Construct Validity

Construct validity refers to how well the associated measure
captures the metric or construct of interest. For example,
subjective measures of situational awareness ask participants to
rate the amount of situational awareness they had on a given
scenario or task. These measures are proposed to help in
understanding participants’ situational awareness [11, 12].
However, self-ratings assess meta-comprehension rather than
comprehension of the situation: it is unclear whether operators are
aware of their lack of situational awareness.

Good construct validity requires a measure to have high
sensitivity to changes in the targeted construct. That is, the
measure should reflect the change as the construct moves from
low to high levels [13]. For example, primary task performance
generally starts to break down when the workload reaches higher
levels [13, 14], thus primary task performance measures are not
sensitive to changes in the workload at lower workload levels.

A measure with high construct validity should also be able to
discriminate between similar constructs. An example measure that
fails to discriminate two related metrics is galvanic skin response,
which has been proposed and used to measure workload and
stress levels (e.g., [15]). However, even if workload and stress are
related, they still are two separate metrics. Therefore, galvanic
skin response alone cannot suggest a change in workload.

Good construct validity also requires the selected measure to have
high inter- and intra-subject reliability. Inter-subject reliability
requires the measure to assess the same construct for every
participant, whereas intra-subject reliability requires the measure
to assess the same construct if the measure were repeatedly
collected from the same participant under identical conditions.
For example, self-ratings are widely utilized for mental workload
assessment [16, 17]. However, different individuals may have
different interpretations of workload, leading to decreased inter-
subject reliability. Some participants may not be able to separate
mental workload from physical workload [18], and some
participants may report their peak workload, whereas others may
report their average workload. Participants may also have recall
problems if the subjective ratings are collected at the end of a test
period, raising concerns on the intra-subject reliability of
subjective measures.

2.4 Statistical Efficiency

There are three metric qualities that should be considered to
ensure statistical efficiency: total number of measures collected,
frequency of observations, and effect size.

Analyzing multiple measures inflates type | error. That is, as more
dependent variables are analyzed, finding a significant effect
when there is none becomes more likely. The inflation of type |
error due to multiple dependent variables can be handled with
multivariate analysis techniques, such as Multivariate Analysis of
Variance (MANOVA) [19]. However, it should be noted that
multivariate analyses are harder to conduct, as researchers are
more prone to include irrelevant variables in multivariate
analyses, possibly hiding the few significant differences among
many insignificant ones. The best way to avoid failure to identify
significant differences is to design an effective experiment with



the most parsimonious metric/measure set that specifically
addresses the research question.

Another metric characteristic that needs to be considered is the
frequency of observations required for statistical analysis.
Supervisory control applications require humans to be monitors of
automated systems, with intermittent interaction, thus human
monitoring efficiency is an important metric to measure. The
problem with assessing monitoring efficiency is that, in most
domains, errors or critical signals are rare, and operators can have
an entire career without encountering them. For that reason, in
order to have a realistic experiment, such rare events cannot be
included in a study with sufficient frequency. Therefore, if a
metric requires response to rare events, observed events with a
low frequency of occurrence cannot be statistically analyzed
unless data is obtained from a very large number of participants,
such as in medical studies on rare diseases.

The number of participants that can be recruited for a study is
especially limited when participants are domain experts such as
pilots. The power to identify a significant difference, when there
is one, depends on the differences in the means of factor levels
and the standard errors of these means, which constitute the effect
size. One way to compensate for limited number of participants in
a study is to use more sensitive measures that will provide a large
separation between different conditions, that is, a high effect size.

2.5 Measurement Technique Efficiency

The data collection technique associated with a specific metric
should not be intrusive to the participants or to the nature of the
task. For example, eye trackers can be used for capturing
operators’ visual attention (e.g., [20, 21]). However, head-
mounted eye trackers can be uncomfortable for the participants,
and hence influence their responses. Wearing an eye-tracker can
also lead to an unrealistic situation that is not representative of the
task performed in the real world.

The measuring technique itself can also interfere with the realism
of the study. For example, off-line query methods are used to
measure operators’ situational awareness [22], by briefly halting
the experiment at randomly selected intervals, blanking the
displays, and administering a battery of queries to the operators.
The collection of the measure requires the interruption of the task
in a way that is unrepresentative of real operating conditions. The
interruption may also interfere with other metrics such as
operator’s performance and workload, as well as other temporal-
based metrics.

3. MULTI CRITERIA DECISION MAKING
METHODS FOR METRIC SELECTION

Donmez et al. [8] translated the above criteria into potential cost-
benefit parameters, which can be ultimately used to define cost
and benefit functions of a metric set for a given experiment, egn.
(1). The breakdown between cost and benefit parameters are not
clear cut, given that some criteria can be considered as a benefit or
a cost (e.g., non-intrusiveness vs. intrusiveness to participants).
The breakdown in [8] was based on the ability to assign a
monetary cost to an item.
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Benefit of metricI = ¥¥8 WB; x MBy; where
WB;: weight of importance for benefit criterion i
MB;: how well metric | meets benefit criterion i
NB: total number of benefit criteria
@

Cost of metricl = jvfl WG x MCj; where

WG : weight of importance for cost criterion
MCy;: how much metric | costs for cost criterion j
NC: total number of cost criteria

Depending on research objectives and limitations, the entries in
the cost and benefit functions can have different weights of
importance (i.e., WB; and WC(). Two promising techniques
identified to help researchers assign subjective weights are the
pair-wise comparison approach of the analytic hierarchy process
(AHP) [23], and the ranking approach of the probability and
ranking input matrix (PRIM) method [24]. Direct assignment of
weights is not adopted as an alternative since humans have
difficulty with absolute judgment and are better at making relative
judgments [25]. Since the probability aspect of PRIM is not
applicable to this effort, the method will be referred to as ranking
input matrix (RIM) from this point on.

AHP is widely used both in academic research and in the industry.
It begins with the user building a decision hierarchy which
includes the goals (e.g., identify metric benefits), decision
alternatives (e.g., NASA TLX, pupil dilation), and criteria (e.g.,
non-intrusiveness, construct validity). There are no systematic
guidelines for creating the hierarchy or identifying the decision
alternatives and criteria. The hierarchies depend on user
knowledge and experience.

At each level of a hierarchy, AHP utilizes pair-wise comparisons
to express the relative importance of one criterion over another.
The relative importance is judged on a five point Likert scale with
the end values of equally important and extremely more
important. The values obtained from pair-wise comparisons are
then used to create a weight matrix. The eigenvectors of this
weight matrix correspond to the criteria weights of interest. There
are disadvantages associated with AHP identified in the literature
suggesting flaws in the methods of combining individual weights
into composite weights [26, 27].

Another characteristic of AHP, potentially a user acceptance
issue, is the consistency checks that are imposed on the user. AHP
forces the user to perform all possible pairwise comparisons even
if some of these comparisons are redundant. For example, if the
user is comparing A, B, and C, then a comparison between A and
B and a comparison between B and C would indicate how A and
C would compare. Even if a comparison of A and C is redundant,
AHP forces the user to perform it until a consistency criterion is
met (consistency ratio < 0.1 as suggested by [28]), with the claim
that consistency checks help the user think about his ratings in
detail. The consistency ratio criterion of 0.1 is an arbitrary cutoff
but is the convention. The consistency ratio takes into account not
only the directionality of the responses but also the magnitude.
For example, when comparing A, B, and C, if the user indicates
that both A and B are moderately more important than C, then he
has to indicate that A and B are equally important. Rating A to be
even slightly more important than B (or vice versa) would lead to
a consistency ratio of 0.19 and would be considered incorrect by



AHP. Thus, AHP does not always allow for finer grain
comparisons.

The ranking input matrix (RIM) is similar to more traditional
engineering decision matrices such as the ones used in quality
function deployment [29]. The RIM method allows people to
categorically select weights through a direct perception-
interaction interface (Figure 1) [24]. Each item is represented by a
puck that can slide (through clicking and dragging) onto a ranking
matrix. The ranking matrix consists of 10 slots consisting of five
main categories of importance: high, medium-high, medium, low-
medium, and low. Each of these main categories has two bins to
allow the person to indicate slight variations in the importance of
items. The pucks can also be placed side by side indicating equal
importance. A numeric weight value is assigned to these bins on a
scale of 0.05 to 0.95 with 0.10 intervals. AHP creates hierarchies
and only the entries in one level of a hierarchy are directly
compared by the user. In contrast, RIM allows the users to see the
weights in each category side by side, and manipulate them if
necessary. In general, AHP is not as transparent and thus may be
harder for the decision makers to understand.

In addition to requiring subjective weights of importance, the cost
and benefit functions (1) also require values representing how
well each metric meets the evaluation criteria (i.e., MBiiand MCy).
In some cases, the value of a metric can be represented with an
objective number (e.g., time required to collect a metric), however
for many criteria finding an objective value is impossible (e.g.,
construct validity of a metric). To determine the subjective MBi;
and MCjweights, AHP and RIM can also be used.

Both AHP and RIM are intended to help decision makers select a
choice out of many. However, when trying to answer a research
question, the researchers will most likely need more than one
metric. When selecting multiple metrics, the benefits and costs for
multiple metrics will need to be combined. Moreover, the
dependencies between the selected metrics will also need to be
incorporated into the combined benefit-cost. For example, the
total number of metrics selected would have an influence on the
type | error of each individual metric.

The linear combination of benefit-cost values facilitates both the
combination of multiple metric costs and benefits, as well as the
incorporation of metric dependencies by allowing additional terms
to be added or subtracted from the overall value. Therefore, we
used the difference of benefit and cost values to rank the metrics.
This approach may not be optimal, however, the best method, if
one exists, is currently unknown and is an area for future research.
However, given that selection of multiple metrics is more realistic
than selecting a single metric, it is important to facilitate the
incorporation of metric dependencies when combining benefit and
cost values. It is also important to assess if people can account for
metric dependencies (e.g., statistical implications of collecting
multiple metrics) when they evaluate metrics against a set of
criteria. The latter issue was investigated as part of a larger
experiment conducted to evaluate AHP and RIM methods for
metric selection.

4, METRIC SELECTION EXPERIMENT

An experiment was conducted to a) investigate the perceived
usefulness of the metric evaluation criteria, b) identify which
criteria human factors experimenters consider to be important, and
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c) evaluate AHP and RIM for supporting metric selection. Thirty-
one human factors practitioners were presented with the
description of a hypothetical unmanned vehicle supervisory
control experiment, which was adapted from an actual experiment
conducted by [30]. The participants were then asked to select
either one or multiple workload metrics for this hypothetical
experiment from a list of potential workload metrics provided to
them. After making an initial selection, the participants used both
AHP and RIM (order counterbalanced) to evaluate the list of
workload metrics. After AHP and RIM solutions were displayed,
the participants were given the choice to change their initial
metric selection. They could keep their initial selection, pick AHP
or RIM solutions, or come up with an entirely different selection.
At the end of the experiment, the participants filled out a
questionnaire, evaluating AHP and RIM on a multitude of
characteristics.

Because this experiment was our initial attempt to evaluate AHP
and RIM, we focused on only workload metrics. Moreover, the
participants were not allowed to select a workload metric that was
not on the list provided to them. Keeping the experiment bounded
provided us with a shorter experiment and more control on the
experimental conditions, hence a better ability to draw
conclusions. Although, a general assumption of this study is that
the researchers using RIM and/or AHP are familiar with the set of
available metrics through other sources (e.g., [8, 31]).

4.1 Participants

A total of 31 participants completed the study. Participants had
experience with human subject experimentation and metrics.
Experience with human subject experimentation ranged from one
month to forty years. Participants were recruited from both
academia and industry, and consisted of 9 females and 21 males,
ages ranging from 19 to 64 years (average: 36.6, stdev: 13.6).
Eleven of the participants currently held an academic position.
The highest degrees held included high school (n=1), college
(n=12, 5 in academia and 7 in industry), Master’s (n=12, 4 in
academia and 8 in industry), and Ph.D. (n=6, 2 in academia and 4
in industry). The experiment took 1 to 1.5 hours to complete.

4.2 Apparatus

The experiments were conducted in a mobile experimental test-
bed mounted in a 2006 Dodge Sprinter. Two 21-inch wall
mounted displays were used in the experiment. By integrating an
experimental test bed into a vehicle, the experiment was able to
travel to the participants. Access restrictions into government
facilities, particularly with foreign graduate students, often make
it difficult to take such experiments directly into the work place.
Thus, the use of the vehicle allowed a high number of human
factors practitioners to be recruited for participation.

4.3 Experimental Design

The experiment was a 2x2 mixed factorial design with two
independent variables: number of metrics to select (a single
metric, a subset of all metrics) and weight assignment method
(AHP, RIM). Number of metrics to select was a between-subjects
variable, with 15 participants selecting a single metric out of all
the candidate metrics, and another 16 selecting a subset of all the
metrics (one, two, or all). Weight assignment technique was a
within-subjects variable with each participant making a decision
using both AHP and RIM. In order to control for learning effects,
the order of presentation was counterbalanced.



Figure 1. Experimental interfaces: Ranking Input Matrix (RIM) (left), Analytic Hierarchy Process (AHP) (right).

4.4 Experimental Tasks

The experimental instructions started with the description of the
hypothetical experiment and the list of potential workload metrics
to choose from: embedded secondary task performance, NASA
TLX, and pupil dilation based on eye tracking data. The
hypothetical experiment assessed the effects of different auditory
alerts on human supervision of multiple unmanned aerial vehicles.
When participants finished reading this part of the instructions,
they were asked to select either one or a subset of workload
metrics depending on the experimental condition they were
assigned (i.e., number of metrics to select).

After the initial metric selection, participants read a detailed
description of the metric evaluation criteria. A subset of the
criteria identified in [8] was selected to be included in this
experiment. The selection was based on the relevance to the
metrics used in the hypothetical experiment. The cost estimates
were provided where applicable. There were no explicit monetary
or time constraints imposed on the experiment. To have more
experimental control, we did not ask the participants to define a
hierarchy structure for AHP but provided the structure below.

Benefits:

e Coverage

e  Construct validity: a) discrimination power, b) sensitivity, c)
inter/intra subject reliability, d) non-intrusiveness

e Type | error (for multiple metric selection)

Costs:

e Data gathering: a) time for data collection, b) monetary cost
for data collection, c) measurement error likelihood

o Data analysis: a) time for analysis, b) expertise for analysis

The instructions included a detailed description of AHP and RIM,
including how the benefit-cost values were calculated. After
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reading about the first method (AHP or RIM) the participants
used an interface for that method. With this interface, the
participants assigned subjective weights of importance to the
metric evaluation criteria, and also determined how well potential
workload metrics met each criterion. In the RIM condition, the
participants used the click and drag interfaces (Figure 1) to rank
the evaluation criteria based on importance, as well as to rank the
metrics with respect to how well they met the criteria. In the AHP
condition, participants conducted pair-wise comparisons to
indicate the relative importance of evaluation criteria, and within
each criterion they performed pair-wise comparisons to identify
how well the metrics satisfied the criteria (Figure 1). Instructions
were also provided on the interfaces as reminders on what to do
for each window. Since the complete set of written instructions
was available throughout the experiment, the participants could
also refer back to them if they needed clarification.

In AHP, if participants could not meet the consistency threshold
of 0.1 suggested by [28], then they were presented with a pop-up
window indicating their inconsistency. The participants were
asked to retry and change their responses to achieve the suggested
consistency threshold. However, participants were given the
ability to skip this step if they felt they had tried “many” times but
could not reach the threshold value. The ability to skip was
deemed important since we observed in pilot testing that
participants would get frustrated to the point that they wanted to
quit the experiment. The details on consistency checks were
included in the written instructions and were also demonstrated to
the participants before they started the AHP trial.

After completing the session with the first interface, the
participants read the instructions for the next method (AHP or
RIM) and completed their second test session using the next
interface.



The experimental tasks for the multiple metric selection condition
were slightly different than the single metric selection condition.
As previously mentioned, the participants in this condition were
told that they could select more than one metric. These
participants were also presented with an extra evaluation criterion:
type | error. This criterion is not relevant for single metric
selection, however, it can be a negative benefit when selecting
multiple metrics since analyzing more metrics increases the
overall type | error. Participants compared this criterion to the
other criteria in terms of importance. In order to assess if
participants were aware of how much type | error would change
with different number of metrics, they were also asked to compare
the number of workload metrics collected (1 to 3) with respect to
type | error.

At the end of the experiment, participants were provided with the
suggested list of workload metrics ranked based on AHP or RIM
solutions. In the multiple metric selection condition, this list could
consist of groupings of metrics. For example, the best solution
could be NASA TLX and secondary task performance. The
participants were then asked to evaluate the solutions provided by
AHP and RIM and the initial selection they indicated before using
the interfaces. This evaluation helped us assess if the two
methodologies result in different selections and if so, which
methodology produces results regarded to be better by the
participants. Post-test surveys were administered to assess
participant opinions about the evaluation criteria and the two
methods.

5. EXPERIMENTAL RESULTS

Mixed linear models were built for continuous data, whereas non-
parametric statistics were utilized to analyze categorical data
where appropriate (0=.05).

5.1 Selected Metrics

For single metric selection, AHP and RIM in general resulted in
the same solutions (87%), which also matched most of the
participants’ initial choices (AHP: 73%, RIM: 87%). Thus,
regardless of the method used, participants directed each tool so
that the results generally matched their expectations. Participants’
self reported experience with the three workload metrics was
assessed on a Likert scale (1: no experience, 5: expert).
Participants in general had more experience with secondary task
(mean=2.3) and NASA TLX (mean=2.3) measures as compared to
pupil dilation (mean=1.8). There were approximately an equal
number of participants (n=8) who identified secondary task and/or
NASA TLX as the metric they have the most experience with.
Regardless of this previous experience, 10 out of 15 participants
still chose secondary task as their initial metric selection rather
than NASA TLX, suggesting that previous experience did not
solely determine metric selected.

For multiple metric selection, the majority (n=9) of the
participants selected secondary task and NASA TLX as their
preferred metrics, which was followed by NASA TLX (n=3) as
the second most preferred metric. Interestingly, contrary to our
expectation, many of the participants did not choose to collect as
many metrics as they could. This finding may be due to the
experimental instructions that highlighted resource limitations.
Similar to the single metric selection condition, there was no
strong evidence to suggest that the participants changed their
selections based on the advice from one or the other method.

5.2 Type | Error

In this experiment, we focused on type | error as a way of
assessing if researchers think about the more hidden ramifications
of collecting multiple metrics aside from monetary or time costs.

In the multiple metric selection condition, as part of RIM and
AHP, participants were asked to rate how having one, two, and
three metrics would affect overall resulting type | error. Six
participants out of the 16 total incorrectly indicated that either the
overall type | error would not be impacted (n=1) or the type |
error would increase as the number of metrics decrease (n=5).
Three of these six participants repeated their mistake twice, once
with RIM and once with AHP. There were no particular common
characteristics for the participants who repeated their mistake. It is
unclear if the incorrect responses regarding type | error were due
to slips or mistakes. That is, they could be either due to a failure
to follow the interface instructions or a lack of knowledge.
Regardless of the cause, a fallacy of both methods is that the
outputs from AHP and RIM are only as good as the information
provided to them.

5.3 Subjective Ratings

The evaluation criteria received an average usefulness rating of
4.4 (1-lowest, 5-highest). There was one response with a rating of
3, 18 responses of 4, and 12 responses of 5.

Table 1. Subjective ratings on method usefulness,
understanding (* significant at a=.05)

1 2 3 4 5  x*p-value)
Low Avg. High  (4-5vs. 1-3)
AHP 0 6 7 10 8  .81(47)
Usefulness
RIM 0 3 5 17 6  7.26(01)*
Worththe AHP 1 6 6 15 3  .81(47)
time RIM 0 2 6 20 3 7.25(01)*
Understand AHP 21 7 10 11 39(07)
Method  pv 0 1 8 8 14 545(03)*
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Participants were also asked a list of 1-5 Likert scale questions to
assess their understanding and perceived usefulness for the two
methods. Table 1 presents statistical results comparing participant
ratings with respect to being less than or equal to average vs.
being above average (y?). Overall, participants’ ratings for RIM
indicated  greater than average perceived usefulness,
understandability, and worthiness of their time. For AHP, these
responses were not significant, except a marginally significant
result assigned to understandability.

5.4 Time for Metric Selection

Significant differences were observed on how long it took the
participants to select their metric(s). AHP took on average 435 sec
longer than RIM (95% CI: 307, 562), a 73% increase. Regardless
of the method used, the second trial took on average 214 sec
shorter than the first trial (95% CI: 127, 301), a 23% decrease.
This finding was expected since both conditions used the same
scenario.



5.5 AHP Consistency Conformance

Consistency was only an issue when evaluating three or more
elements through pairwise comparisons. On average, participants
were prompted to retry on 48% of such instances (stdev=20%).
On average, the maximum number of times they had to retry in a
single instance was 4.8 (stdev=3.2, min=1, max=14).

When the participants were prompted to retry at least once, they
skipped without achieving the suggested consistency threshold on
average 38% of the time (stdev=39%). Out of the 31 total
participants, 11 retried until they achieved consistency (0% skip),
whereas 5 chose to skip 100% of the time either after some retrials
or none. The rest skipped occasionally with skip rates ranging
from 8% to 86%. The skipping consistency values were on
average 0.22 (stdev=0.13, max=0.65). The participants who
skipped 100% of the time had an average age of 49, whereas the
participants who tried until they reached consistency were
younger (average age: 29). Experience with workload metrics
were similar across the two groups (t(14)=0.27, p=.8).

5.6 Open-ended Comments on Metric
Selection Methods

The majority of the positive AHP comments were in regards to the
pairwise comparisons (n=12 or 40% of participants). Thirteen
percent of the participants indicated that AHP made them think
longer and in more detail (n=4). Twenty three percent liked
consistency checks (n=7), whereas 16% (n=5) identified them to
be frustrating. Thus, the views on consistency checks were split.
Thirty percent thought that AHP was too complicated (n=11), and
16% identified it as being time consuming (n=5).

The positive aspects of RIM cited commonly were ease of use
(n=10 or 32% of participants), ease of visualizing responses (n=9
or 29% of participants), speed (n=8 or 26% of participants), and
being simple (n=5 or 16% of participants). The total number of
negative responses for RIM (n=11) was fewer than the total
number of negative responses for AHP (n=32). A few participants
indicated that they did not think critically at times (n=3 or 10% of
participants). The 10-point rating scale was deemed hard by a few
participants (n=3 or 10% of participants).

6. DISCUSSION

This paper presents an approach for helping experimenters select
an efficient set of metrics for evaluating unmanned vehicle
supervisory control. The metric evaluation criteria and the
relevant cost-benefit parameters presented are guidelines only. It
should be noted that there is not a single set of metrics that are the
most efficient across all applications. Research-specific aspects
such as available resources and the questions of interest will
ultimately determine the relative metric quality.

Two different methods to develop principled subjective weights
were identified and evaluated through an experiment with human
factors practitioners: AHP and RIM. Overall, the participants
rated RIM to be more useful, easier to understand, and worth their
time. AHP took a significantly longer time, and some participants
considered it to be time consuming. In order to keep the
experiments short, participants were asked to evaluate only three
workload metrics. In reality, researchers not only have to choose
from a large number of metrics but they also ideally have to
choose from a large number of constructs (e.g., performance,
workload, etc.). Because AHP requires pairwise comparisons
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between all potential metrics, each additional potential metric
would drastically increase the time required to perform AHP.
Thus, the appropriateness of AHP selecting from a large set of
potential metrics is questionable.

Another AHP problem revealed from the experiment is user
frustration and/or lack of conformance to consistency checks. All
participants ran into consistency issues where they could not meet
the consistency threshold suggested by the AHP inventor [28].
Some participants skipped achieving consistency 100% of the
time, whereas some retried until they achieved the threshold. The
participants who tried to achieve the threshold indicated that at
times they forgot about what they were evaluating, and instead
focused on tweaking their responses to obtain a value less than
0.1. In addition, some participants indicated that pairwise
comparisons made them lose the big picture. These issues are
potential concerns with any method that utilizes pairwise
comparisons for assessing subjective responses (e.g., NASA
TLX).

When it came to the metrics selected, the majority of participants’
initial metric selections matched the solutions proposed by AHP
and/or RIM. Thus, no substantial benefits were observed for either
of the methods. Even if these methods use mathematical formulas
to obtain cost benefit functions, they are inherently subjective as
users provide most of the information that goes in the cost benefit
functions. Therefore, if the user inputs incorrect information,
either by a slip or a mistake, the methods may provide flawed
results. For example, participants were asked to indicate the
effects of additional metrics on the overall type | error. Responses
from 37% erroneously suggested that type | error decreases with
additional metrics analyzed. Combined with the weight of
importance for type | error, this erroneous information was
included in AHP and RIM calculations. But because type | error
was only one criterion among many and its weight of importance
was not very high, the final solutions of AHP and RIM were not
drastically influenced by the incorrect inputs.

While using AHP and RIM, participants referred back to the
criteria  several times as observed by the experimenter.
Approaches like AHP and RIM have the potential to help
researchers select metrics by considering many attributes that they
may not consider otherwise. Thus, it is essential to provide better
information to researchers in terms of how they could view the
costs and benefits of a specific metric, before providing them with
a mathematical tool that predicts what the best set of metrics
would be.

Although this experiment revealed several interesting results, it
only focused on selecting from a few workload metrics. Time to
complete AHP was reasonable, but RIM was much faster to use.
Thus, for evaluating a larger set of metrics and more metrics of
different types, RIM appears to be more appropriate. However,
the acceptance and effectiveness of RIM for evaluating a larger set
of metrics is currently unclear and should be investigated in the
future. Moreover, the underlying methodology for RIM should be
modified in order to support metric selection when evaluating
metrics from multiple classes. For example, a penalty can be
introduced to avoid selecting metrics from the same class rather
than selecting metrics from different classes. Determining such
modifications in the RIM methodology is another point for future
research.
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ABSTRACT

In the development of the Performance Measures Framework for
Unmanned Systems (PerMFUS), we have established a
multiple-axis performance metrics model for the unmanned
systems (UMS). This model characterizes the UMS
performance requirements by the missions that are to be carried
out, the environments in which the missions are to be performed,
and the characteristics of the UMS itself. In other words, we
focus on the concept of contextual metrics and emphasize that
performance evaluation and performance specification is based
on context.

Categories and Subject Descriptors

J.2 [physical sciences and engineering] unmanned systems
performance

General Terms
Measurement,  Performance,
Standardization, Verification

Design, Human Factors,

Keywords
ALFUS, autonomy, collaboration, communication, contextual
autonomy, contextual metrics, energy, environment, goal,

human-system interaction, HSI, measure, metrics, mission,
mobility, perception, power, robot, performance, sensing, task,
terminology, test, unmanned system, UMS

1. INTRODUCTION

The Performance Measures Framework for Unmanned Systems
(PerMFUS) concept has been described in earlier documents
[1][2]. It aims at providing a general framework that establishes
sets of metrics, describes an approach, and provides a set of
guidelines to facilitate UMS performance measurement.
PerMFUS describes how one can organize and analyze the
requirements, establish the metrics sets by both instantiating
from the established generic metrics and generating additional
program-specific metrics, and devise methods to test and
evaluate the UMS. The following features of PerMFUS are
described in the earlier publications:
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1. A three-axis model (see Figure 1). The concept stems
from the Autonomy Levels for Unmanned Systems
(ALFUS) Framework [3]. Autonomy can be
considered an aspect of the UMS performance.

2. A set of performance areas to be focused on in

PerMFUS, namely, mobility/navigation,
sensing/perception, energy/power, communication,
human-system interaction, end-effector,

collaboration/coordination, and payload.

3. A systematic approach on how the UMS’s hardware
and software characteristics contribute to the UMS
performance.

4. An initial set of generic environmental characteristics
and an initial set of generic metrics.

Figure 1: PerMFUS Main Aspects

We continued developing the fundamental features regarding the
performance measures of UMSs. In this report, we focus on the
concept of contextual metrics. In other words, we maintain that
metrics must be associated with certain UMS contexts. For
example, speed is a UMS metric, which can be used under
different environmental contexts:

= Autonomous speed, teleoperation speed

=  Flat/paved surface speed, wet surface speed, speed for

climbing a 15-degree hill

We start with describing a set of generic metrics and impose it
with various types of contexts.



2. GENERIC VERSUS SPECIFIC
METRICS

A metric is defined as:
An identified characteristic used to measure a
particular attribute of a subject, such as how a
defined goal fits a user’s needs and whether the
system generates required results; a metric can be
subjective or objective [4].

We examine the concept of a set of core generic metrics that can
be instantiated and applied to different types of task or mission
goals. They should also be applicable to most, if not all of the
performance areas that PerMFUS describes. The set of metrics

includes:

1.

Completeness or effectiveness: Is the mission or task
goal achieved or to what extent is it accomplished?

Accuracy: How close is the mission or task result to
the desired or commanded goal state from the
perspectives of time, space, and logic; is the result
within the desired or commanded tolerance?

Efficiency: How much time and/or resources are
consumed during the execution of the mission or task?

Reliability: What percentage of multiple mission/task
executions results in accomplishment of the goals?

Safety, integrity, and security: Does the system
perform mission/task without the subject being
damaged, disrupted, or anyway modified or disclosed
un-intentionally?

Autonomy: Is the system able to accomplish mission
or task goal with minimal human intervention?

These metrics need to be associated with the applicable context

to be meaningful.

Without the proper context, the UMS’s

performance data can be either ambiguous or subjected to
different interpretations. For example:

The metric “accuracy” can be applied to mobility and
to a temperature sensor, which must be clarified.

An UMS’s specified communication range might be
achievable in a line-of-sight situation but not
achievable in a non-line-of-sight situation. Therefore,
the context of application environment must be stated.

The following sections describe how this common set of generic
metrics may apply, at a high level of abstraction, to many types
of performance concerns. These generic metrics should be able
to be superimposed onto the specific performance metrics for
each of the performance areas. They include:

Navigation/mobility (for unmanned ground vehicles,
UGV):

o Traversing: speed, acceleration, turning
radius, brake distance

0 Towing: load size, method
0 Obstacle negotiation: types, severity

0 Stealthiness: signatures of sounds, exhausts,
smoke/dusts
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e  Sensing/perception:
0 Object detection, recognition, location
o0 Situation awareness
o Mapping
e  Communication:
0 Range, signal strength
0 Line-of-sight (LOS) versus non light-of-
sight (NLOS)
e  Energy/power
0 Rates, peak power,
0 Sustained load
0 Endurance
O Restoration time
e  Human-System Interaction (HSI)
o Controllability
0 Resolutions, update rates of displays

0 Pertaining to Human
Supervisor/Operator/Partner

= Situational Awareness
= Workload
= Neglect Tolerance
e  End-effector
o Dexterity, load capacity of manipulator
e  Collaboration
o Information sharing
0  Synchronization

3. MISSION/TASK GOAL-DRIVEN
METRICS

Metrics can cover a wide spectrum of issues.
However, the focus of the current version of
PerMFUS would be on goal accomplishment, as one
of the three axes of the PerMFUS model indicates,
also highlighted in [2]. An UMS performs missions or
tasks. Metrics are required to measure whether and
how the mission/task goals are accomplished. The
performance of the UMS depends on how the goal is
stated. For a navigation or mobility task, the goal can
be stated as:

Goto (X, Y)

Goto(x,y)attimeT

Goto (x, y) after time T

Go to (X, y) as soon as possible

Go to (X, y) within (xx, yy) tolerances
Go to (X, y) by taking the safest route
Go to (X, y) by taking the shortest route
Go to (X, y) stealthily

Go to the nearest covered area

Whether the task goals are completed is measured with different
metrics. A quick review finds that the generic metrics can be

applied to all these goals.



4. INSTANTIATION TO PERFORMANCE
AREAS

Note that the payload performance area is omitted because it can
cover too many types of issues.

Performance metrics are required for the various performance
areas that PerMFUS identified. Table 1 explores how the
generic metrics can be applied.

Table 1: Generic Metrics for Performance Areas

Sensing/ Energy/ End- Collaborati
Mobility Perception Comms Power Effector HSI on

Completeness Or | Y/N or %: Y/N or %: Y/N or %: Y/N or %: Y/N or %: Y/N or %: YIN or %:

Effectiveness reached detected transmitted delivered reached displayed on common
location; objects; message; capacity or location; info; tasks;
covered area | covered area | covered area | peak load,; placed enabled

objects control
Accuracy spatial; from from delivered location; info on common
temporal, detection syntactic rated/peak/ geometric; accuracy; tasks;
through through sustained temporal; control
recognition; | semantic energy/ load; accuracy
mapped power (vs.
covered area resolution,
over/under
shoots)

Efficiency shorter savings in savings in savings in savings in amount of savings in
routes; less time, time, energy use, time, displaysand | time,
obstacles; energy, wear | energy, wear | wear and energy, wear | devices energy, wear
savings in and tear, and tear, tear and tear, required; and tear,
time, other other other savings in other
energy, wear | resources resources resources time, resources
and tear, energy, wear
other and tear,
resources other

resources

Reliability % of trials % of trials % of trials % of trials % of trials % of trials % of trials
when goal when goal when goal when goal when goal when goal when goal
completed completed completed completed completed completed completed

Safety/ Integrity/ | goal goal info acquired goal goal goal

Security/ accompl- accompl- integrity sufficient accompl- accompl- accompl-
ished ished energy for ished ished ished
without without tasks without without without
damage or damage or system or human or damage or
being being object system being
detected detected damage or damage or detected

being being
detected detected

Autonomy goal sensed or communic- energy/ goal task goal
accompl- perceived ated with % | power accompl- executed accompl-
ished with with % HSI HSI delivered ished with requires % ished with
% HSI with % HSI | % HSI human % HSI

intervention

5. AUTONOMY CONTEXT—MOBILITY
PERFORMANCE AREA

Humans have been dealing with various aspects of vehicle
performance issues. As such, PerMFUS is set to focus on the
unique aspect of the vehicle performance, the “unmannedness.”
In other words, PerMFUS focuses on a system’s performance in
the context of autonomy. Meanwhile, it can leverage existing
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test and evaluation technology that is developed for manned
vehicles which do not involve autonomy. For example, there are
methods to test and evaluate a vehicle’s speed. PerMFUS
should focus on only a robot’s speed when it is driven without
human drivers onboard.

Table 2 should apply to the navigation/mobility performance
area.



Table 2: Autonomy Context for Mobility Performance Areas

Navigation/Mobility Metrics

speed [acceleration| distance | radium

Obstacle
Traversal Tow Negotiation Stealthiness
sustained braking | steering positive | negative| noise

load type| tow method| obstacle | obstacle | level |concealment

Remote Control

% Teleoperation
3
|
E Human-Directed
e Human-Robot
S Shared
>
<
Robot-Directed
Fully Auton-
omous

Similar tables can be drawn for other performance areas.

6. ENVIRONMENTAL CONTEXT—
MOBILITY PERFORMANCE AREA

The environmental characteristics affect UMSs’ performance.
Therefore, they should be a part the context of the performance

metrics.  Table 3 correlates the mobility metrics to the
environmental concerns.

As further exploration, in the environmental classification of
positive obstacles for ground UMSs, the following, Table 4 can
apply. It illustrates how obstacles can be classified in terms of
features such as dimensionality, orientation, complexity, and
geometry.

Table 3: Environmental Contexts

navigation/mobility metrics

traversal

obstacle
tow negotiation stealthiness

sustained brk | str*
environmental context | speed acc* | dst* | rad*

load | tow postv* | neg
type | method | obs obs | qut* | concl*

wind

aerial lightness

rain

terrain

wind

ground
lightness

rain

sea state

maritime lightness

turbidity

Key: acc: acceleration; brk: concl: concealment; brake; dst: distance; neg: negative; postv: positive; qut: quietness;
rad: radius; str: steering
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Table 4: Ground Mobility Positive Obstacle Architecture

7. TOWARD FULL CONTEXT

Besides autonomy and environment, the full context of UMS
performance must involve even richer factor descriptions that
include missions, tasks, and levels of abstraction. A metric can
have different meanings when applied to different levels of

abstraction.

A laser range sensor can be used to measure a

distance at a low level, the same data be used for object
recognition at a higher level of abstraction. The issues include:

Navigation and mobility: A UMS can be commanded
in terms of a single explicit position (in some
coordinate frame) or sent to an area of concern.
Semantic language may be used to describe an area,
such as “the other side of this building.”

Sensing and perception: This can range from the pixel
level coming out of a sensor up to one through six
degrees of freedom; More sophistication can range
from detection of entities through object classification;
recognition of specific instances of objects (“it’s a
truck” versus “it’s a vehicle”) [5].

Communications: The amount of information
transmitted can range from a single data point to
composite information.  The ability to intelligently
plan a communications strategy (e.g., collaborate with
other UMSs to form an ad hoc network, save
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8.

transmissions until out of the tunnel) contributes to the
level of autonomy.

Energy/Power: Management of resource consumption
can range from simply reporting current levels to the
ability to plan resupplying its own energy or for a
team of UMSs.

End Effector: The manipulation abilities can range
from grasping an object to being able to sense and
having enough degrees of freedom to allow dexterous
assembly of a composite component or handling of
delicate, pliable objects.

Human-Systems Interaction: The level of discourse
can range from communicating based on reporting raw
data, or from a limited, fixed vocabulary through
semantic information. Further up the scale is an
UMS’s ability to answer questions or formulate
specific requests from a human at higher levels of
abstraction.

Collaboration:  This can range from simple
coordination of mobility to coordinated mission
planning and execution among a team of UMSs.

CROSS-EFFECTS OF PERFORMANCE
AREAS AND UMS SUBSYSTEMS

The ways in which various subsystems might have cross-effects
on the areas of performance is an area of study. For example,



the mobility subsystem can enhance or impede the coverage
areas of sensing and perception as well as the communication.

The reverse is true in that the sensing coverage area can affect

the mobility and navigation. Further, the degrees of the cross-

Table 5: Subsystem Cross-effects on Performance Areas

Table 5 is devised for describing these effects:

effects might vary among the various autonomy levels or
autonomy modes, making these complex issues.

Subsystem Effects On Performance Areas
Performance Areas
Mobl_llty_and Communications Sensing _and Energy/ HSI End Collaboration| Payload
Navigation Perception Power Effector
- . situation
Mop'l'ty and traversing for awareness reagzh, facilitate facilitate
Navigation coverage stability
coverage
Communications| traverse areas n/a endu. | res., usa. cmd and cmd and cntrl cmd and
cntrl cntrl
situation
Sensing and awareness cmd and cmd and
. . n/a endu. | res., usa. cmd and cntrl
Perception coverage; area cntrl cntrl
reach ability
£
[¢5)
—
2,
4 Energy/ Power trave_rse areas |- . omms avail. sensmg/_ percp avail. avail. avail. avail.
2 vehicle cntrl avail.
%)
>
D
cntrllability
(C2) for RC cmd and cmd and
HSI and teleop n/a cmd and cntrl | endu. cmd and cntrl
. cntrl cntrl
cmding for
autonomous
End Effector n/a n/a . enhance/ endu. n/a cmd and cntrl cmd and
impede sensors cntrl
enhance/ enhance/
Payload n/a n/a . endu. n/a impede |cmd and cntrl
impede sensors
reach
Key: cmd: command percp: perception

n/a:not applicable cntrl: control avail: availability

res: resolution subsys: subsystem

endu: endurance usa: usability
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save time & costs

sell more products

first delivery correct

easy adoption

best product
on market

context

based,
| standard
metrics

save time & costs

innovations

reduce litigation

Figure 2: Benefits of Contextual Metrics

9. MULTIPLE ADAPTIVE LIFECYCLES
Besides the testing and evaluation purposes, contextual metrics
provide additional benefits to the communication between the
users of the UMS and the vendors. These benefits can be
illustrated with Figure 2. When the UMS is clearly specified
with context and evaluated, the vendors will get clear and
unambiguous requirements, they will have a better chance of
deliver the UMS right on the first production (thus reducing the
costs), the users will have a better chance of acquiring the best-
suited UMS on the market as the performance specification is
clear to the requirements, and the vendors will have clear
technological objectives to provide innovative solutions on their
UMS products.

For the relatively new industry of UMS, technologies are
evolving and advancing quickly. Some parts of the market
lifecycles might exhibit unique features. As users are exploring
wider application of the robots, the requirements might evolve
as opposed to being established and essentially fixed for the later
acceptance testing purposes. In this situation, the following
multiple adaptive lifecycles occur:

e  The users will be able to evolve and explore advanced
requirements to help their operations due to their
continuing familiarity with the UMS tools.

e The vendors will be able to devise innovative UMS
technology to address the complex requirements.

e  The testing and evaluation developers will be able to
evolve and enhance the test methods, including the
metrics, measures, apparatuses, and procedures, to
better address the requirements.

e  The users will become more proficient in operating the
UMS tools, thus enhancing their mission capabilities.

These lifecycles all iterate with and leverage against each other
while advance along their own trajectories.
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10. SUMMARY

We described the concept of contextual metrics. Metrics must
be associated with proper context to be meaningful. There are
many types and layers of contexts that can be associated with
metrics. This paper provides a subset. Further development is
planned.
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ABSTRACT

Standardized methods and metrics for evaluating progress
of research is important in every field of science. Compu-
tational modeling of visual attention is an important area
of research that aims towards machine vision according to
the role model of nature. Standards for quantitative eval-
uation of research achievements in this field are still miss-
ing. This paper proposes some measurement methods and
metrics that can be used as conventions for evaluation of
artificial attention models. The proposed methodology also
takes into account the needs of assessing attention under dif-
ferent visual behaviors and considers performance against
increasing levels of visual complexity. The measurement
methods for the quantities used in the evaluation metrics
are designed to make autonomous machine-based evalua-
tion feasible. Creating traces of performance by different
attention models using the proposed metrics can provide an
objective analysis of the state of the art in this field.

Keywords
Artificial visual attention, computational model evaluation,
performance measures.

1. INTRODUCTION

Metrics and measurement methods for quantitative evalua-
tion of developments in an area of knowledge are extremely
important for scientific progress in that field. Claims of im-
proved solutions for research problems can only be verified
when impartial benchmarks are available and techniques are
defined to measure the performance on standardized scales.
Visual attention enjoys a key position in natural vision that
contributes in selection of relevant and important objects
for living beings possessing developed vision systems. This
selection process not only confines computationally heavy
processes to the attended objects but also helps in robust
learning and recognition through vision [22]. Achieving such
capability in artificial vision systems can lead to a signifi-
cant advancement in machine autonomy and intelligence.
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Many models of artificial visual attention have been devel-
oped during the last couple of decades with the objective
to select relevant and important scene portions as done by
human vision but a standardized methodology for evaluat-
ing output of computational models does not exist so far.
This paper addresses the said problem by analyzing the re-
quirements for reaching standardization in visual attention
evaluation and proposes some formal procedures and met-
rics for quantitative assessment of artificial attention. A
proposal is also made to regulate the process of data extrac-
tion from attention fixations and arranging these quantities
into structures in order to facilitate objective comparison of
artificial attention with the benchmark data obtained from
human attention.

Visual attention has a complex and multi facet nature hence
attention models can be evaluated under many contexts.
The first step is to define the visual behavior under which
attention is to be performed and evaluated. For example,
evaluation of an attentive visual search needs different cri-
teria as compared to those for visual attention under free
viewing. Secondly, under each behavior there can be multi-
ple aspects that could be evaluated. In some applications a
system may be required to select some (or all) of the salient
locations in an arbitrary order and unrestricted number of
attention fixations. On the other hand the number of al-
lowed fixations and their sequence may be of critical impor-
tance in some applications, such as autonomous car driving.
The proposal in this paper suggests to explicitly consider the
context of visual behaviors in the evaluation schemes. It is
also important to measure the capability of computational
models to handle different levels of visual complexity. The
natural vision remains largely consistent on increasing noise
in visibility. Artificial attention models can be graded based
upon the complexity level they can handle. The method
proposed in this paper investigates this aspect also.

In the existing literature on visual attention modeling some
methods can be found that evaluate results of artificial at-
tention for individual cases. A brief survey of these tech-
niques is given in section 2. The survey clearly indicates
that there is a need of formalizing the methodology for rep-
resentation of benchmark data from human visual attention
and results of computational models. Also, design of conven-
tions for comparing model output with human output are re-
quired. Furthermore, standardized metrics for performance
measurement are also missing in this area of science. Sec-
tion 3 provides a critical analysis of the available techniques



and section 4 presents the proposed recommendations and
techniques for quantitative evaluation of attention models.
In order to demonstrate the utility of the proposed method-
ology, a sample evaluation is provided in section 5 using an
example attention model.

2. A SURVEY OF EXISTING METHODS

The model of artificial visual attention proposed in [12] de-
tects bottom-up saliency. Salient locations marked by hu-
man subjects in some images are taken as benchmark tar-
gets. Experiments for quantitative evaluation are reported
for one target per image. The metric used for measuring
the model’s output is the number of fixations before attend-
ing a target with respect to increasing amount of artificial
noise introduced in the input. Acceptability of correctness
of fixations is decided by human observers.

The scheme given in [21] makes a comparison of ROI clus-
ters. The two compared sets of ROIs are clustered using
a distance measure derived from a k-means pre-evaluation.
Any two ROIs closer than a certain distance are considered
as coincident. The value of similarity metric, representing
coincident ROIs in the two sets, is obtained through a string-
processing procedure. Each ROI from the ground truth is
labeled with a separate letter and these letters are concate-
nated in the order of appearance of the ROIs to form a
ground-truth-string. A similar string is created for the out-
put of the attention model. All the coincident ROIs are
labeled with the same alphabetic character. The cost of
transforming the model-string into the ground-truth-string
is taken as the similarity measure.

The work in [13] proposes to compare the sequence of ROIs
identified by an attentional algorithm to those foveated by
human observers using two methods of temporal analysis,
namely, head-based and time-based. Head-based analysis is
used to evaluate sequences in still images where the head
remains at a fixed location in space but can rotate to look
at a ROIL. The scanpath generated from the analysis of head
movements is compared with the scanpath followed by the
given model using the string editing technique proposed in
[21]. In the time-based analysis human fixations and ROIs
from the model are compared over frames collected every
100 ms. To allow comparison between ROIs from the model
and human fixations in both approaches, human fixations
are identified via velocity based analysis of eye movements
over the same input given to the attentional model.

The method discussed in [6] extends the technique of [21]
by arguing that the said method has a limitation of defining
two regions of interest with equal importance as one ROI has
to be always preferred over another in order to set up the
ground truth and its labeling order. The proposed hybrid
approach claims to be able to handle situations of order
uncertainties in ROIs. They assign numbers to the ROIs
according to the relative order and store the strings in a
matrix. These operations are repeated and average of the
iterations is obtained in a resultant matrix. Such matrices
are created for ground-truth and the test case. Magnitude
of the normalized cross-correlation of the two matrices gives
the measure of similarity between the sets of ROIs.

The evaluation scheme presented in [7] proposes that a sys-

30

tem should be able to attend the same locations in a scene,
whether or not the scene has been translated, rotated, re-
flected or scaled. They quantify the performance of an at-
tention system through two measures. The first looks for
gross error rate (GER), that records the percentage of fixa-
tions in the test image that are not within a threshold radius
of any fixation in the transformed image, once the geometric
transformation is compensated for. The second measure is
a form of the Hausdorf distance metric that measures posi-
tional noise. Robustness against noise is also evaluated in
[10] using gross error rate and mean drift. The GER is com-
puted in the same way as [7] whereas they define mean drift
as the mean of distances between corresponding fixations on
original image and its noisy version. The assessment scheme
in [2] has used percentage of erroneous fixations with re-
spect to the total number of target elements as a measure of
performance and percentage of erroneous fixations against
quantity of distortion, produced by different compression
rates, as a measure of robustness.

For the evaluation scheme used in [19] benchmark data was
collected by recording scanpaths of human subjects on given
scenes under free-viewing behavior. The normalized saliency
values produced by the computational model were extracted
at fixation locations along a subject’s scan path and the
mean of these values, named as normalized scan path salience
(NSS), was taken as a measure of the correspondence be-
tween the salience map and the scan path. NSS values
greater than zero suggest a greater correspondence, a zero
indicates no correspondence, and negative values indicate an
anti-correspondence between human scanpath and model-
predicted salient points. Human eye fixations recorded by
an eye-tracker are converted into a saliency map in [18] and a
correlation coefficient is computed between the human maps
and the output of artificial model. The model of [14] has
used linear correlation coefficient to compare saliency maps.
The method proposed in [11] names its metric as score-s.
This score is higher if the fixated locations along a scanpath
have higher saliency as compared to rest of the input.

The evaluation criteria proposed in [1] gets the salient ob-
jects marked by human subjects and then counts the number
of fixations taken by the model to cover all of them. They
compare the model’s performance on the basis of false fix-
ations before focusing on the first required object, before
covering 50%, 75%, and 100% of the target locations. A
method to evaluate saliency maps by comparing them to a
benchmark map is proposed in [3]. A bi-directional compar-
ison is done on the salient areas of the source map with the
corresponding areas of the target map. The model in [15]
measures the selectivity performance of top-down attention
by counting the number of FOA hits and misses on traffic-
relevant items like signal-boards and cars in video streams.
The evaluation is feedback oriented as human viewers have
to decide if the model has fixated on a correct location or
not. A fixation is counted as a hit if at least half of the
target object is within the FOA.

The evaluation method for top-down attention in [9] mea-
sures performance of the search system using two metrics,
namely, the average number of fixations per search and the
average search time in seconds. Less number of fixations
before reaching the target is considered as indication of suc-



cess. Shorter search time of course comes as a byproduct.
The search model in [8] also uses the criteria of hit number
to reach the target for evaluation of top-down search per-
formance. They also use a metric of detection rate in which
they observe that whether the target was fixated within the
first 10 FOAs. The model presented in [16] performs evalu-
ation of the top-down attention by measuring the reaction
time versus the number of items in a display. They also use
number of attentional shifts before detection of target as a
metric.

3. CRITICAL ANALYSIS

The best benchmark for measuring performance of compu-
tational attention models is the data of human response.
Fixations of attention, in terms of locations as well as se-
quence, largely depend upon the task given to the vision
system. The classical psycho-physical experiments reported
in [23] clearly support this concept. Therefore it is impor-
tant to have a clear classification of the benchmark as well
as the evaluated data according to the known attentional
behaviors, such as search and free-viewing. The first step
towards this direction is to acquire behavior dependent re-
sponse from human subjects on a selected set of visual input.
It is also recommendable to arrange the input data in con-
text of complexity based upon some defined criteria such as
number of attention candidates, magnitude of noise, and ap-
plied transformations. There are two usual ways to obtain
human response to saliency. In the first method subjects
are asked to mark the salient regions by hand and assign
them numbers according to the order of saliency. The other
method is to show the test visual input to the subjects on a
display device and record the fixations using an eye-tracking
equipment. The later method has the advantage of sponta-
neousness and accuracy.

There are some evaluation criteria of attention models on
which the existing literature commonly agrees. Ability of
a model to fixate on the human attention scanpath, prefer-
ably in the same sequence, is counted in good performance
of a given computational model. While capability to cover
all salient locations in a scene is a measure of efficiency; fix-
ations falling on non-salient locations are counted as errors
that should cause decline in the performance measure. Ro-
bustness against noise and transformations in visual input
is also among the measures applied by contemporary litera-
ture to evaluate performance quality of artificial attention.
The basic concept though remains to compare the results of
attention obtained on input having varying levels of com-
plexity with the benchmark results. In order to automate
the evaluation process with minimum involvement of human
intervention, methodologies are needed that allow machine-
based comparison of model results with the available human
benchmark.

On the other hand, the evaluation measures used so far are
not generalizable because of unavailability of standardized
benchmark data, unclear definition of evaluation conditions,
and lack of standards for representation of attention data.
Conventions are needed for representation of the fixation
data before results of attention from humans and computa-
tional models could be quantitatively compared with each
other under standardized metrics. An unbiased performance
comparison necessarily needs a standardized shape and size
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for representing human as well as machine-computed focus
of attention (FOA). Also, a formal definition is needed for
a successful match between corresponding foci of attention
from the different sources under comparison.

4. PROPOSED METHODOLOGY

Previous efforts by the authors on methods and metrics for
evaluation of attention models [4, 5] resulted in a taxonomy
of existing techniques for this purpose and development of
some competence tests and validation tests. The work up
to that level required intensive involvement of human judge-
ment in extracting measurements from attention data. This
could lead to bias based upon personal differences. Here
the evaluation metrics are refined and proposals are made
to standardize the measurement extraction process.

Keeping in view the requirement analysis in section 3 the
evaluation process for computational attention models needs
standardization at three steps. Firstly, the data represen-
tation of human attention and the results of computational
models have to be made consistent with each other. Sec-
ondly, the measurement methods to extract comparable val-
ues from the attention data have to be devised. Thirdly,
performance metrics need to be designed that cover most of
the known aspects for performance evaluation of visual at-
tention. The proposed methodology is an effort to address
all of these issues. Figure 1 provides a visualization of the
conceptual infrastructure of the proposed methodology. The
top part of figure 1 represents the proposal of organizing the
attention data (benchmark as well as test data) according
to different visual behaviors of attention (e.g. free-viewing
and search etc.). For each visual behavior the data can also
be categorized into defined levels of scene complexity. At-
tention response from different human subjects has to be
combined into a single unified set using the standards for
data representation. The middle part of figure 1 reflects
the part of the proposal related to extraction of comparable
quantities from results of computational models and from
unified human benchmark using a regulated measurement
methodology. The bottom portion of figure 1 represents the
role of standardized metrics based upon the said measure-
ment process leading to objective performance evaluation of
attention models. Following subsections explain the propos-
als at each of these steps.

4.1 FOA data representation

As a convention for the shape representation of focus of at-
tention we recommend to use a circle due to its similarity
with the circular shape of the human retina as well as the
fovea area. The size of this circle may also be standardized
according to the proportion of the parafovea area, that con-
tains the highest density of photoreceptors, to the size of
retina as reported in human anatomy. Since the horizontal
diameter of the parafovea is 2.5 mm as compared to the 42
mm diameter of the retina [17][20] we propose to use a cir-
cle having a diameter of Wlsw to represent the FOA in an
input image of width w. Therefore, radius of the attention
fixation circle r* may be standardized to 0.03w.

4.2 Data categorization
The input for attention evaluation may be categorized ac-
cording to the complexity criteria 7, for example number
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Figure 1: Visualization of conceptual infrastructure
of the proposed methodology for evaluation of arti-
ficial visual attention models.

of attention candidates, noise, or transformations. Each
complexity may be available with different levels [ such as
increasing number of salient objects, growing intensity of
noise, or magnitude of transformation. The attention sys-
tem, human or artificial, may perform fixations on the in-
put while working under different visual behaviors 8. Three
types of data sets are involved for each visual input for the
evaluation process. The first is the output of human at-
tention obtained from nmy human subjects. These results
sets need to be stored individually. Secondly, a structure is
needed to record the combination of these sets into a single
set, H, representing the human response. The third type
of dataset, M, is required to store the results of artificial
attention models. Structure of these datasets may differ
when performing evaluation under different aspects. For
evaluation of fixation locations we propose to use three sets
Ef (B, 1), FE(8,1}), and FM(B,1)) for individual sub-
jects, combined human response, and model response re-
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spectively. These set should have the following format:

F}f{(ﬁ’fﬂ) = {Ll(szLvaZ)v'"7th(L17Ly7LZ)}
1<h<ng (1)

FEB ) = FE@ I YRNB L)V (h£R) (2)

FM(B,1)) = {Li(La,Ly,L.),..., Ly, (Ls, Ly, L:)} (3)

Where Ly (L, Ly, L.) symbolizes the locations of attention
fixations with their Cartesian coordinates. The component
L. may be ignored when dealing with attention in 2D scenes.
In equation 2 a set Fj1 possessing the largest f, is taken as
reference Fif before creating the combined human response
data. This reference is needed to avoid chaining of neighbor-
ing FOA locations due to tolerating a distance of 7 while
applying the union operation, i.e., two locations L, € F,fl
and L, € Fi¥ are considered as same when L,L, < 7.

For sequence sensitive analysis the data sets will have the
provision to store the sequence number O with every fixa-
tion. Hence the three datasets will have the following struc-
ture:

Fh 0(571?) = {(Ll(LI7Ly7LZ)701)7"'7
(th(szLvaZ)vofh)} 1<h<nyg (4)

F3,17) = By (8, 1) U B (8.17) Yh (h # 1) (5)
FJWO(/BaIl’Y) = {(Ll(szLy’Lz)vol)w":
(Lfm(LIvLvaz)vOfm)} (6)

It is very likely to obtain varying sequence numbers in order
of attention fixations by different subjects in F; ,f{ °. Since
the sequence followed by one human observer cannot be
preferred over another hence a feasible solution is to keep
the sequence numbers of all human subjects in record. The
evaluation method presented in [6] has also argued in fa-
vor of this concept. For this purpose the union operation
in equation 5 considers two elements (L,,0,) € F;'* and
(Lg,04) € Ff* as same when L,L, < 7* and O, = O,.
It is therefore possible to have multiple entries of the same
location with different sequence numbers in Ffo. A fixation
by a computational model on one of these locations will be
considered valid in terms of sequence number if it matches
with any of the stored numbers.

4.3 Comparison Measurements

The first measurable quantity in the benchmark data is the
number of salient locations N in a given input I that can
be extracted using cardinality of F (3, I}), hence

N =[F7(8,17)] (7)

In order to evaluate the artificial models their output may
be recorded at two points. First is at completion of N at-
tempts and second at the point when the model picks all
of the salient locations in the input, denoted by N,. For
some cases it may be possible to get N, = N but usually
Ny > N; for complex scenes with the current state-of-the-art
of attention models. Sometimes it is possible that a model
cannot cover the N salient locations at all hence an upper
limit N; has to be imposed on the allowed attempts accord-
ing to the needs of the application, for which attention is



being evaluated, in order to complete the evaluation within
finite number of attempts. Hence, when a model could not
detect all the salient locations within N; attempts then the
attention model is stopped at Ny and N, = N; is recorded.
Having the set of fixations FA’ (B,1;) by a computational
model in the first N, attempts, the set of matching fixa-
tions with the human benchmark within Ny attempts will
be obtained by

O (B, 17) = Fn, (B, 17) [\ F(8,1]) (8)

The intersection operator works with the condition that two
elements L, € F f\\;{ and L, € F¥ are considered as same
when L,L, < *. The set of fixations in N, attempts by a
model will be collected into FN' (3,1]) and the set of valid
fixations will be extracted using an intersection operation
similar to that introduced in equation 8 as follows:

O (B, 1) = Fry (B, 1)) () F™ (8, 1)) 9)

For location based evaluation we define two measurements
Ng and Ny that count the number of correctly detected
salient locations in N attempts and the number of salient
locations found in N, attempts respectively. These quanti-
ties can be measured as

Na = |CA.|
Ny = [CX, |

(10)
(11)

For a sequence sensitive assessment of attention the sets

of corresponding fixations between human benchmark and

model output for Ny and N, attempts will be collected as
CN Sn (ﬁ ’ I l’y ) =

{F]le e F" | L(F{"*)L(F]) <"

(
and A(Og, Oj) = Apin, 1 < j < N,¥12)
ONe(8, 1)) = {FlT> € ™o | L(FIo)L(FM2) < o™
and A(Oq,O ) Aminy 1 SJ S Nallg)
where A(.,.) computes the absolute difference between the

given numbers and

Apin = min (A(Oq, 0;)Vj s. t. L(FI)L(FM*) < rA)

4.4 Performance Metrics

Output of computational attention models may be evalu-
ated in terms of three metrics, namely, detection efficiency
e?, detection capability ¢, and sequence proximity ¥°. ¢
measures the ability of a system to fixate on all salient lo-
cations in minimum number (N;) of attempts. Having N,
salient locations in a given input ? is computed as

d_ Na

€—N5

(14)

Obviously 0 < € < 1. The metric ¢ allows the system
to run for V; attempts in order to provide an opportunity
to fixate on all N salient locations in the given scene. The
number of salient objects found by a system are counted as
Ny and the number of attempts used are counted as N,. As
the system is not allowed to go beyond N; even if it could
not mark some of the salient locations, it is obvious that
Ny < Ns < Ng < N;. Using readings for these values, the
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detection capability 0@ is defined as

ot = Ny (Ne = (Na = Ns))
NNy

(15)

The first factor (Ny/N,) quantifies the capability of finding
salient objects; a system able to find all salient objects of
a given scene scores a 1 in this factor. The second factor
((N¢ — (Nq — Ns)) /Ni) imposes a penalty on extra (error)
fixations taken by the model to cover the N salient objects.
A system capable of fixating on all N locations within N, =
Ns will score a 1 in this factor.

For sequence sensitive evaluation the metrics ¥% and V%,
are used to assess the proximity of order followed by a model
with the order of fixations in human benchmark in Ny and
N, attempts respectively. As mentioned earlier, the se-
quence number of different human observers may also differ
from each other. Therefore the sets of corresponding fixa-
tions C]]\\;[:’ (8,1;]) and C}z\»]{: (B8,1}), defined in the processes
mentioned in equations 12 and 13, collect the fixations from
human data FH° overlapping with the model fixations that
have the nearest (or same) sequence number. Using mem-

bers of these two sets ¥%;, and W%, are computed as follows:
o DX A(0,(F).0 (c?f:)) ”
Ny — 7 X
(max(O(CMO)) —min(O(Cy )))
v 1 ZNa A ( (FMD) (01]\\’4:: )) an
No — + 7 X
(max(O(C]]\\,i")) — min(O (C’M")))

where OQ(CIA\;IS °) is the order number of the element from
C’ﬁ;’s" such that

Lj(FMo)Lo(Cr) < v

Similarly O (CMQ") refers to the element that overlaps with
L;(FM°), i.e. it fulfills the condition

Ly (FMo) Lo (CN) < 7

5. EVALUATION CASE STUDY

As a sample implementation of the evaluation methodology
proposed in this paper we demonstrate the process of human
data collection, extraction of combined human benchmark,
record of basic comparison measurements, and outcome of
evaluation metrics using a simple lab scene example. In
order to show a trace of performance using the proposed
metrics on varying levels of complexity in visual input our
attention model, presented in [3], was executed on a col-
lection of images containing various scene complexities to
record the outcome.

Figure 2(a) shows one of the sample input image on which
human subjects were asked to mark salient spots with num-
bers such that the location with highest saliency is given
a 1 and increasing numbers represent decreasing saliency.
Figures 2(b) to (f) present five selected samples from the
results of marking on this image according to the proposed
standards of FOA representation. Centers of these attention
marks are stored in FifY, 1 < h < 5 for this example, and the
sequence numbers are stored in F, ,f{ °. The circles in figure 3
provide a visualization of the combined human dataset F¥



and the multiple sequence numbers associated per fixation
from FHe which are written around each circle.

Figure 4 shows output of fixations by the attention model
([3]). First N, fixations by the model are shown with their
sequence numbers in figure 4(a). It may be noted in figure
3 that Ny = 5. Fixations by the model until N, attempts,
in which it could detect all N, salient locations, are shown
in figure 4(b).

In order to demonstrate extraction of comparable quantities
from attention data, the sample output shown in figures 3
and 4 was used to populate table 1. The table presents the
values of comparison measurement readings (Ns, Ny, Ng,
Ny, and Ny) and results of performance measures (sd, o,

N.» U%,)- In this case study we have taken N; = 2N,.
This value for N; may be considered as a convention for
evaluation of moderately time-critical systems. On the other
hand, N; may be adjusted according to requirements of the
involved application. The values presented in table 1 were
computed using equations 14 to 17.

() ()

Figure 2: (a) A sample input used for demonstrating
an example implementation of the proposed evalu-
ation methodology. (b) to (f) Response from five
human subjects representing the sets F and F,{J"
with 1 < h < 5. Smaller sequence numbers refer to
higher saliency according to subject’s perspective.

A trace of a model’s performance can be recorded using the
proposed metrics in order to evaluate response of the model
against increasing levels of complexity in the visual input.
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Figure 3: Combined result of human response repre-
senting F and F¥° extracted from human response
shown in figure 2.

Table 1: Values of the comparison measurement
readings and performance measures according to the
metrics proposed in this paper using an example
implementation with the human benchmark data
shown in figures 3 and output of a computational
model ([3]) shown in figure 4.

Measurement/Metric | Value
N, 5
Ny 10
Na 10
Ng 4
Ny 5
g 0.80
ot 0.50
e 0.90
., 0.82

The fixation data of the model of [3] was collected on a
set of images containing varying number of salient objects
according to human marking on those images. Increasing
number of attention candidates can be considered as rising
complexity for bottom-up visual attention. Figure 5 shows
the graphical representation of the model’s performance in
terms of e¢, o4, UY,, Y%, - Mean of these values were taken
for all images belonging to a particular complexity level.
Such curves drawn together for different attention models
can provide a quantitative glimpse of the advancement in the
state-of-the-art made by improvements in artificial attention
models.

6. CONCLUSION

This paper has presented an effort towards standardization
of metrics for evaluation of results from computational at-
tention models in comparison to human benchmark. One of
the measures for model performance is the ability to cover
all salient locations in a given scene. With this, fixations by
a model on non-salient locations (in perspective of human
vision) should cause a decline in the performance measure.
Further, proximity of the sequence of fixations by a compu-
tational model with those of humans may also be a criteria



(b)

Figure 4: Visualization of the fixations performed by
the attention model of [3] on the visual input intro-
duced in figure 2(a) according to the proposed con-
vention of FOA representation. (a) Fixations by the
model in N; attempts. (b) Fixations in N, attempts
until the model could pick all N, salient locations.

to evaluate a model. The proposed metrics are designed
to cover all these aspects. The detection efficiency % mea-
sures the detection rate of a model in minimum allowable
attempts. The detection capability o¢ measures the abil-
ity to cover all possible salient locations. FError fixations
can occur during these attempts hence o delivers a decline
on these errors. Sequence proximity with the benchmark is
evaluated by ¥, and W%, that return measure of resem-
blance of the order of fixations followed by a model with the
human attention sequence in Ns; and N, attempts respec-
tively.

The main difference between salient locations of top-down
attention and those of bottom-up attention is that the top-
down popouts emerge based upon similarity with the search
target while for the bottom-up attention this process is data
driven. In terms of format of data representation there is no
difference between them. Therefore the proposed evaluation
methodology is applicable for evaluation of attention under
visual search behavior as well. Simply, reference to the be-
havior 8 in the data representation mentioned in equations
1 to 6 will have to be indicated according to the active visual
task.
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Figure 5: A sample trace of different performance
measures according to the metrics proposed in this
paper. The model of [3] is taken as a case study us-
ing input with increasing complexity levels in terms
of candidate count for bottom-up attention.

The method proposed for extracting measurement readings
from attention data is feasible for automated machine-based
computation. The suggestions made for standardization of
FOA representation and the metrics designed to provide per-
formance measure in normalized values between 0 and 1 con-
tribute to make objective comparison between different at-
tention models. Availability of such conventions can play a
key role in gauging advancements in realistic developments
in a research field.
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ABSTRACT

In this paper, we introduce the performance evaluation procedure
for vision based object feature extraction agorithms. Vision based
object feature extraction algorithms are widely employed in object
recognition and localization for robots. Our purpose isto establish
evaluation procedure and performance measures for these
algorithms. The object database, called OFEX(Obejct Feature
EXtraction), has been constructed to test the proposed procedures.
We aso examine experimental results for one of the feature
extraction algorithms.

Categories and Subject Descriptors
H.3.4 [Systems and Software]: Performance evaluation — object
recognition

General Terms
Algorithms, Measurement, Performance, Standardization.

Keywords
Object Recognition, Performance evaluation,
Cluttering, Occlusion, Scale, Features extraction

Illumination,

1. INTRODUCTION

In image processing, the meaningful information, called features,
may be extracted from the raw image. The features indicate
transformed data where unnecessary data has been removed.
Transforming the image data into the set of features is called
feature extraction.

SIFT(Scae Invariant feature transform)[1] is one of the best
known feature extraction agorithms and it is commercialy
available. SURF(Speeded-Up Robust Features)[2] is also another
feature extraction algorithm.

Vision based object feature extraction algorithms are widely used
for object recognition[3, 4] and localization[5-8]. Furthermore, it
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is extended to the face recognition[9, 10].

The purpose of this paper is to present performance evaluation
procedure for the vision based feature extraction agorithms. We
designed a database which consists of object images with various
conditions. The evaluation procedure and performance measures
are also developed in this paper.  The initiad works has been
reported in the earlier studieg11, 12]. The procedure has been
adopted as a Korea Intelligent Robot Standard, KOROS, in 2009.

This paper is structured as follows. In Sec. 2, the database, called
OFEX(Object Feature EXtraction), is described. The proposed
evaluation procedure and performance measures are described in
Sec. 3. Experimental results, employing one of the feature
extraction algorithms, are shown in Sec. 4. The conclusion is
given in the last section.

2. OFEX(Object Feature EXtraction) DB

It is difficult to compare the performance of vision based feature
extraction agorithms, if we test them in different conditions.
Thus, we decided to introduce an object database, which consists
of images with various conditions, in testing the performance.

Most of the existing databases 13, 14] for objects contain images
that do not reflect the environmental variations such as scale, pose
and illumination. However, the robotic application usualy has to
take these variations into consideration, as the camera attached on
the mobile robots experience these variations frequently.

Therefore, we designed and built a database for object images,
caled OFEX, employing variations in scale, pose, occlusion, and
illumination. There are three basic object images, called training
set, and 15 images with variations for each basic image, called test
set. We also have 50 false positive images for each basic image to
test the false positive rate. Table 1 shows the categories of OFEX,
where three categories of training set, test set, and false positive
set are shown. Training set is used to register object images, and
test set is employed to obtain the recognition rates under various
conditions. False positive set is used to test false acceptance rate
(FAR) when objects in training and test set are similar but
different.



Table 1. Categories of OFEX database

Categories Number of images
Training set 3
Test set 45
False positive set 150

Fig. 1 shows the objects used in the database — a fire extinguisher,
a desktop PC, and afile drawer. These are chosen since we can
encounter them frequently in general indoor environments.

Figure 1. Three basic objectsin OFEX DB

As shown in Fig. 2, center of an object and camera lens forms a
straight line, and it is set as x-axis. z-axis is an upward vertica
line from the center of an object, and y-axis is determined by right
hand rule.

»
>

X - L @
Light Camera Object
Source

v

Figure 2. Object coordinate system

Table 2 shows database image acquisition conditions in various
environmental elements, such as distance, illumination, pose,
occlusion, and clutter.

Table 2. Database image acquisition conditions

Environmental conditions
elements Training set Test st
Distance 1m 0.5, 1.5m
Ilumination 2001x 60, 100, 400Ix

Roll(x-axis) 0° +20°

Pose Pitch(y-axis) 0° +45°

Y aw(z-axis) 0° +45°
Occlusion None 1/4, 2/4, 3/4
Clutter No background Complicated
background
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In order to take images in different scales, the object is placed P,
position in Fig. 3. We obtained three images while camera was
moved from P; to P;, where the image at P, was used as training
Set.

Figure 3. Image acquisition in different scales

Images with various poses are taken as shown in Fig. 4. Yaw
variance can be easily encountered when a robot moves toward an
object in different directions. Pitch variance is also expected
when the object is placed in different height. Roll variance is
usualy not much expected unless the object is placed in dant
angle.



Figure 4. Image acquisition in different poses

(@) Yaw variation (b) Pitch variation (c) Roll variation Figure 6. Sample images from OFEX
(a) scalevariance (b) pose variance (c) illumination variance
We use three filters to build occlusion variation test images, as (d) occlusion () cluttering (f) false positives
showninFig. 5.

meanings are shown Table 3. Similar naming convention is
applied to false positive set asin Table 4.

Table 3. Naming convention for test set in OFEX

contents

Figure 5. Imagefiltersin occlusion test a D of object: AL A2, A3

b Distance between object and camera: 0.5, 1.0, 1.5

We also included cluttered images where basic objects are

surrounded by other objects. Finaly, we built false positive set Pose of camera: R+20, P£45, Y +45

images, which are gathered from the internet web sites. For c |-pe:RPY _ _
example, we searched fire extinguisher images and gathered - rotat!on direction : +(clockwise), -(counter clockwise)
similar images with training one. Each object has 50 false positive - rotation angle : 20(for R), 45(for P and Y)
images. Fig. 6 shows some of the sample images from OFEX d Illumination: 60, 100, 200, 400
database. e Occlusion scope: 0, 0.25, 0.5, 0.75

f Clutter condition: 1 or O
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Table 4. Naming convention for false positive set in OFEX

contents

ID of object: B1, B2, B3

b Image numbers: 001, 002, 003, ..., 050

3. Performance measures

In order to compare the performance of the vision based object
feature extraction algorithms, we need to develop the objective
performance measures. The following performance measures are
used to evaluate algorithms in this paper.

Recognition time

It is one of the most important performance measures since the
real-time performance is needed in many applications. It is
evaluated asin Eq. (1).

Recognition Time(ms) =
(feature extraction time for test image
+ matching time between test and training images)

@

If the number of features increases, the recognition time generally
is expected to increase.

Feature matching rate

Since the goa of feature extraction algorithm is to find the robust
features and match them, feature matching rate is an essential
measure for evaluation. It is calculated asin Eq. (2).

number of matched features
number of training image features

FMR(%) = @
The number of matched features is evaluated by matched features
between test and training images. This number is used to decide
the correct matching if it is larger than the predetermined value,
called threshold.

Recognition rate
The recognition rate is defined as the ratio of the number of

correct test images to the number of tota test images, asin Eq. (3).

©)

number of correct test images
RR(%) =

number of total test images

False acceptancerate
False acceptance means that unregistered object is recognized as
the training image. False acceptance rate is evaluated asin Eq. (4).

number of false accepted images

FAR(%) = 4

number of total test images

If the recognition rate is high while false acceptance rate remains
low, then the algorithm may be considered better than others.
Recognition rate and false acceptance rate generally shows trade-
off relationship. In another words, if we maintain the lower false
acceptance rate, recognition rate tends to be lower. The
recognition time is also important if your application requires
real-time performance.
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4. Experiment

In this section, we selected a commercialy available object
feature extraction agorithm in order to show how the
performance measures introduced in this paper could be utilized.
We set the threshold, which decides the minimum percentage of
features to be accepted as matching, as 5% .

We employed OFEX database in the experiment. In the first
experiment, we evaluated the performance measures for each
object image set, as shown in Table 5. We noticed that the
recognition time depends on the number of features. While fire
extinguisher has lowest number of features, desktop PC and file
drawer have more number of festures.

One of the reasons that the recognition rate is lower for file
drawer seems that it has surfaces which reflect the light. The false
acceptance rate for fire extinguisher is rather high compared to the
other two objects. Possible answer to thisis that its main features,
such asagrip and anozzle, are concentrated in one side.

Table 5. Experimental resultsfor individual object sets

Object image sets
(Number of accepted images/
Performance .
Measures Number of test images)
Fire .
extinguisher Desktop PC File drawer
Average
number of 174 291 323
features
Recognition 28.19 36.95 36.87
Time(ms) ) ) ’
Feature
Matching 35% 31% 28%
Rate
Rate (15/15) (12/15) (10/15)
False 20% 0% 10%
Acceptance
Rate (10/50) (0/50) (5/50)

Table 6 shows the performance of the algorithm when al test
images in OFEX database are employed. We found the
recognition time, feature matching rate, recognition rate, and false
acceptance rate. False acceptance rate of 10% might be
considered rather high. If we increase the threshold value, FAR
could decrease, but the recognition rate will generally be
decreased also.




Table 6. Experimental resultsfor overall object sets

Performance measure Values
Recognition Time 34.00ms

Feature Matching Rate 31 %
Recognition Rate 82%

False Acceptance Rate 10%

Experimental results for subsets with different conditions are
shown in Table 7. As expected, clutter image has the highest
number of features, while pose variation and occlusion images
have lower numbers. Recognition rates are near or above 90%
for al cases, except 67% for pose variation case. We may
conclude that this feature extraction algorithm is weak for pose
variation.

Table 7. Experimental resultsfor subsetswith different

conditions
" Feature "
. Recognition . Recognition
Condition ! Matching

Time(ms) Rate(%) Rate(%)
Distance 69.73 20 89
Illumination 4451 55 100
Pose 33.38 20 67
Occlusion 34.59 35 89
Clutter 113.26 37 100

5. Conclusion

We introduced the performance evaluation procedure for vision
based object feature extraction algorithms employing OFEX
database. It is a useful tool to compare any feature extraction
algorithms. The experiment showed that the measures could be
used to analyze the performance of the given algorithm.

The drawback of employing a database in evaluating the
performance is the possibility of being optimized only to the
specific database. However, we feel that this drawback could be
overcome by adding more images in the future.
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ABSTRACT

Benchmarking of 3D Shape retrieval allows developers and
researchers to compare the strengths of different algorithms on a
standard dataset. Here we describe the procedures involved in
developing a benchmark and issues involved. We then discuss
some of the current 3D shape retrieval benchmarks efforts of our
group and others. We also review the different performance
evaluation measures that are developed and used by researchers in
the community. After that we give an overview of the 3D shape
retrieval contest (SHREC) tracks run under the EuroGraphics
Workshop on 3D Object Retrieval and give details of tracks that
we organized for SHREC 2010. Finally we demonstrate some of
the results based on the different SHREC contest tracks and the
NIST shape benchmark.

Categories and Subject Descriptors
D.2.8 Metrics: Performance measures

General Terms
3D Shape retrieval, benchmarks, performance evaluation, contests

Keywords
3D Shape retrieval,
measures, contests

1. INTRODUCTION

3D objects are widespread and present in many diverse fields such
as computer graphics, computer vision, computer aided design,
cultural heritage, medical imaging, structural biology, and other
fields. Large numbers of 3D models are created every day using
3D modeling programs and 3D scanners and many are stored in
publicly available databases. These 3D databases require methods
for storage, indexing, searching, clustering, and retrieval to be
used effectively. Hence, content based 3D shape retrieval has
become an active area of research in the 3D community.
Benchmarking allows researchers to evaluate the quality of results
of different 3D shape retrieval approaches. Under a benchmark,
different shape matching algorithms are compared and evaluated
in term of efficiency, accuracy, robustness and consistence.
Results are then obtained and conclusions of the performance are
drawn towards the shape matching algorithms.

benchmarks, performance evaluation
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In section 2, the related work of previous benchmarks is briefly
reviewed; in section 3, we discuss benchmarks and the
construction of the benchmark; in section 4, we present the
evaluation measures used; the NIST shape benchmark is discussed
and analyzed in section 5; section 6 describes the SHREC contests
and their results; and finally conclusions are drawn in section 7.

2. RELATED WORK

Contest The SHape REtrieval Contest (SHREC) [4] is organized
every year since 2006 by Network of Excellence AIM@SHAPE
under the EuroGraphics Workshop on 3D Object Retrieval to
evaluate the effectiveness of 3D shape retrieval algorithms. In
2006, one track was organized to retrieve 3D mesh models on the
Princeton Shape Benchmark [1]. In the SHREC 2007, several
tracks were organized which focused on specialized problems: the
watertight models track, the partial matching track, the CAD
models track, the protein models track, the 3D face models track.
In the SHREC 2008, following tracks are organized: stability of
watertight models, the track on the classification of watertight
models and the generic models track, 3D face models. In the
SHREC 2009, there were four tracks organized, and we organized
two tracks, one based on Generic shape retrieval and the other
based on partial shape matching. For the SHREC 2010, there were
11 tracks organized initially, two of them were cancelled because
of not enough participants and we organized three Shape Retrieval
tracks: Generic 3D Warehouse; Non-Rigid Shapes; and Range
Scans.

Benchmark One of the main 3D Shape Retrieval benchmarks is
the Princeton Shape Benchmark [1], which is a publicly available
database of 3D polygonal models with a set of software tools that
are widely used by researchers to report their shape matching
results and compare them to the results of other algorithms. The
Purdue engineering shape benchmark [2] is a public 3D shape
database for evaluating shape retrieval algorithms mainly in the
mechanical engineering domain. The McGill 3D shape benchmark
[3] provides a 3D shape repository which includes models with
articulating parts. Other current shape benchmarks were
introduced and analyzed in [10]. We also have developed two
Generic shape benchmarks [6], [7] and a Range scan benchmark
[8] which we hope will provide valuable contributions to the 3D
shape retrieval and evaluation community.

3. BENCHMARKS

In this section, the benchmark design principles and how to build
the ground truth for benchmarks are discussed, respectively.

3.1 Benchmark Design Principles

A number of issues need to be addressed in order to create a 3D
Shape benchmark dataset. The dataset must be available free of
charge and without copyright issues, so the dataset can be located



on a website and can be used freely by everyone for publications.
The issue is getting a large collection of 3D models that maybe
freely used, which includes those in the public domain, and also
ones that are freely licensed, like under the GNU Free Doc.
license, or some of the Creative Commons licenses, which offers
the Authors/Artists alternatives to the full copyright. There are
two main steps to benchmark a shape database, the first of which
is to get enough 3D shape models. All the 3D models in the new
shape benchmark were acquired by the web crawler. The other
step is to classify the 3D shape models into a ground truth
database; we discuss it below in detail. 3D models down-loaded
from websites are in arbitrary position, scale and orientation, and
some of them have many types of mesh errors. Shapes should be
invariant to rotation, translation and scaling, which require the
process of pose normalization before many shape descriptors can
be applied to extract shape features.

3.2 Building a Ground Truth for Benchmark

The purpose of benchmarking is to establish a known and
validated ground truth to compare different shape matching
algorithms and evaluate new methods by standard tools in a
standard way. Building a ground truth database is an important
step of establishing a benchmark. A good ground truth database
should meet several criteria [12], like, having a reasonable
number of models, being stable in order to evaluate different
methods with relatively high confidence, and having certain
generalization ability to evaluate new methods. To get a ground
truth dataset, in text retrieval research, TREC [5] uses pooling
assessment [12]. In image retrieval research, as there is no
automatic way to determine the relevance of an image in the
database for a given query image [18], the IAPR benchmark [11]
was established by manually classifying images into categories. In
image processing research, the Berkeley segmentation dataset and
benchmark [14] assumes that the human segmented images
provide valid ground truth boundaries, and all images are
segmented and evaluated by a group of people. As there is no
standard measure of difference or similarity between two shapes,
in our shape benchmark [6], two researchers were assigned as
assessor to manually classify objects into ground truth categories.
When there are disagreements on which category some objects
should belong, another researcher was assigned as the third
assessors to make the final decision. This classification work is
purely according to shape similarity, that is, geometric similarity
and topology similarity. Each model was input to a 3D viewer,
and the assessor rendered it in several viewpoints to make a final
judgment towards shape similarity.

4. EVALUATION MEASURES

The procedure of 3D shape retrieval evaluation is straightforward.
In response to a given set of users’ queries, an algorithm searches
the benchmark database and returns an ordered list of responses
called the ranked list(s), the evaluation of the algorithm then is
transformed to the evaluation of the quality of the ranked list(s).
Next, we will discuss the evaluation method that we have used.

Different evaluation metrics measure different aspects of shape
retrieval behavior. In order to make a thorough evaluation of a 3D
shape retrieval algorithm with high confidence, we employ a
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number of common evaluation measures used in the information
retrieval community [12].

4.1 Precision- Recall

Precision- Recall Graph [12] is the most common metric to
evaluate information retrieval system. Precision is the ratio of
retrieved objects that are relevant to all retrieved objects in the
ranked list. Recall is the ratio of relevant objects retrieved in the
ranked list to all relevant objects.

Let A be the set of all relevant objects, and B be the set of all
retrieved objects then,
B ANB
precision = ANB g recall = ——
B A 1
Basically, Recall evaluates how well a retrieval algorithm finds
what we want and precision evaluates how well it weeds out what
we don’t want. There is a tradeoff between Recall and Precision,
one can increase Recall by retrieving more, but this can decrease
Precision.

4.2 R-precision
The precision score when R relevant objects are retrieved (where
R is the number of relevant objects)

4.3 Average precision (AP)

The measure [13] is a single-value that evaluates the performance
over all relevant objects. It is not an average of the precision at
standard recall levels, rather, it is the average of precision scores
at each relevant object retrieved for example, consider a query
that has five relevant objects which are retrieved at ranks
1,2,4,7,10. The actual precision obtained when each relevant
object is retrieved is 1, 1, 0.75, 0.57, 0.50, respectively; the mean
of them is 0.76.

4.4 Mean Average precision (MAP)

Find the average precision for each query and compute the mean
of average precision [13] over all queries; it gives an overall
evaluation of a retrieval algorithm.

4.5 E-Measures

The idea is to combine precision and recall into a single number to
evaluation the whole system performance [12]. First we introduce
the F-measure, which is the weighted harmonic mean of precision
and recall. F-measure is defined as

_ (I+a)x precision x recall

, where (X is the weight. (2)

a

a x precision + recall

Let @ be 1, the weight of precision and recall is same, and we
have

) precision x recall
=2x

F 3)

precisionl + recal



Then, go over all points on the precision-recall curve of each
model and compute the F-measure, we get the overall evaluation
of F for an algorithm.

The E-Measure is defined as E=1-F,

2 Q)
11
7+7
P R

E=1-

Note that the maximum value is 1.0, and higher values indicate
better results. The fact is that a user of a search engine is more
interested in the first page of query results than in later pages. So,
here we consider only the first 32 retrieved objects for every
query and calculate the E-Measure over those results.

4.6 Discount Cumulative Gain (DCG)

Based on the idea that the greater the ranked position of a relevant
object the less valuable it is for the user, because the less likely it
is that the user will examine the object due to time, effort, and
cumulated information from objects already seen.

In this evaluation, the relevance level of each object is used as a
gained value measures for its ranked position m, the result and the
gain is summed progressively from position 1 to n. Thus the
ranked object lists (of some determined length) are turned to
gained value lists by replacing object IDs with their relevance
values. The binary relevance values 0, 1 are used (1 denoting
relevant, 0 irrelevant) in our benchmark evaluation. Replace the
object ID with the relevance values, we have for example:

G=<1,1,1,0,0,1,1,0,1,0....>

The cumulated gain at ranked position 7 is computed by summing
from position 1 to i when i ranges from 1 to the length of the
ranking list. Formally, let us denote position i in the gain vector G
by G[i]. The cumulated gain vector CG is defined recursively as
the vector CG where:

G[1] ifi=1

Gli] = { i . . . ©)
CGli] =CGqli - 1]+ G[1] otherwise

The comparison of matching algorithms is then equal to compare
the cumulated gain, the greater the rank, the smaller share of the
object value is added to the cumulated gain. A discounting
function is needed which progressively reduces the object weight
as its rank increases but not too steeply:

DCGHi] G[1] ifi=1
1| =
DCGi-1] +G[i] / log ,i otherwise

(©)

The actual CG and DCG vectors by a particular matching
algorithm may also be compared to the theoretically best possible.
And this is called normalized CG, normalized DCG. The latter
vectors are constructed as follows. Let there be 5 relevant objects,
and 5 irrelevant objects in each class, then, at the relevance levels
0 and 1. Then the ideal Gain vector is obtain by filling the first

44

vector positions with 1, and the remaining positions by the values
0. Then compute CG and DCG as well as the average CG and
DCG vectors and curves as above. Note that the curves will turn
horizontal when no more relevant objects (of any level) can be
found. The vertical distance between an actual DCG/CG curve
and the theoretically best possible curve shows the effort wasted
on less-than-perfect objects due to a particular matching
algorithm.

4.7 Nearest Neighbor (NN), First-tier (Tierl)
and Second-tier (Tier2)

These evaluation measures [1] share the similar idea, that is, to
check the ratio of models in the query’s class that also appear
within the top K matches, where K can be 1, the size of the
query’s class, or the double size of the query’s class. Specifically,
for a class with |C| members, K= 1 for Nearest Neighbor, K = |C]
— 1 for the first tier, and K = 2 *(|C| — 1) for the second tier. In the
NIST shape Benchmark database [6], C is always 20. The final
score is an average over all the objects in database.

4.8 Computational Cost

For a number of vision based applications, such as Autonomous
Robots, the speed of identification by different algorithms is very
important. Computational cost is then related to the time it takes
to extract the 3D shape descriptor for an object and perform one
query search on the database, and the storage size (byte) of the
shape descriptor.

5. THE NIST SHAPE BENCHMARK

In this section, we discuss the generic shape benchmark [6]
constructed by our group. It contains 800 complete 3D models,
which are categorized into 40 classes. The classes are defined
with respect to their semantic categories. In each class there are 20
models. The NIST Shape Benchmark provides a new perspective
in evaluating shape retrieval algorithms. It has several virtues:
high reliability (in terms of error rate) to evaluate 3D shape
retrieval algorithms, sufficient number of good quality models as
the basis of the shape benchmark, equal size of classes to
minimize the bias of evaluation.

5.1 Results

We present results of the ten algorithms that we tested on the
generic benchmark. Table 1 compares different performance
measures described in the previous section for different
algorithms. Figure 1 Shows the overall Precision-recall curve for
different algorithms on the new benchmark. In order to examine
how different shape descriptors work on the database, we
implement several kinds of algorithms to compare on the new
benchmark. Moreover, comparison experiments are conducted on
both the entire benchmark and a specific class of the benchmark.
Several retrieval algorithms are evaluated from several aspects on
this new benchmark by various measurements, and the reliability
of the new shape benchmark.



Table 1: Retrieval performance of different algorithms on the
NIST Shape Benchmark.

Figure 1: The overall Precision-recall curve for different

algorithms on the NIST Shape Benchmark.

5.2 Reliability of a Benchmark

The reliability of a new proposed benchmark by testing the effect
of class set size on retrieval error is an important issue. Voorhees
and Buckley [17] proposed a method to estimate the reliability of
retrieval experiments by computing the probability of making
wrong decisions between two retrieval systems over two retrieval
experiments. They also showed how the topic set sizes affect the
reliability of retrieval experiments. We also conducted
experiments to test the reliability of retrieval of the new generic
3D shape benchmark [6].

6. SHAPE RETRIEVAL CONTEST

In 2010 we organized three tracks in the 3D Shape Retrieval
contest. The three tracks were the Generic 3D Warehouse Track
[7], the Range scans Track [8], and the Non-rigid shapes Track
[9]. These tracks were organized under the SHREC'10-3D Shape
Retrieval Contest 2010 (www.aimatshape.net/event/SHREC), and
in the context of the EuroGraphics 2010 Workshop On 3D Object
Retrieval, 2010. SHREC’10 was the fifth edition of the contest. In
the following subsections we will summarize the tracks that we
organized.
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6.1 Generic 3D Warehouse Contest

The aim of this track was to evaluate the performance of various
3D shape retrieval algorithms on a large Generic benchmark
based on the Google 3D Warehouse. Three groups participated in
the track and they submitted 7 set of results based on different
methods and parameters. We also ran two standard algorithms on
the dataset. The performance evaluation of this track is based on
six different metrics described earlier. All the 3D models in the
Generic 3D Warehouse track were acquired by a web crawler
from the Google 3D Warehouse [19] which is an online collection
of 3D models. The database consists of 3168 3D objects
categorized into 43 categories. The number of objects in each
category varies between 11 and 177. Figure 2 shows example of
each category.

Figure 2: One example image from each class of the Generic 3D
Warehouse Benchmark is shown.

6.1.1 Results

In this section, we present the performance evaluation results of
the Generic 3D Warehouse track. Table 2 shows the retrieval
statistics yielded by the methods of the participants and five
previous methods. Figure 3 gives the precision-recall curves of all
the methods. Observing these figures, we can state that Lian’s
VLGD+MMR method yielded highest results in terms of all the
measures but Nearest Neighbor. While, in terms of Nearest
Neighbor, Ohbuchi’s MR-BF-DSIFT-E method performed best.

Table 2: The retrieval statistics for all the methods and runs.



Figure 3: Precision-recall curves of the best runs of each
participant.

6.2 Range Scan Retrieval Contest

In this contest, the aim was at comparing algorithms that match a
range scan to complete 3D models in a target database. The
queries are range scans of real objects, and the objective is to
retrieve complete 3D models that are of the same class. The query
set is composed of 120 range images, which are acquired by
capturing 3 range scans of 40 real objects from arbitrary view
directions, as shown in Figure 4. The target database is the generic
shape benchmark constructed by our group [6]. It contains 800
complete 3D models, which are categorized into 40 classes

-
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Figure 4: Examples from the query set.

6.2.1 Results

Two participants of the SHREC’10 track Range Scan Retrieval
submitted five sets of rank lists each. The results for the ten
submissions are summarized in the precision-recall curves in
Figure 5. Figure 6 shows the models retrieved by one of the
methods in response to a range scan of a toy bike.
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Figure 5: Precision-recall curves.

Figure 6: A sample shot from the web-based interface. The query
is the range scan of a toy bike.

6.3 Non-rigid 3D Shape Retrieval Contest

The aim of this Contest was to evaluate and compare the
effectiveness of different methods run on a non-rigid 3D shape
benchmark consisting of 200 watertight triangular meshes. Three
groups participated. The database used in this track consists of
200 watertight 3D triangular meshes, which are selected from the
McGill Articulated [3] Shape Benchmark database.

6.3.1 Results

We present the results of the three groups that submitted six
results. Figure 7 displays the Precision-recall curves to show
retrieval performance of all six methods evaluated on the whole
database. We also show the results using a web interface which
displays the retrieved models for all objects and methods, to
analyze the results as shown in Figure 8.



Figure 7: Precision-recall curves of all runs evaluated for the
whole database.

Figure 8. Retrieval example of one of the method using the web
interface of the SHREC non-rigid track.

7. CONCLUSION

In this paper, we discussed some of the current 3D shape retrieval
benchmarking efforts by our group and others and described the
various steps involved in developing a benchmark. Then we
reviewed the performance evaluation measures that are developed
and used by researchers in the 3D shape retrieval community. We
also gave an overview of the 3D shape retrieval contests (SHREC)
run under the EuroGraphics Workshop on 3D Object Retrieval.
Finally, we showed some of the results based on the NIST Shape
benchmark and the different shape retrieval contest tracks we
organized for SHREC 2010.
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ABSTRACT: Dueto the proliferation of the number of
SKU'’sin the warehousing and distribution markets and the
need for efficient “direct-to-store’ palletizing, the integration
of new robotic applications in these market nichesis
becoming a necessity. This paper will explore the
advancements in robotics and applying robotic technologies
based on the new demands faced by these markets.

Categories and Subject Descriptors:
1.2.9 Robotics: Commercial robots and applications

Keywords: Robots, Robotic, Palletizing, Mixed Item
Paletizing (MIP), Mixed Case Pdletizing (MCP), Mixed
Load Palletizing (MLP), Random Order Palletizing (ROP),
Layer Palletizing, Simulation, SKU, Direct-To-Store, Built-
to-Order

1. INTRODUCTION

The warehousing and distribution industry is facing new
challenges due to the increasing number of SKU’s coupled
with the need to provide more “direct-to-store”’ pallets. This
need is causing disruption in an industry where product
handling, depalletizing, and palletizing are typicaly done
manually. Having a large number of SKU’s and having to
supply “direct-to-store” pallets requires an increase in labor,
an increase in the quality of the labor, and is a physicaly
demanding job. These new requirements also cause the
distributor increased costs due to product damage and
fines/penalties in shipping inaccuracies. To combat this,
applying robots to key functions in the warehouse and
distribution centersis needed... and the timeis here and now!

FANUC Robotics has successfully implemented robotic
depalletizing and palletizing systems since 1982
Traditionally, these palletizing/depalletizing robots have been
used in the food and consumer goods manufacturing arena for
homogenous palletizing applications, such as building a pallet
at the end of a production line with only one type of product
on the pallet.  But the warehousing & distribution arena
often involves built-to-order custom pallets mixed with
multiple SKU's, potentially of widely varying sizes and
exterior packaging materiadls. One maor chalenge to
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automating this process with a robot is mimicking the high-
level decision process that human operators make with each
placement of an item on the load, as they carefully fit each
one to achieve the highest shipping density combined with
pallet load stability and minimal product damage. Another
significant challenge is emulating the broad range of
adjustability inherent in apair of human hands. In the past 10
years, great strides in development of intelligent robots,
software and tooling have been made to enable robots to meet
the needs of the warehousing and distribution market for
building these mixed unit load pallets FANUC Robotics has
focused our developments for the warehousing arena on the
Receiving/Replenishment and Order Fulfillment/Shipping
areas. These are prime target areas where robots can provide
a considerable benefit.

In the Receiving/Replenishment areas of a warehouse, robotic
layer handling is employed to breakdown homogeneous
pallets and either build mixed layer pallets (to go to shipping
and be sent directly to stores) or to place alayer of product to
a singulator to transport individual items to storage (for
subsequent delivery to a palletizing operation in Order
Replenishment / Shipping). In the Order Replenishment
/Shipping areas, the robots palletize “ direct-to-store” pallets,
usualy involving Mixed Item Palletizing (MIP). Building a
“direct-to-store” pallet normally consists of multiple SKU’s
on a pallet, and potentially, orders for multiple stores on the
same pallet. Note that Mixed Item Pdletizing (MIP) is a
generic naming convention. This type of application is often
times referred to as Mixed Case Palletizing (MCP), Mixed
Load Pdletizing (MLP), and Random Order Palletizing
(ROP). Beware that there may be subtle differences, so you
will need to investigate the user requirements and the
available application solutions on the market to ensure you
have what you need.
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Layer handling is a straightforward process and a relatively
simple application for an industria robot. It involves a robot
equipped with layer handling tooling to accommodate the
various products to be handled. Simplified robot
programming enables the robot to either build mixed layer
palets or place a layer to a singulator. The mixed item
paletizing operation to create “direct-to-store” palets is
considerably more complex, but is the largest robotic
opportunity for overcoming the problems facing the
industry... to eliminate the notoriously bad ergonomic issues
of manua palletizing, reduce product damage, and improve
order accuracy.

2. WHAT IS A GOOD PALLET?

Before we discuss robotic mixed item palletizing and the
associated state-of-the-art technology, we need to define a
“good” palet. In our investigation of warehousing
requirements, agood “direct-to-store” pallet has the following
attributes:

e  Usesthe Full Available Height
0 Maximizesthe allowable height for end-
user store requirements and shipping.
e VeryDense
0 Maximizesthe Pallet Footprint
0 Minimizes Air Gap
e Hasthe Correct Sequence
0 Reverse Stop/Drop sequencing may be
required
= Involves Mixing Multiple
Orderson aSingle Pallet
=  Paletizes orders on a first on -
last off” basis
= Designed to reduce the amount
of work that the delivery person
has to do.
= Challenges most agorithms,
making it more difficult to hit
high density targets.

0 If no pre-defined sequence... Maximizes
Density
e IsConveyable!
0 Stable enough to survive the Conveyance
System (normally to a stretch-wrapper)
after the build operation.
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These attributes must be weighted and prioritized according
to:

1) theindustry targeted (beverage, grocery, consumer
products, etc),

2) the product being handled (cases, shrink-wrapped
bundles, etc...), and

3) the transport system after the palet build

operation... oftentimes, direct fork truck handling.

Specific characteristics of the industry, product, and transport
system will determine the correct combination and order of
the build attributes in order for a successful system. One of
the largest factorsis conveyability.

3. WHAT MAKES A PALLET

CONVEYABLE?

Simply put, a palet of product must have the ability to
withstand the forces applied to it when it moves. This
movement may be via a transport system (i.e., conveyor) to a
stretch-wrapper or via afork truck either to a stretch-wrapper
or directly to a truck. In building a palet, a mixed item
palletizing (MIP) agorithm must take into account forces due
to acceleration and deceleration of the pallet. The three basic
pallet building principals are

e  Product Mass
e  Center of Gravity
e  Supported Base

MIP agorithms must analyze the
palet build and take these
principles into consideration. The
agorithm must be flexible enough
to modify the build pattern to
maximize the pallet build attributes
desired. The MIP agorithm considers the stability of the
resultant stack prior to placing each and every item. If
stability of the pallet is deemed lower than the configured
minimum, no other items are stacked on the palet and a
request is sent for anew pallet.

Many integrators are creative in their approaches to optimize
the entire system and allow for higher pallet builds... but
caution must be taken to ensure that pallets built for optimal
height and density do not sacrifice the overdl stability and
make the load impossible to transport. In addition, end user
requirements must be considered. For example, when a built-
to-order pallet arrives at a store and the stretchwrap is cut
away: will the built pallet collapse and items fal to the floor?
This could be a showstopper, but potentially could be avoided
if stability is taken into account while the pallet is being built.



4. MIXED ITEM PALLETIZING

OPERATIONAL MODES

Automating the Mixed Item Palletizing (MIP) operation is the
“holy grail” of warehousing and distribution centers; this is
the area that has the largest labor costs, greatest potential for
product damage and where order inaccuracies from manual
labor are most prevalent. This is where distributors will get
the biggest bang for the buck by automating with robots!

MIP automation demands an understanding of two
fundamental operational modes that can be implemented. The
two operationa modes are:

e  Preplanned
e Red-Time

In a preplanned mode, customer order data is analyzed well
before the order is processed. The various SKU items in the
order (perhaps multiple orders) are then picked, sequenced
and delivered to the robot based on the results of the
preplanning agorithm that defines optimal pallet build
solutions. MIP workcell(s) then palletize the variety of SKU
items in the customer order(s). Note that an MIP workcell is
an island of automation usually consisting of a robot with its
end-of-arm-tooling to handle the product, safety fencing
surrounding the robot area, infeed conveyors (bringing in
product), and outfeed conveyors (sending out mixed item
pallet builds).

There are many agorithms on the market that can preplan for
manual operations. For robotic building, the list of available
agorithms is shorter since the preplanned build must consider
the robot’s capabilities in terms of reach, robot tooling, and
ability to place the product on the pallet when considering
limitations of neighboring products and peripheral
obstructions. All of these aspects must be considered by a
preplanning a gorithm to have a successful operation.

The Rea-Time mode is where the MIP workcell(s) must
determine the best location on a pallet for a variety of SKU
items at the moment they are delivered to the robot. While
doing this operation in Real-Time, the algorithm must also
consider the robot’'s capabilities in terms of reach, robot
tooling, and ability to place the product on the pallet when
considering limitations of neighboring products and
peripheral obstructions This Real-Time mode is often referred
to as a Random Order mode.

S. WHAT COMPRISES A MIXED
ITEM PALLETIZING
WORKCELL?

As mentioned earlier, the robotic workcell is an idand of
automation with an infeed conveyor (for product coming into
the workcell) and an outfeed conveyor (for built mixed case
pallets). There are three critical components of the workcell
that must be carefully selected:

50

e Robots
e  End-Of-Arm Tooling (EOAT)
e  Software

The robots handle the products to the
build pallet. The robots can be “stand-
alone” robots or they can be mounted
on robot transport units (RTU) and
move between build pallets to alow for
multiple build positions.

The EOAT's handle products of different sizes, shapes and
textures. The EOAT’s must be extremely reliable and able to
pick awide variety of SKU’s. They

must aso impose  minimal

restrictions on MIP agorithm(s)...

tooling restrictions will limit pallet

build options and compromise the

quality of the finished load.

The software is the brain of the operation: it determines the
best pallet build scenario and directs the robot, with its EOAT,
to place each product to the proper location on the palet. The
software must be able to build dense and stable pallets. In the
real world, the software must also be intelligent to handle
events that go wrong. For example, in a preplanned mode
when product arrives at the robot out of sequence, the
software must be able to handle the “Broken Play” by
determining what has gone wrong and how best to continue
placing product on the pallet. FANUC Robotics Mixed Case
Palletizing (MCP) Software Suite has the capability to switch
automatically between a Preplanned mode and a Real-Time
mode. Without this capability, manual labor must intervene to
compl ete the build, leaving the door open for product damage
and order inaccuracies.

6. MIXED ITEM PALLETIZING
SOFTWARE

FANUC Robotics offers a Mixed Case
Paletizing (MCP) Software Suite that
provides for a Preplanned mode (whether it
is a FANUC Preplanned algorithm or a 3%
party agorithm) and for a Real-Time Mode.
There are many features of the software
suite that are needed for any MIP
application:

e Ability to handle multiple Preplanning a gorithms:
choose the best agorithm for your application.
Beverage, grocery, and genera merchandise are
three different industries where the palet build
attributes are different and may require a different
preplanning algorithm to provide for the best MIP
pallet build. Note that if your SKU content (aka,
size variation) is small, a preplanning agorithm
may not be needed.



e  Ability to control the functions of the robot and its
tooling: the tooling needs to be flexible to
accommodate the wide variety of products,
therefore, the software must be able to control the
many functions of the tooling that may be needed to
do this. This may include control of servo-motion
tooling that optimizes the size of the tooling for the
appropriate size of the item to be handled, thus
reducing pallet build time and increasing handling
reliability (squeeze to a size and force).

e Ability to interface to the robot’ s surroundings.

e Ability to monitor (Monitor Function) and report
(Reporting Function) what is being built and what
has been built in order to track and verify order
accuracy

These are the run-time aspects of the software, but there are

other operational aspects needed to predict if a pallet can be
built optimally for an order: ...
Virtua Pallet Build and Robot
Simulation.

Virtual pallet processing
determines the viability of the
pallet build before product is sent
to the MIP workcell and provides
historical information after a
pallet has been built, such as:

Order Distributions

Density Distributions

Height Distributions

Number of pallets

Palletizing results at various pallet heights
Results for actual customer orders
Anaysisfor any day

Virtual robotic palletizing with FANUC Robotics
ROBOGUIDE® simulation software determinesif apallet can
be built. The simulation automatically generates the product
sizes graphicaly and presents them to a virtual robotic
workcell where the robot (with the appropriate EOAT)
handles the product in the virtua world. The virtua
simulation enables the robot to verify the sequences: from
the product pick up, to the approach points, to the place
points, to the away points, and finaly back to the perch point
ready for the next product. In doing al of this, the
ROBOGUIDE® virtual simulation analyzes the robot’s reach
and motion to ensure that the pallet can be physically built.

7. MIXED ITEM PALLETIZING
SOFTWARE VERSATILITY

In using a Preplanned operational mode, the product must
arrive a the robotic workcell in the sequence needed to
optimally build a pallet. In the real world... the best laid plans
go astray... the products get out of sequence! The question
arises: what do you do?

51

Most operations are forced to go to a manua mode and stack
the products by hand. This can be done by having a smart
MIP software package that is virtually stacking the pallet and
can print out a pictorial (with product item list) of what has
been paletized and what remains to be palletized. FANUC
Robotics has this feature built into its MCP Software Suite (it
aso indicates what was stacked automatically and what needs
to be stacked manualy). Additionally, our MCP Software
Suite also incorporates a specia feature called the “Broken
Play” option. FANUC Robotics Real-Time algorithm is how
to handle the “Broken Play”, by automatically taking control
and palletizing whatever is presented to the robot to the best
available position on the pallet! This “Broken Play” option is
unique to FANUC Robotics MCP Software Suite and will
help increase uptime, reduce product damage and order
inaccuracies since the human element is not introduced.

Schematically, the FANUC Robotics MCP Software Suite
operates as shown in the following flowchart:

Case Arrives at
the Palletizers

Schedule
Customer Orders

Does
MH System Support
Sequencing?

Run
a Preplanning
Algorithm

Save Sequence
and Destinations

Save Required
Cases

How does the patented M CP Real-Time al gorithm work?

e Evauates a series of prioritized RULES to select
and place each case
e Each RULE covers a special condition (full layer,
full region, adjacent height, stability, supported area,
interlocking, combined similar product, combined
space, etc.).
e  Remembers previous rule if appropriate (full layer
will remember chosen pattern)
e Provides configurable process parameters (which
rulesto use, pallet size, ...)
e LastruleisBEST SCORE
0 Evauates each case available against
every potentia position on the pallet
0 Uses 20 different evaluations: Supported
area, stability, size, adjacent height, etc.
o0 Each evauation is weighted or factored
differently
o0 Factors stability and supported area
0 Highest Score WINS!



8. HOW TO CHOOSE WHAT
MIXED ITEM PALLETIZING
SOFTWARE AND
OPERATIONAL MODE IS RIGHT
FOR YOU?

Understanding your product mix and typical customer orders
is important in determining the best solution for your
operation. Pallet Optimization software suppliers and Mixed
Item Palletizing suppliers can evaluate your product master
list (SKU#, size, weight, etc...) and order data (orders for a
peak and average day... consisting of order number, SKU #,
quantity per SKU, etc...). These customer-specific attributes
will alow these companies to determine their best algorithm
to use and validate what operational mode you need. If
product mix is low (physical size), the Real-Time agorithm
may be your best choice, since its price and complexity are
low. If your product mix is high (large physical size
variations), the Preplanned agorithm with “Broken Play”
may be the answer, but the associated costs and system
complexity increase.

The Comparison Matrix below will give you a guide in the
choices on the market. The matrix also illustrates key pallet
build requirements you may have versus cost and complexity.

Mixed Case Palletizing Comparison Matrix

Real-Time Algorithm Preplanned Algorithm
Item |Parameter Standalone Buffers Standalone Broken Play
Features [Delivery Method Random Random Sequenced Sequenced or Random
Pick Locations Single Multiple Single Single or Multiple
Delivery Issues’ ‘Auto Recovery ‘Auto Recovery Manual Recovery ‘Auto Recovery
Pallet  [Height Higher | Highest I Highest ]
Density More Dense |, Most Dense |4 Most Dense |l
Stability More Stable Most Stable . Most Stable s
[System [Price Moderate Cost $$8 Expensive $§$8$ Expensive $§$$$
Moderate Integration Most Difficult Most Difficult

FANUC Robotics’
MCP Suite is
SCALEABLE

to meet various
production
requirements and
budgets

9. SUMMARY

Warehousing and distribution centers are facing ever
increasing customer demands for higher product mix, higher
variety of products for each order, multiple store orders on
the same pallet, aide rules, and an unforgiving demand for
accurate orders. To face this chalenge, automating the
warehouse and the use of robotic applications at key pointsin
the warehouse are a necessity... now more than ever!

You are not aone... al warehousing and distribution centers
are facing the same battles. The first companies to automate
will be able to overcome the ever increasing costs associated
with high labor content, an inconsistent labor pool, product
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damage, order inaccuracies, theft/security, and increased
employeeinjuries.

In the past, there were very few choices for automation and
greater limitations regarding which warehouse operations
could be automated. The advancement in intelligent robotics
has broken the barrier, making it affordable now. The choices,
once limited, are now wide and far-reaching. At FANUC
Robotics, we have developed software and hardware tools to
enable customers and system integrators to tackle this
formidable task. The MCP Software suite, available through
FANUC Robotics, can allow you to choose the best robot, the
best algorithm to meet your needs (either FANUC Robotics
algorithm or a 3%-party algorithm), and the best End Of Arm
Tooling to allow you to build mixed item palletsreliably.

Field-proven Mixed Item Palletizing solutions are now
available:

Real time: smaller investment, good performance
Preplanned: larger investment, better performance

e  Preplanned + Real time = optimal solution --- Only
available through FANUC Robotics

The warehouse/logistics market presents a significant new
opportunity to software and hardware suppliers, so the costs
and complexity will decrease over the next few years making
affordability more enticing. The United States has started
adding robots to warehousing and distribution centers only
within the last 10 years (but concentrating implementation in
only the last 3-5 years)... Mixed Item Palletizing is the “Holy
Grail”. However, US industry is beginning to implement
mixed item palletizing at an increasing rate!
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ABSTRACT

Planning is an essential part of any logistics system. The
paper tries to generalize the view of a logistics planner by
framing it as a knapsack problem. We show how the various
variants of the knapsack problem compare for different types
of industries. We also introduce the pallet stacking problem
and survey some of the recent advances made towards this
problem.

Keywords

Planning, Logistics, Bin Packing Problem, Warehouse Man-
agement

1. INTRODUCTION

Logistics integrates all the operations in an industry. It
is a planning system that is supposed to model, analyze
and optimize the entire supply chain. Naturally improving
the logistics is a key step in industrial automation. De-
spite significant progress in improving efficiency in pick and
place robots, there exists many important problems and
much room for improvement. At present many solutions
are designed for a particular manufacturer or have many as-
sumptions. The article attempts to bridge the gap between
current research and real world problems in logistics. We
provide a general overview of the problem and give an intro-
duction to some of the most basic techniques used to solve
these problems.

Consider the special cases of a shipping industry or a au-
tomated storage and retrieval system where the goal is to
improve throughput of the system under some constraints.
This can be formulated as a constraint problem, specifically
the knapsack problem (KP). We show that logistics opera-
tions can be studied theoretically and their performance can
be guaranteed by a theoretical upper bound. It is possible
the most optimal performance that the system can achieve.
If an industry successfully models its logistics as a KP con-
straint problem, then it is possible to determine the worst
case performance of their planner when it is compared to
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an optimal planner. New research tools from combinatorics
can be used for improving a logistics planner.

We also consider the pallet stacking problem and show
some of the recent advancement made in this field. We then
list some open problems in logistics from our view point
that can be improved solely by providing a good theoretical
context to logistics.

2. HISTORICAL OVERVIEW

Most recent work in warehouse management systems has
focused on satisfying needs of a particular industry. How-
ever there has been less work in improving logistics planners.
On the other hand the pallet stacking problem, which is
closely related to the bin packing problem, has made great
advances in the field of combinatorics. It is a well known
fact that mixed palletizing is NP-hard, but there are many
polynomial and pseudo-polynomial planners which can give
an approximate solution which can have a lower bound on
its optimality. [31] gives a good overview of the mixed pal-
letizing problem and proves that it is indeed a variant of
the KP problem. There is also some work in optimizing
robot motion to improve performance of mixed palletizing
systems. For example, [28] shows how robot movements can
be minimized while packing a pallet. There has also been
significant development of software tools to solve this prob-
lem. [18] provides an overview of the combinatorial knap-
sack problem with a few examples for solving the palletizing
problem.

The paper is divided into three parts. Section 3 shows how
an entire warehouse management process can be formulated
mathematically as a knapsack problem. We show how vari-
ous variants of the knapsack problem can represent logistics
for different types of industries. Section 4 introduces some
of the most common knapsack problem solving techniques.
Section 5 is dedicated to the pallet stacking problem where
we show some of the most common techniques used for solv-
ing such kind of problems. We refer to a comprehensive list
of references as we introduce new concepts.

3. LOGISTICS

Logistics is a key part of a warehouse management system.
A logistics problem can be framed as a decision problem
can be represented numerically as profit, loss or weight, cost
value. This has two main advantages: 1. The entire ware-
house management system can be framed mathematically
and 2. Different approaches can be compared with respect
to some benchmarks. Many other industrial problems can
be formulated as knapsack problems: cargo loading, cutting



stock, project selection and budget control.

Consider the simple example of managing logistics for a
shipping industry. Packages are usually shipped through
cargo trucks or planes. Every package has a certain weight
but the cargo vehicle has a fixed capacity. The cost of send-
ing a package usually does not depend on the weight, since
dispatchers get paid on a contract. The dispatchers, there-
fore, try to maximize their profit by packing efficiently and
shipping the maximum weight in a fixed volume. Such a
problem can be framed as a optimization problem.

3.1 The Knapsack Problem

We can formulate the above logistics problem as a knap-
sack problem (KP). Consider a knapsack with item set NN,
consisting on n items, where the j;, item has profit p; and
weight w;, and the capacity is ¢. Then, the objective func-
tion can be formulated as:

max Y p;x; (1)
=1

subject to
maXija:j <c (2)
j=1
z; €{0,1}, j=1,...,n. (3)

In equation (2), xz; can only take integral values and it
denotes whether the j;, item is included in the knapsack
or not. Finding the optimum solution vector * having an
optimum profit z* is non-trivial and known to be NP-hard.

However the logistics involved in shipping industries is not
as simple as stated above. There can be several additional
constraints. For example, a few packages might have to be
delivered urgently and so packages also have a priority asso-
ciated with them. Some packages have to be delivered within
a particular time window and some package has exception-
ally low weight, but high volume. Because of constraints
like these, the definition of profit in equation (1) can change.
This leads to many variations in the above problem.

In the above example, if optimal number of packages are
transported by shipping the maximum possible weight in a
given volume then p; = w; in equation (1). This is called
the subset sum problem. Solutions of the subset problems
can be used for designing better lower bounds for scheduling
problems [12].

Frequently, a large number of the boxes that are shipped
have the same size and weight. To reduce the size of the
knapsack problem, x; can be used to represent a class of
boxes rather than a single box. If there are b; boxes of a
class j, then equation (3) becomes:

0<a; <bjj=1,....n. (4)

This problem is then called the bounded knapsack prob-
lem. If b; is large or unknown, then it is called the un-
bounded knapsack problem.

If you take into account the shipping example again and
consider that the boxes have weight as well as volume and
both have a maximum bound, then equation (2) should
change. After generalizing the problem to include additional
constraints we get a d-dimensional knapsack problem.
We can rewrite equation (2) as:
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n
maxZwi]-xjgci, i=1,...,n. (5)

j=1

The knapsack problem given by equations (2), (4) and (5)
constitute the most generic of the mixed palletizing prob-
lems. In theoretical computer science, this problem is also
referred to as the 3D bin packing problem. If the mixed
palletizer has to generate rainbow pallets, then equation (1)
will be modified to reflect choice of at least two types of
boxes together. This will yield the quadratic knapsack
problem as:

max Z PijTiT; (6)

i,j=1

3.2 More variants of KP

Consider the generic example of mixed palletizing we for-
mulated in equations (2), (4) and (5). These equations can
be further extended as variations of KP to represent entire
logistics operations. For example, a shipping industry usu-
ally has several cargo vehicles making daily trips between
popular locations. In that case the dispatcher has to decide
if a particular package goes on a particular trip or the next
one. If there are n items on the list of transportation re-
quests and m trips available on a route, we use nm binary
variables x;; for representing if a particular item goes on the
m* trip.

The mathematical programming formulation of such a
problem is called as the multiple knapsack problem and
is given by:

max Z Z Pixij (7)

i=1 j=1
subject to
n
ijxijgchizlv"wmy (8)
j=1
<1, j=1,...,m, 9)
i=1
zi; € {0,1}, 4, j=1,...,n. (10)

Consider an example of an automated storage retrieval
system. In such a system if the items were evenly dis-
tributed throughout the warehouse, they could be retrieved
efficiently. Each pallet can store only one variant of each
type of item, so that the overall utility value is maximized
without exceeding the capacity constraint. This problem
can be expressed as the following multiple-choice knapsack
problem. Using the decision variable x;; to denote whether
variant j was chosen from the set NN;, the following model
appears:

maxz Z DijTij (11)

i=1jEN;



subject to
m
Z Z WijTij S C, (12)
i=1 jEN;
do=1i=1,...,m, (13)
JEN;
3:2-]-6{0,1},izl,...,m,jENi. (14)

Evaluating the efficiency of a warehouse system is an im-
portant factor in logistics. There are at least two ways in
which we can measure the efficiency of a logistics scheme.
Firstly, we can look at the output of the supply chain. For a
shipping industry these may be factors like number of pack-
ages shipped, packages arriving late, wrongly delivered pack-
ages. These factors describe the quantity and quality of the
items coming through the supply chain. Secondly, we can
look at the planning algorithm and determine the efficiency
of the logistics planner. Comparing the planner means com-
paring the algorithm that solves the effective knapsack prob-
lem which the logistics operation represents. Many such
techniques are described in [18] and [25].

3.3 Comparing Algorithms

Algorithms that solve the knapsack problem are not sim-
ilar. Algorithms that find the most optimum solution often
do so by doing a exhaustive search. They are computation-
ally very inefficient when compared to approximate algo-
rithms which are computationally far more efficient. How-
ever, approximate algorithms have the drawback that they
can only find a near optimum solution. It is also important
to note the complexity for each algorithm. Simple algo-
rithms which are easy to implement are desired. However,
performance can be improved by adding appropriate com-
plexity, for example, storing items in a tree instead of a list
improves running time.

Algorithms that solve NP-hard problems can be divided
into two parts: exact algorithms and approximate al-
gorithms. Exact algorithms find the most optimal solution
of a given problem whereas approximate algorithms find an
approximate solution. Usually, approximate algorithms are
faster because they only find a near optimal solution. Be-
cause of this, running time becomes an important criteria in
comparing exact algorithms while approximate algorithms
can be compared by finding out how close they come to the
most optimal solution.

It is not always possible to do an exhaustive search over a
problem space. Algorithms are usually run over several data
sets and their performance is determined analytically. One
of the most common way to check is to compare running
time of the algorithm after the data set is doubled. The
time required to find the solution should not increase expo-
nentially for polynomial or pseudo polynomial algorithms.

The most common way to measure the performance of
an algorithm is to perform the worst-case analysis. It is
denoted by the big-Oh notation as described in [5]. The
most efficient algorithms have a polynomial running time
bounded by O(n), O(nlogn), O(n*). Pseudo-polynomial
algorithms have running time bounded by O(nc) which is
better than O(2") or O(3™) for non-polynomial algorithms
[18].

3.4 Designing the KP problem

It is not obvious how a logistics problem can be formulated
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as a KP problem. Answering this question involves further
research into studying and understanding industry specific
parameters. The problem is to design the profit, that is (1),
and weight constraints, that is (2), for a logistics problem.
Profit depends on several factors. In a shipping industry
it will depend on the throughput, that is number of ship-
ments per hour, the correctness of the delivery and the total
number of cargo vehicles used. The relationship between
profit and all these factors is non-linear, in the sense that
they depend on each other or improving throughput comes
through compromising the number of vehicles used. Simi-
lar problems arise when designing the relationship between
maximum capacity and actual industrial constraints.
However, the simplest way to formulate the problem is to
simply formulate profit or capacity as a linear combination
of all the parameters that influence profit and capacity. The
weights used will decided by the industry depending upon
their specific needs and requirements. Similarly a system
of equations can be formulated for a warehouse. The main
idea is to formulate the logistics in such a way that it can
tell us back what are the specific operations that can be
compromised upon and still performing near the optimum.

4. LOGISTICS PLANNERS

As we have seen in Section 3.2 a logistics system can be ex-
pressed as a Knapsack problem. This gives us many insights
into logistics. There are lower bounds available from theo-
retical computer science, which give a theoretical indication
that the running time of an exact algorithm for (KP) can
not beat a certain threshold under reasonable assumptions
on the model of computation. Many (KP) instances can be
solved within reasonable time by exact solution methods.
This fact is due to algorithms like primal-dual dynamic pro-
gramming recursions, the concept of solving a core, and the
separation of cover inequalities to tighten the formulation
[18].

4.1 Basic Algorithms

The greedy algorithm is perhaps the most basic algorithm
that can be used to solve the KP problem. We also ex-
plain the basic idea behind exact algorithms like branch and
bound, dynamic programming and approximate algorithms
like polynomial time approximate schemes (PTAS) and fully
PTAS.

4.1.1 The Greedy Algorithm

This is by far the most popular algorithm currently used to
solve the bin packing problem. For every item, an efficiency
factor is calculated as,

P (15)

ej =
J
w;

We want the first bin to have the maximum profit to weight
ratio. All items are arranged in a descending order based on
its efficiency factor. Items are selected to be in the knapsack
in this order until equation (2) is not violated.

The Greedy solution is arbitrarily bad as compared to the
optimal solution, but it can yield at least a 0.5 of the optimal
solution [18].

4.1.2 Branch and Bound

The general idea of the branch and bound technique is
to intelligently enumerate the entire solution space and pick
the best solution. It basically consists for two fundamental



principles: branching and bounding. In the branching part,
the solution space is divided and the optimum solution is
found locally. In the bounding part, the algorithm derives
upper and lower bounds of the solution space. The upper
bound is found trivially in O(n) by relaxing the KP integral
constraint given in equation (3). Thus, 0 < z; < 1. The
upper bound is used to prune parts of solution space whose
optimum value is less than this value. The lower bound is
the most optimum solution if no other local solution space
has a greater lower bound.

To make the search process more efficient, the entire solu-
tion space can be divided so that it forms a tree structure.
This way the search for the most optimum value can be done
with a recursive depth-first or breadth-first search.

4.1.3 Dynamic Programming

Instead of optimizing the knapsack problem over all items,
dynamic programming only optimizes the knapsack for a
small subset of items. Then it adds an item iteratively to
the problem and the solution. (KP) has the property of an
optimal substructure, that is, if * is an optimum solution
of a knapsack with capacity ¢, then * — j is an optimum
solution of a knapsack with capacity ¢ — w;. KP has the
property of an optimal substructure as described in [5].

A simple dynamic programming approach to solve this
problem would involve using the Bellman recursion. Con-
sider [ items which are a subset of the original j items.
We formally solve the KP problem for [ items and a knap-
sack capacity of d < ¢. The optimal solution at this point
is given by z;_1(d). For a new item j, if d > w; and
zj—1(d — wj) > zj_1(d), then it is added into the knapsack.

4.1.4 Polynomial Time Approximation Schemes (PTAS)

Algorithms that solve the knapsack problem either com-
promise on running time to get an optimal solution or run
in pseudo-polynomial time to get an approximate solution.
PTAS algorithms are also more formally known as the e-
approximation scheme. € will determine how close the solu-
tion is to the optimal solution. Running time will increase
if a solution near the optimal is desired.

These algorithms have the basic idea of guessing a cer-
tain set of items included in the optimal solution by go-
ing through all the possible candidate sets and then filling
the remaining capacity in a greedy way [18]. In a simple
scheme, the Greedy algorithm can be extended so that a
subset of item are compared before inserting them in the
bin. Item with maximum efficiency factor given by equation
(15) within the subset is selected. The size of the subset de-
termines the running time of this algorithm. The classical
PTAS in [27] requires O(n%) time. The CKPP algorithm
given in [4] had an improved runtime over the one in [4].
They explored the monotonicity of the arranged items for
the Greedy algorithm to create subsets. This reduced their
search space and time. The running time for their algorithm

is O(né_Q) for e < %.

4.1.5 Fully Polynomial Time Approximation Schemes
(FPTAS)

Dynamic programming techniques discussed in 4.1.3 can
be modified so that they can run in polynomial time. The
earliest FPTAS technique for KP was given in [15]. Later
[21] and [16] introduced new partition techniques for parti-
tioning the profit space which improved the FPTAS algo-
rithm further. Some of the most recent work in improving
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on these algorithms was done by [17, 16].

The basic idea behind the FPTAS technique is to scale
the profits values or the weight values and then apply a dy-
namic programming technique. The optimal solution value
of the scaled instance will always be at least as large as the
scaled profits of the items of the original optimal solution
[18]. Usually, the upper bound on the most optimal solution
is found out using a Greedy method and the scaling factor
is determined whose value determines the approximation of
the solution. Most of the earlier solutions were impractical
because they compromised memory to get better running
time. However, some of the new techniques given in [17, 16]
have a running time of approximately O(nlognlog %) and
space complexity of O(n + Z).

4.2 All capacities problem

In several planning problem, the exact capacity is not
known in advance, but it may be changed based on the pro-
posed solutions. For example, carrying huge amounts of
loads also increases transportation cost. There is obviously
a non-linear relationship between actual profit and profit as
defined by the KP problem. A natural way to overcome this
problem is to calculate optimal solutions for each capacities
including ¢maez > ¢ to find the most optimal solution. As
we have stated earlier KP has the property of an optimal
substructure [5]. The dynamic programming techniques ex-
ploit this property to solve the KP problem along with the
all capacities problem.

S. 3D BIN PACKING PROBLEM

Packaging or storing is an integral part of many ware-
house systems. Hence, many logistics planners are designed
to optimize packing and storing of goods or items. As we
have seen in Section 3.1, this problem can be represented
as a variant of the knapsack problem. It is a well studied
problem in literature. It is closely related to other three
dimensional container loading problems: Knapsack loading,
where the problem is to find a subset of items that will fit
into a single bin; Container Loading, where the problem is
to find a feasible arrangement of items in which the height of
the bin filled is minimum and Bin Packing, where the items
are packed into finite sized bins and the problem is to find
the solution with the minimum number of bins.

To formulate orthogonal packaging or cutting constraints
for packaging into the bin packing problem it has to be ex-
pressed as an integer programming problem, that is, con-
dition (3) should hold. Many methods add constraints to
this problem to get a structured pallet. Usually a pallet
layer can be formulated as an integer programming problem
and a feasible packing can be found. This is referred to as
the cutting problem. There are two widely studied cutting
problems: guillotine and non-guillotine cutting problems.
Guillotine patterns refer to pattern that are cuttable. Most
bin packing algorithms will have a two step process: one
which selects the most profitable items to go in a bin fol-
lowed by a feasibility check to see if these items can fit the
bin.

Integer Programming formulations for packaging have been
studied by [1, 13, 3]. Algorithms that solve the 2DKP us-
ing a branch and bound algorithm and then run a feasibility
check which checks for overlaps for every new assignment are
described in [9, 10, 8]. An enumeration technique for check-
ing feasibility of an assignment is shown in [24]. Recent work



in using advanced graphical technique to feasibility check an
assignment called sequence triple is introduced in [7]. [6] is
some earlier work that discusses some exact algorithms and
heuristic techniques to solve the packaging problem.

5.1 Heuristics for the packing problem

The problem we consider in this section is that of selecting
a subset of items and assigning coordinates (x;,y;,2;) to
each item, such that no item goes outside the bin, no two
items overlap and the total volume of the items does not
exceed the maximum capacity. We assume that the origin
of the coordinate system is in the left-bottom-back corner
of the bin. We have the obvious constraints

0<x; <W —w,
0<y; <H-—hy,
OSZiSD—di.

To ensure that no two packed boxes ¢, j overlap we will
add more constraints

Ti + w;
yi + hi
zi +d;
T; +w;
y; +hi <,
zj +dj < z.

< zj,
Syja
< zj,

S Ti,

These ensure that the boxes ¢ and j are packed and that
they must be located on the left, right, up, down, above or
below each other. In the packaging sense, these constraints
are enough. Many methods that solve the bin packing prob-
lem [7, 22] use the above constraints. However, in practice
there are many other issues that concern the stability of a
bin or pallet. These can be added as additional constraints
to the above integer programming problem. The stability
of a pallet is more when it has a lower center of mass, the
distribution of pressure and weight is even and there are
interlocking boxes. Interlocking can be guaranteed by maxi-
mizing the surface area of a box that will touch other boxes.
Many of these factors are application specific but the prob-
lem of assigning constraints to maximize stability of a pallet
remains an open problem.

Heuristic techniques use statistics to determine the most
optimal packaging. As the size of the problem increases, ex-
act algorithms’ runtime complexity increases exponentially.
Here, heuristic solutions are very popular. [7, 29] use a
heuristic simulated annealing procedure to pack boxes to-
gether. [22, 14] presents a good overview of heuristic tech-
niques to solve the bin packing problem.

5.2 On-Line bin packing problem

Consider a bin packing example, where boxes are coming
down a conveyor and a pick and place robot is arranging the
boxes onto a pallet. In this scenario the data of the items
and their number is unknown. As soon as the item is seen
by the sensor the on-line planner has to decide whether to
pack the item or discard it. In literature on-line algorithms
are analyzed for their worst case when their solutions is com-
pared with the optimal solution given by an exact algorithm
with complete input data. This analysis is called the com-
petitive analysis and it is widely studied and surveyed in [2,
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11].

[18] provides a brief overview of this problem and some so-
lutions. A programming compiler usually can optimize the
program by modeling breaks in the program. This way it
can avoid processor cache misses and improve efficiency of
the processor. Similarly a KP algorithm can also create a
stochastic model of the distribution of profit and weights of
items. This can give rise to a simple on-line greedy algo-
rithm. From the a-priori knowledge of the distribution one
can determine a threshold for efficiency given by equation
(15). The planner will pack all items that have efficiency
more than this threshold. If the knowledge about distribu-
tion of profits and weights is known a lower bound can be
determined on the performance on this algorithm as shown
in [23].

5.2.1 Time Dependent On-Line bin packing problem

In this model the time dependence is explicitly taken into
account. For example on a shipping yard, transportation re-
quests are made randomly and they have to be accepted or
rejected without delay. If they are accepted they consume a
resource and gain some price, but if they are rejected then
their is no resource lost but price is lost due to cost in storage
space, customer goodwill etc.. [18]. These problems are for-
mally known as dynamic and stochastic knapsack problems
and they were extensively studied in [20, 26, 19].

In stochastic models discussed in the literature the re-
quests arrive by a stochastic process, usually a Poisson pro-
cess. The entire setup can be modeled as a Markov decision
process. The time dependence does not allow us to compare
performance of these algorithms with the classical knap-
sack problem. However, the achieved results contain gen-
eral characterizations of optimal policy and optimal thresh-
old policy for greedy algorithms. Some recursive algorithms
in the context of freight transportation and scheduling in
batch processes are discussed in [19]. A similar problem in
the context of airline yield management problem is discussed
in [30]. They also extend their work to include a stochastic
version of the multidimensional knapsack problem (d-KP).

Recent work in designing algorithms for solving the pal-
letizing problem on-line uses statistical methods. The idea
behind these methods is very intuitive. In greedy methods
items need to be arranged in the descending order of their
efficiency and then they are added in the bin in order. In
the on-line variation, statistical methods are used to predict
the rank of an item around the last n items based on pre-
vious observations. If the efficiency of an item is below the
threshold efficiency it is discarded, otherwise it is added to
the bin.

6. OPEN PROBLEMS

Many algorithms and techniques to solve logistics and
mixed palletizing are industry specific. On of the advantages
of providing a theoretical context is to generalize this prob-
lem and use a theoretical framework to improve logistics.
However there are many open questions. As we discussed in
section 3.4 every industry is different and converting their
entire logistics into constraints that can be fed to a com-
binatorics problem is an open question. In the context of
mixed palletizing the most important question remains of
improving stability. There are very few solutions that also
accommodate stability into their problem formulation.

7. CONCLUSIONS



We showed how the logistics planner can be formulated
as the knapsack problem. We can use this to determine the-
oretical performance measure over a logistics system. We
also introduced a 3D bin packing algorithm and provided a
comprehensive reference to some of the latest work in com-
binatorics for solving it.

We have tried to generalize the common planning prob-
lem in industries so that they can be studied theoretically.
Our future work will involve understanding and surveying
various industries and grounding their logistics planner in
combinatorics. We also think that if the gap between in-
dustrial logistics and theoretical computer science research
were closed, we can widely improve the scope of industrial
automation.
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ABSTRACT

Stacking boxes of various sizes and contents on pallets (i.e.
making mixed pallets) is a primary method of preparing
goods for shipment from a warehouse to a store or other
distant site. Many billions of dollars are spent each year in
preparing, shipping, and unloading mixed pallets. Design-
ing the load on a pallet well can save money and effort in
all three phases. But what is a good design? In this pa-
per we discuss quantitative metrics for mixed pallets. We
have built a graphical simulator called PalletViewer, also de-
scribed here, that displays pallets being built and calculates
metrics.

Categories and Subject Descriptors

1.2.1 [Computing Methodologies|: Atrificial IntelligenceAp-

plications and Expert Systems; D.2.8 [Software]: Software
EngineeringMetrics

General Terms

Algorithms, Performance

Keywords
Palletizing, Simulation, Metrics, Mixed, Pallet

1. INTRODUCTION

Stacking objects (boxes or containers) onto pallets is the
most widely used method of bulk shipping, accounting for
over 60% of the volume of goods shipped worldwide. A
significant portion of the pallets are loaded with boxes (or
other containers) of different sizes containing different goods.
These are called mixed pallets. Shipping mixed pallets is
a primary method of preparing goods for shipment from a
warehouse to a store or other distant site. Many billions
of dollars are spent each year in preparing, shipping, and
unloading mixed pallets. For whole sale items it is estimated
that more than 50 % of the consumer price is related to post-
manufacturing costs such as shipping and handling.

In the literature, the mixed palletizing domain for which
we are developing metrics is often called “the distributor’s
pallet packing problem”. It is one of a set of closely-related
packing (or unpacking/cutting) problems, all of which are
known to be hard to solve as pure geometry problems. A
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solution is finding an optimally efficient packing. More de-
tails are given in Section 2. The most closely related of these
is “the manufacturer’s pallet packing problem” in which all
the boxes are the same size and contain the same items.
That is much less difficult (but still very difficult). We are
not focusing on that problem or any of the other variants.
We are interested in helping with the real-world mixed pal-
letizing problem, which goes far beyond geometry.

Designing the load on a pallet well can save money and
effort in all three phases. But what is a good design? In
the Manufacturing Engineering Laboratory of the National
Institute of Standards and Technology, we are developing a
set of quantitative metrics for mixed pallets. We have gone
through two rounds of developing metrics. The metrics from
the second round are discussed in Section 3.

We are not developing methods for designing stacks of
boxes ourselves, and this paper touches on design methods
only briefly. We are interested in methods of calculating
and presenting metrics. The primary tool we have for that
is called palletViewer, which simulates execution of a plan to
make a stack of boxes on a pallet in a 3D view and calculates
and displays metrics. PalletViewer is discussed in Section 4.
The PalletViewer tool was utilized as the primary evalua-
tion tool for the Virtual Manufacturing Automation Com-
petition which is discussed in section 5. Finally, conclusions
are provided in section 6.

2. RELATED WORK

A great deal of work has been done on the purely geomet-
ric aspect of palletizing: packing a container of fixed size
and shape with the largest possible volume of objects. In
mathematical literature, there are both 2-D and 3-D ver-
sions of the problem, and the nature of objects to be packed
varies from version to version. The problem is often cast
as a cutting problem rather than a packing problem — for
example, how can a set of moldings be best cut from a cylin-
drical log. It is well-known that all versions of the geomet-
ric packing/cutting problem are, in general, hard to solve.
The problem is provably a member of a class of problems
called NP-hard (non-deterministic polynomial-time hard).
The best algorithms for finding optimal solutions to these
problems take computer time that increases exponentially
with the number of objects to be packed. For a typical
palletizing problem with, say, 50 boxes, the estimated time
taken on a supercomputer may be expected to be larger
than the lifetime of the universe. Currently, few (if any) re-
searchers believe that an algorithm that can produce an op-
timal solution in a reasonable amount of time will be found



in the near future.

Adding other requirements as discussed in Section 3 (such
as a low center of gravity) adds further complexity to the
problem and has not been addressed in mathematical re-
search. There is general agreement that automatic pal-
let building systems must use heuristic approaches. With
heuristic systems, however, there is no guarantee of being
anywhere near optimal. One can only hope that the heuris-
tic methods will produce good results for at least the types
of problems for which the heuristics were designed.

The United States Air Force, which ships pallets in air-
planes, conducted research on pallet planning in the last
decade of the twentieth century and the first decade of the
twenty-first [2] [3]. The first of those has a good literature
review and bibliography. It also contains C language source
code for a pallet planner and substantial documentation of
the method implemented by the code. Extensive testing
on problem sets generated in-house and elsewhere was con-
ducted.

Bischoff and Ratcliff [5] discussed loading multiple mixed
pallets and presented an algorithm for planning for multiple
pallets. A flowchart of the algorithm was included. The
algorithm was tested on 9600 problems.

Bischoff and Ratcliff [4], almost uniquely among jour-
nal papers, presented a number of practical, non-geometric
requirements for designing mixed pallet stacks. These in-
cluded, for example, orientation, load bearing, and stability.
They presented a stacking algorithm that has both dense
packing and stablility as objectives. They also presented an
automatic method for generating problem sets that has been
used by other researchers.

Bischoff, Janetz, and Ratcliff [6] discussed mixed pallet
planning further.

The collections of boxes in the problem sets of [2], [5],
and [4] however, tend to lend themselves to dense packing,
whereas real-world collections of boxes may not. Problem
sets at the other extreme, where the density of the densest
possible packing is near zero might also be devised. Con-
sider, for example, packing very thin boxes in a cubical con-
tainer where the length of the boxes is almost as large as the
diagonal of the floor of the container. Such boxes may be
put in the container on the diagonal. If we make the length
of the box long enough that the edges of the box touch the
sides of the container and we make make the width of the
box equal to the length of a side of the container, exactly
one such box can be loaded. Since the thickness may be
made arbitrarily small, the volume of the box may be made
arbitrarily small. For this problem set, the densest possible
packing is as close to zero as we choose to make it. As a
more realistic example, consider packing the same container
with cubical boxes whose side length is slightly more than
half the side length of the container. Again, exactly one such
box may be loaded. In this case the largest possible density
is a little over one eighth (0.5 x 0.5 x 0.5).

A few commercial pallet planning systems are available *.
Some of these generate multiple solutions and allow the user
to pick one.

!Certain commercial software tools and hardware are iden-
tified in this paper in order to explain our research. Such
identification does not imply recommendation or endorse-
ment by the authors, nor does it imply that the software
tools and hardware identified are necessarily the best avail-
able for the purpose.
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Neither the papers on pallet packing mentioned above nor
the commercial systems say much about the metrics them-
selves, other than packing density. Brief mention is made in
[2] of intersection, overlap, overhang, and center of gravity
(as described in Section 3).

Along with Pushkar Kohle and Henrik Christensen of The
Georgia Institute of Technology, we presented a paper [1]
describing the metrics used in the previous version of Pallet
Viewer and the Pallet Viewer software. We also described
the pallet stacking competition held in May 2010 at the Vir-
tual Manufacturing Automation Competition (VMAC) that
was part of the IEEE International Conference on Robotics
and Automation (ICRA).

3. METRICS

Roughly speaking, a metric for palletizing is a quantitative
measure of some aspect of any of the following;:

e one box that is part of a stack on a pallet
e the entire collection of boxes in a stack on a pallet
e a set of stacked pallets

e the process of building stack(s) of boxes on pallet(s).
3.1 Input Data

To evaluate metrics, data is needed. Currently, we are us-
ing three types of data files as input for calculating metrics.
Parsers are available for each type of file.

e Order file

— describes the pallets available to use.

— describes types of package and gives the barcodes
of the boxes of each type (thereby giving the num-
ber of each type).

— is an XML data file corresponding to an XML
schema.

— is available before planning.
e Packlist file

— describes the design of the stack and the plan for
building it.
— can represent multiple pallets.

— is an XML data file corresponding to an XML
schema.

— is available after planning.

o As-built file

describes the as-built stack on the pallet.

— has a home-brewed format (is not an XML file).

implicitly references an order file.

— is available after the simulation has executed the
plan.

The order file and packlist file can represent only four ori-
entations for a box (top up with sides parallel to the sides of
the pallet). The as-built file can represent a full 6 degrees of
freedom. The limitation on orientations simplifies calculat-
ing metrics for planned stacks immensely as compared with



what would be necessary if more degrees of freedom were
allowed. If there were a full 6 degrees of freedom in plans, a
solid modeler would be needed to calculate metrics, and the
definitions of some metrics would need to be extended.

The XML schemas mentioned above may be downloaded
from [10] and are described in the document “Interface Spec-
ification for Mixed Palletizing Competition” which was pre-
pared for the VMAC competition and may be downloaded
from the same site.

Data for box positions is given in terms of the coordinate
system of the pallet. That (right-handed) coordinate system
is assumed to have its origin at a corner of the (rectangular)
pallet at the top of the pallet. The X axis lies on one edge
of the top, and the Y axis lies on another edge so that the
top of the pallet is in the first quadrant of the XY plane.
The Z axis is the cross product of the X and Y axes. In
normal use, the top of the pallet is horizontal so that the Z
axis is vertical. Some of the metrics refer to this coordinate
system. In pallet data, “length” is assumed to be along the
X axis and “width” along the Y axis.

In the packlist file, each box may be identified by the
number giving the order in which to box is put on the stack.
This number is used with the metrics to make it clear which
box is under consideration.

This section discusses details of specific metrics, but be-
fore getting specific, more general discussions of weight sup-
port and box robustness are given to set the stage.

3.2 Weight Support Mode

There are at least two different common modes for the
way in which boxes are supported by other boxes. What
constitutes a good stack is very different between the two.

In one mode, which we might call the cardboard mode,
when anything (such as another box) is put on top of a
box, it is the material from which the box is made that
bears the weight. The cardboard mode occurs with boxes
containing breakable items such as glassware and tomatoes.
These boxes may be made of more sturdy material such
as wood or thick plastic or may have additional internal
supports such as columns at the corners.

In the other, contents mode, it is the contents of the box
that provide most of the support for any weight placed on
top of the box. The contents mode occurs with boxes con-
taining relatively robust items such as cans of soda or reams
of paper. In the contents mode, the material from which the
box is made may have very little resistance to compression.
The contents have it, instead.

The goodness or badness of metrics such as how much
boxes overlap varies widely between the two modes. In card-
board mode, overlap is usually a bad thing because the edges
of the boxes (the load-bearing part) are not lined up verti-
cally. One web site [9] says overlap (also called interlocking)
“can destroy up to 50 % of the compression strength”. In
contents mode, overlap is generally good, since it tends to
hold the stack together. The edges of the boxes are not load
bearing in contents mode. All shippers expect pallets to be
wrapped with plastic and possibly also with straps or nets.
The wrapping and strapping hold the stack together and
fasten it to the pallet, so the benefits of overlap are usually
not large. If the pallet is moved from a loading area to a
wrapping area, however, it is useful to have a cohesive stack.

The work we have done so far has used pallets of boxes of
supermarket items. These are mostly contents mode boxes,
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so overlap has been looked upon favorably.

3.3 Box Robustness

Boxes of different items have different maximum loads and
maximum pressures. No box on a pallet should have its
maximum load or pressure exceeded. The XML schema for
boxes we have been using includes an optional Robustness
element, which has as sub-elements: MaxPressureOnTop,
SourcePalletLayers, and RelativeRobustness. Currently, our
metrics use only MaxPressureOnTop (which is the maximum
allowed pressure on top). We could calculate the maximum
load number as the maximum allowed pressure times the
area of the top of the box, but that number would proba-
bly not be correct. Also with that number, the maximum
allowed pressure would always be exceeded if the maximum
allowed load were exceeded, so the “maximum pressure ex-
ceeded” error would be triggered, making a maximum load
error redundant.

SourcePalletLayers, the number of layers on a pallet of
identical boxes on which a product is received, is an empiri-
cal measure of robustness. If the manufacturer piled boxes N
layers deep for shipment, and they arrived intact, it should
be 70k” for the builder of a mixed pallet to do likewise.

RelativeRobustness is an enumeration of Very Weak, Weak,
Normal, Strong, and VeryStrong. This is in order of in-
creasing robustness, but no quantitative meaning has been
assigned.

3.4 Specific Metrics

3.4.1 Connections Below

Connections below is a measure of package overlap. A
larger number indicates more overlap. For a single box B,
if the box rests on the pallet, connections below is 1. Oth-
erwise, connections below is the number of boxes below B
whose tops are in contact with the bottom of B.

For a stack of boxes on a pallet, the pallet average con-
nections below is the average of the connections below over
all the boxes.

The way the computation is being done, the first layer of
a stack always has a pallet average connections below value
of 1, and the more layers there are, the larger the pallet
average connections below tends to get.

An alternate method of calculating the pallet average con-
nections below might be to disregard boxes directly on the
pallet. This would eliminate the effect described in the pre-
ceding paragraph and might be more useful.

3.4.2 Overlap

Overlap is a measure of the percent of a box that rests on
a support surface. The number ranges between 0 and 1 with
1 being the optimal value. For a single box B, the overlap
fraction is the fraction of the bottom of B that is in contact
with the top of the pallet or with the top of some box below
it. If B has a small overlap fraction, B is likely either to be
intersecting the pallet or a box below B (possible in a plan,
impossible in a real stack) or to produce an unstable stack.
In the intersection condition, the bottom of B is inside the
pallet or box below, not in contact with the top of the pallet
or the top of the box below. We have been treating a low
overlap fraction for a single box as a plan error.

For a pallet, the pallet average overlap fraction is the av-
erage of the overlap fraction over all the boxes. This could



also be computed by dividing (1) the total area of the bot-
toms of boxes in contact with the tops of other boxes or
the top of the pallet by (2) the total area of the bottoms
of boxes. That would usually be a slightly different number
since each box would, in effect, be weighted by the area of
the bottom of the box. If there were two boxes B1 and B2,
the bottom of B1 was a square millimeter, the bottom area
of B2 was a square meter, B1 had an overlap fraction of 0,
and B2 had an overlap fraction of 1, our calculation would
give an average of 0.5 while the alternate calculation would
give something over 0.999.

3.4.3 Overhang

Overhang is a measure of a box or the stack extending
outside the pallet.

For a single box B, the overhang of each side beyond the
four sides of the pallet may be calculated. If there is no
overhang, the value is given as 0.

For a pallet, the overhang beyond a side of the pallet is
the maximum of the overhangs of all the boxes beyond that
side.

Many shippers, including the US Postal Service [11] and
UPS [12], require that there be no overhang. The Great
Little Box web site [9] says overhang is bad: "With as little
as 1/2 inch [12.7 mm] hanging-over, as much as 30 % of
their strength is lost!”. Overhang will also be undesirable if
pallets must be loaded with little clearance between them, a
common situation for trucks, airplanes, and large shipping
containers. In some situations, however, overhang may be
acceptable or desirable.

In order to provide space for netting, the U.S. Air Force
[2] requires 5 cm (2 in) of clearance between each side of
the stack and a vertical plane through the nearest edge of
the pallet. This could be calculated as negative overhang,
but we are currently not doing that calculation. It would be
simple to do it.

3.4.4 Maximum Pressure on Top

The concept of maximum pressure on top applies to a
single box. Exceeding the maximum allowed pressure over
a small area might result in a hole being punched in the top
of the box. Exceeding the maximum allowed pressure over
a larger area might result in the box collapsing.

To determine whether the maximum allowed pressure on
top of a box B is being exceeded, we calculate the pressure
on B exerted by each box T that rests on top of B.

To find the pressure exerted by T, let F; be the total
downward force exerted by T and A: be the total area of
the bottom of T in contact with other boxes.

A may be found using the data in the order and the plan
giving the positions and sizes of the boxes.

F; is the weight of T plus the force exerted on T by boxes
on top of it. For boxes on the top of the stack, F} is just
the weight of the box. If we assume that the downward
force of each box is uniformly distributed over the bottom
of the box, the pressure exerted by T on B is F;/A;. We
can calculate the force and pressure exerted by each box
on the boxes below it by starting at the top and working
downwards. The pressure is found as just described, and the
downward force is the pressure times the area of contact.

The assumption that F; is uniformly distributed over the
part of the bottom of box T that is supported by other boxes
is a naive assumption. The actual distribution of force will
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depend on several factors such as the elasticity and deforma-
bility of the boxes and their contents as well as on the way
in which they are stacked. Only a finite element analysis
requiring detailed data that is not available could hope to
provide a good picture of the actual distribution of force.

The metric for a single box is the maximum pressure in
kilograms per square meter exerted on the top of B by any
other box. If the maximum allowed pressure on B has been
exceeded, that is reported as an error.

The metric for a stack of boxes is the total number of
boxes for which the maximum allowed pressure is exceeded.

If all the boxes in a stack have the same maximum al-
lowed pressure on top, the method of calculating maximum
pressure we are using will never return a false report that
the maximum allowed pressure has been exceeded since the
situation can only be worse if force is not distributed uni-
formly. However, the method may fail to find a situation in
which maximum allowed pressure has been exceeded.

It would be a good idea to check the pressure on the bot-
tom of each box, but no figure for maximum allowed pressure
on the bottom is available.

3.4.5 Box Intersections

The format for a design for a stack of boxes allows boxes
to be placed anywhere, so it is possible to make a design in
which boxes intersect. Such a design is impossible to make,
of course, so the design is in error. Calculating whether
boxes in a design intersect is easy to do with the current
limitation on the orientation of boxes.

For a single box B, the metric is the number of other boxes
that intersect B. It is helpful if the id numbers of the other
boxes are given.

For a stack, the metric is the total number of intersection
errors. The intersection of two boxes is a single error, not
one error for each of the two intersecting boxes.

3.4.6 Center of Gravity

The center of gravity (COG) is a useful measure for de-
termining pallet stability. In almost all real situations, a low
COG for a stack of boxes is better than a higher one. The
lower the COG, the less likely the stack is to fall over if the
pallet is tilted. In addition, it may be important that the
XY location of the COG be near the XY center of the pallet,
so that a fork lift, truck, or airplane carrying the pallet is
not unbalanced. The Air Force is reported to prefer that the
COG not be more than 10.16 cm (4 in) from the center of
the pallet for a pallet 274.32 cm by 223.52 cm (108 in by 88
in) [2].

The COG of a single box is assumed to be at the center of
the box (halfway between each of the three pairs of parallel
sides). This may or may not be a good assumption. The
input data format does not have a place to put the location
of the COG of a box.

The XYZ location of the COG is easy to calculate from
the input data. The metrics currently used for the COG
are its height above the pallet in meters and its relative
offsets from the pallet center in the X and Y directions. The
relative offset in the X direction is the difference between
the X coordinate of the COG and the X coordinate of the
pallet center divided by half the length of the pallet. With
that definition: if the value is 0, the COG is at the center
of the pallet in X; if the value is 1, the COG is at the +X
edge of the pallet; and if the value is -1, the COG is at the



-X edge of the pallet. The relative offset in the Y direction
is defined similarly but using the width. The relative offsets
provide a measure that is intuitive and independent of the
size of the pallet. The XY location of the COG may be easily
calculated from the relative offsets as long as the length and
width of the pallet are known.

3.4.7 Loading Order Errors

Loading order errors provide one measure of the “build-
ability” of a pallet. As mentioned earlier, the packlist files
we are using for input provide both the design for a stack
and a plan for building the stack. Among other things, the
packlist specifies the order in which boxes are to be added
to the stack. It is almost always necessary in the real world
to place all the boxes on which a given box B rests before
putting B on the stack. The metric we are using for a single
box is the number of boxes below B that are not in place
when B is put on the stack. The metric for a stack is the
sum of those numbers over all boxes. It is helpful if the id
numbers of the missing boxes are given.

3.4.8 Number of Boxes on Stack

The number of boxes on the stack is useful for keeping
track of progress while the stack is being built and, when
the stack is completed, for comparison with the number of
boxes in the order.

3.4.9 Total Weight

Shipping charges are often based on weight, and many
shippers have a maximum allowed weight for a pallet, so
this is an essential metric. Also, the total weight is needed
to ensure the load capacity of the pallet is not exceeded. The
total weight of the stack (excluding the pallet) is calculated
as the sum of the weights of the boxes on the stack.

3.4.10 Stack Height

The stack height is the height above the top of the pallet
of the highest point on the stack. This is used for finding
the pallet storage volume (and hence the volume density).

Almost all shippers have a maximum allowed height that
includes the pallet. Another height metric should be added
that includes the height of the pallet. The pallet height,
however, is not included in the input data we are currently
using.

3.4.11 Volume of Boxes

The volume of boxes is the sum of the volumes of the
boxes on the stack. Its primary use is in finding the volume
density of the stack.

3.4.12  Pallet Storage Volume

This is the maximum volume of boxes a stack with the
current stack height could have (in the absence of overhang).
This is calculated as the area of the top of the pallet times
the height of the stack. Its primary use is also in finding the
volume density of the stack.

3.4.13 Volume Density

The volume density of a stack is a significant measure
of the quality of a stack. It is computed as the volume of
boxes divided by the pallet storage volume. Its value is never
greater than 1 (unless there is overhang).
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3.4.14 Total Errors

One more metric is provided for the stack. That is the
total number of errors. This is the sum of the total overlap
errors, the total intersection errors, the total loading order
errors, and the total maximum pressure errors.

3.5 Combining Metrics

Depending on the nature of the goods, boxes, shipping
methods, warehouse procedures, and unloading procedures,
combining the quantitative metrics to produce an overall
measure of goodness must be done in different ways with
different weights or thresholds applied.

We have not yet found a method of generating a single
score for a shipping situation with a specific set of charac-
teristics. Such a method is desirable since it would save a
great deal of time on the part of shippers. Commercial pal-
letizing software generates alternatives from which a user
must choose according to his or her preferences.

3.6 Additional Metrics

Several additional metrics may be useful, as follows. For
several of these, it will be necessary to revise the input file
format.

3.6.1 Connections and Overlap on Top

The metrics listed above for connections and overlap are
currently calculated only for the bottoms of boxes. It may
be useful to calculate them for the tops as well.

3.6.2  Other Measures of Connectedness

The point of finding connections and overlaps is to get
a measure of how well the stack holds together. It may be
useful to calculate a more direct measure of holding together,
such as the number of connected sub-areas on the top side of
a layer (fewer being better). Intuitively, a sub-area is formed
by a number of boxes in a layer being linked together by
boxes in the layer above.

3.6.3 Families of Boxes

To unload a pallet efficiently, it should be possible to un-
load all boxes that have the same destination at once without
having to move boxes that have a different destination. To
support this idea, the order schema has a place to put an
identifier for the family of a box. A metric could be cal-
culated giving the number of families that can be unloaded
from a pallet without moving other boxes.

3.6.4 Error Metrics

It would be useful to have metrics for more kinds of plan
and execution errors. These include:

e the number of boxes that should be on the pallet that
are not there.

e the number of boxes on the pallet that should not be
there.

e the number of non-fatal syntax errors in the packlist
file.

3.7 Other Considerations of Metrics



3.7.1 Multiple Pallets

We have not yet tackled metrics for multiple pallets. For
example, if more than one pallet is required, is it going to
be better to have roughly equal loads on all pallets than to
load all but the last pallet full and put the remaining boxes
(which may be few in number) on the last pallet?

3.7.2 Box Orientation

The representation of a plan we are currently using al-
lows placing a box in only four orientations — bottom down
with sides parallel to the sides of the pallet. It would be
practical to allow a wider range of orientations. As long as
the sides of the boxes on the stack are parallel to the sides
of the pallet, the difficulty of calculating metrics will not
change much. Without the parallel sides limitation, calcu-
lating metrics would probably require using a solid modeler.

3.7.3 Location Tolerances

It is practical to treat differences of a millimeter or so in
height as unimportant in building stacks of boxes of the size
typically stacked on pallets. However, it is not clear how to
model a stack with non-zero but negligible height differences
or how to calculate metrics in this case.

3.7.4 Box Spacing

A metric for spacing between the sides of boxes should
be devised. Some automatic planning systems leave spaces
between the sides of boxes and have the edges of every layer
line up with the edges of the pallet. Other planning sys-
tems leave as little space as possible between the sides of
boxes. Some boxes may be safely manipulated by suction
grippers holding on to the top of the box. For other boxes,
side and/or bottom gripping is necessary. In the latter case,
it may be necessary to leave spaces between boxes for the

gripper.

3.7.5 Design Vs. Plan

Currently, the packlist we are using specifies both the de-
sign for the stack and the plan for building the stack. The
plan includes waypoints for each box as it is loaded onto the
stack. There are many ways in which a given design may be
built, and some are more efficient than others. In addition,
some designs are easier to build than others. Metrics might
be developed both for the buildability of designed stacks and
for the efficiency of plans for building a stack with a given
design.

For evaluating plans that include specific paths (as they do
in the current plan format), one metric might be the number
of times boxes being loaded collide with the partially built
stack. To calculate that, a solid modeler may be necessary.

4. PALLET VIEWER
4.1 Functionality

Pallet Viewer was originally built at the Georgia Institute
of Technology. We have made major revisions twice at NIST.
The first NIST revision was described in [1]. The latest NIST
revision is described here.

The Pallet Viewer utility displays in a 3D color view a
pallet and the as-planned stack of boxes on it. Figure 1
shows a typical Pallet Viewer image. The Pallet Viewer
executable is called with at least two arguments: the name
of an order file and the name of a plan file. A third, optional,
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argument may also be given: the name of an as-built file.
If the third argument is given, the Pallet Viewer shows the
as-built stack in a color wire frame view off to the side of
the as-planned stack.

Figure 1: Pallet Viewer Image

Pallet Viewer calculates and displays 23 metrics for the as-
planned stack, as shown in Figure 2. These are as described
in Section 3. In addition to what is shown in Figure 2,
the following additional information will be printed for the
current package.

e If the overlap fraction is less than 0.4, “Error!” is
printed after the value of the “Overlap fraction”.

e [f there are intersection errors, the package numbers
of the packages that intersect the current package are
shown on the “Intersection errors” line immedately af-
ter the number of errors. All packages are checked for
intersections, not only those shown in the picture.

e [f there are loading order errors, the package numbers
of the packages that should be under the current pack-
age but are not on the stack are shown on the “Loading
order errors” line immedately after the number of er-
rors.

e If the maximum allowed pressure on top is exceeded,
“Error!” is printed after the value of the “Maximum
pressure on top”. The value shown for maximum pres-
sure on top is for the complete stack.

The stack of boxes shown in Pallet Viewer may be built or
unbuilt by using keyboard keys. The metrics are calculated
for all partial stacks when Pallet Viewer starts. Each time a
box is added or removed, the metrics for the current pack-
age and current partial stack are displayed. The metrics and
the stack are shown in different graphics windows. The cur-
rent view may be saved in a ppm (portable pixmap image)
graphics file. The ppm file combines the two windows into
a single image.

The Pallet Viewer is a C4++ program using OpenGL graph-
ics. Manipulating the view is done entirely with the mouse,



Figure 2: Pallet Viewer Metrics

except that the h key returns the view to its default posi-
tion. The stack may be rotated and translated. The view
may be zoomed in and out.

The Pallet Viewer program is useful for analyzing the pro-
cess of creating a pallet. Since metrics are calculated for
placement of every box on the stack, the software can as-
sess whether the stack will remain stable when it is being
constructed. Another important aspect of palletizing is the
order in which boxes are put on the stack. By observing the
Pallet Viewer display an expert user can to determine if the
planner is making motion planning hard or impossible.

4.2 Limitations

The Pallet Viewer application is used to evaluate the qual-
ity of a pallet plan based on the geometry of the objects and
their placement. Its metrics apply to the geometry and load-
ing forces of a planned pallet and may be used to answer the
question, “will this be a good pallet when built?” These met-
rics don’t answer the questions, “how well does this pallet
lend itself to being built?” or “when the pallet was actually
built, how good was it?” It is a static evaluation that does
not evaluate dynamic effects such as objects sliding, tipping
or being crushed.

An intermediate step toward dynamic simulation is to use
Pallet Viewer to apply static quality metrics after each ob-
ject has been stacked, so that problems with the interme-
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diate condition of a pallet can be detected. However, since
Pallet Viewer does only static analysis, problems such as
objects sliding will not be detected.

Dynamic simulation is utilized to supplement Pallet Viewer’s

static evaluation. There are two aspects of dynamic evalu-
ation: qualitative visualization by an expert, and compar-
isons of the as-built pallet and the planned pallet to examine
object slipping, tipping, crushing or misplacement.

A shortcoming of dynamic evaluation is that the source
of problems can’t be easily isolated to the pallet building
process or the pallet plan itself. For example, if an object
slips or tips, it could be due to an improper stacking order
as chosen by the robot controller, or it could be due to the
plan itself, and no stacking order would fix the problem.

As discussed in Section 2, we use the Unified System for
Automation and Robot Simulation (USARSim) [8] to eval-
uate the pallet build process and resulting built pallet. US-
ARSim runs in real time. As a consequence, the evaluation
takes as long as the pallet build process, typically on the
order of tens of minutes. This makes it unsuitable as a way
to compare many different object stacking plans to quickly
select the best plan for execution.

5. COMPETITIONS

The first real trial of the metrics being developed for this
effort occurred during the 2010 Virtual Manufacturing Au-
tomation Competition (VMAC) [7] that was part of the
IEEE International Conference on Robotics and Automa-
tion (ICRA) robot challenge. During this event, three dif-
ferent palletizing approaches were evaluated through the use
of our metrics. These approaches included a university cre-
ated neural network learning-based approach, a university
created deterministic planning approach, and a commercial
product that is commonly used by industry.

Figure 3: View of the USARSim physics-based sim-
ulation of a mixed-pallet under construction.

At the VMAC event, teams were presented with the XML
order file and were required to generate a compliant XML
packlist file. This file was then passed through the Pallet
Viewer software and the values of the metrics were com-
puted. While this provided a measure of the final pallet’s
quality, it did not evaluate the buildability of the pallet.
Therefore, teams were next tasked with running their pack-
list file on a simulated palletizing cell. This cell was imple-



mented in the Unified System for Automation and Robot
Simulation (USARSim) and is shown in Figure 3. USAR-
Sim performs a physics simulation that includes friction and
gravity, so that problems such as sliding and tipping (which
Pallet Viewer will not find) are evident. USARSim runs in
real time, however, so it is not able to evaluate plans quickly.
USARSim provided an “as-built” file at the end of the pal-
lets construction that could be utilized by the Pallet Viewer
software for evaluation of the correctness of the build.

Figure 4: 1/3 scale palletizing cell used during the
ICRA Competition

The final step of the competition was to allow successful
teams to try and build their pallets on a 1/3 scale palletizing
cell shown in Figure 4 This competition is an ongoing event
and will be held during the 2011 ICRA conference. Sample
palletizing code may be found through the VMAC website
and new teams are encouraged to participate.

6. CONCLUSIONS

We have adopted a model of palletizing, used it to de-
fine metrics, and held a palletizing competition. A Pallet
Viewer utility has been built that calculates the metrics,
displays them, and displays a naive simulation of execut-
ing a palletizing plan. The USARSim system has been used
to simulate execution of a palletizing plan more realistically
and produce an as-built description of a stack of boxes on
a pallet. We have collaborated with industrial partners to
ensure that our work is practical.

The palletizing model we are using is limited in the fol-
lowing ways:

e It supports placing a box in only four orientations.

e It mixes the design of a finished pallet with the plan
for producing the design.

e [t does not provide for using any buffer space where
boxes might be stored temporarily during palletizing.

e No allowance for multiple robots loading a pallet or
multiple pallets being loaded.

e No allowance for expressing a constraint on the mini-
mum space between boxes.

We need to improve our palletizing model so that it ad-
dresses these limitations. We plan to do that and to continue
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developing metrics. We are aware of a few additional met-
rics that might be calculated. We need to consult with more
commercial firms to determine what metrics are important
in what environments.

We need to develop methods for combining individual
metrics in order to produce a single score for the design
of a stack on a pallet. Different methods will be needed for
different shipping environments.

There is a commercial need for a pallet planner that:

e Uses many of the metrics described in Section 3.
e Includes user preferences for weighting the metrics.
e Includes user preferences while generating designs.

e Can handle multiple pallets.
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ABSTRACT

Stacking boxes of various sizes and contents on pallets (i.e.
making mixed pallets) is a primary method of preparing
goods for shipment from a warehouse to a store or other
distant site. A special session of the 2010 PerMIS workshop
was held to examine mixed palletizing issues. Papers were
presented by end-users, vendors, researchers, and evaluators
of palletizing solutions. This paper presents a summary of
this session and discusses issues ranging from how to con-
struct pallet build plans to metrics for evaluating these plans
to competitions that feature novel palletizing approaches.

Categories and Subject Descriptors

1.2.1 [Computing Methodologies]: Artificial Intelligence
Applications and Expert Systems; D.2.8 [Software]: Soft-
ware EngineeringMetrics

General Terms

Algorithms, Performance

Keywords

Palletizing, Simulation, Metrics, Mixed Pallet, Order Pick-
ing

1. INTRODUCTION

The warehousing and distribution industry is an impor-
tant part of the supply chain that transports goods from the
factory to the end user. A typical scenario is receiving pal-
lets containing a single type of Stock Keeping Unit (SKU),
depalletizing the product, and then creating new mixed SKU
pallets for transport to customers. About 140,000 contain-
ers per week are imported into the US. About 30 % of these
(c) 2010 Association for Computing Machinery. ACM acknowledges that
this contribution was authored or co-authored by a contractor or affiliate
of the U.S. Government. As such, the Government retains a nonexclusive,
royalty-free right to publish or reproduce this article, or to allow others to
do so, for Government purposes only. PerMIS‘ 10 September 28-30, 2010,
Baltimore, MD USA
Copyright (©) 2010 ACM 978-1-4503-0290-6-9/28/10 ...$10.00 .
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containers are immediately repacked onto mixed pallets for
distribution to stores. In the grocery industry alone, more
than 80 million SKUs (half of which are for beverages) are
distributed to stores each week. Much of this work is per-
formed as a physically demanding manual task which has
the largest labor costs, greatest potential for product dam-
age, and most prevalent occurrence of order inaccuracies [5]
of an activity in the distribution process. Increasing num-
bers of SKUs coupled with the manual nature of the task is
causing a disruption in this industry due to increased costs
from product damage and fines/penalties for shipping inac-
curacies [5].

There is thus no doubt that a major challenge for supply
chain management and logistics is optimization of mixed pal-
letizing systems. At the PERMIS session, it was estimated
by C&S Wholesale Grocers that the manufacturing costs
only represent 30 % of the consumer costs for grocery items.
The remaining costs are related to distribution, handling,
and sales. Optimization of the process has the potential to
reduce consumer prices significantly. Applying robotics to
this problem has the potential to greatly reduce both prod-
uct damage and order inaccuracies, thus further reducing
consumer prices.

There are multiple providers of logistic systems and com-
plete solutions for distribution centers. This includes meth-
ods for depalletizing, warehouse management, order man-
agement, palletizing algorithms, gripper design, robot au-
tomation, mixed palletizing, and infrastructure support such
as conveyors or Automated Guided Vehicles (AGV) systems.
This paper concentrates on the palletizing robotic work-cell
which may be seen as an automation center that has an
in-feed conveyor for product coming into the cell, a robotic
arm with end-of-arm tooling and planning software, and an
out-feed conveyor for carrying the mixed case pallets from
the robot cell to a distribution center. While several com-
panies already provide solutions for this problem, there is
no consistent world view on what makes a good pallet, nor
standards for the information models required to complete
this task.

The 2010 Performance Metrics for Intelligent Systems work-
shop featured a special session on mixed palletizing that ad-



dressed these deficiencies. This session brought together rep-
resentatives from the end-user community, robot vendors,
and researchers to share and compare ideas on the current
state and future challenges of automation for mixed palletiz-
ing. Several papers and talks were presented, and a panel
discussion was held. The papers included an end-user per-
spective of the palletizing problem [12], a description of the
state-of-the-art and continuing challenges for robotic pal-
letizing systems [5], a survey of current planning systems for
mixed palletizing [8], and a discussion of emerging informa-
tion standards and benchmarks for palletizing metrics and
evaluation tools [1]. In this paper we summarize this session
by presenting an overview of the generic needs of a palletiz-
ing solution and some present palletizing systems, planning
systems for palletizing, and evaluation benchmarks.

Section 2 of this paper presents an overview of current
pallet planning algorithms. A summary of the discussion
on the information model is next presented in Section 3,
followed by a summary of the metrics discussion in Section
4. Information on a competition that is striving to advance
the state-of-the-art in palletizing is presented in Section 5,
and conclusions are presented in Section 6.

2. PALLET PLANNING TECHNIQUES

Planning for the creation of mixed pallets is not a sin-
gle problem, but a class of related planning problems that
vary depending on a particular industry’s packaging types,
warehousing systems, delivery methods, order profiles, and
customer expectations. Not all packages are of the same
type (e.g. cardboard boxes, shrink wrap items, wooden
boxes, etc.), and therefore the planner may need to treat
some SKUs differently than others.

For example, there are at least two different common
modes for the way in which boxes are supported by other
boxes. In one mode, the structure of the box bears the
weight of any item placed on top of the box. This mode oc-
curs with boxes containing breakable items such as glassware
and tomatoes. These boxes may be made of more sturdy ma-
terial such as wood or thick plastic or may have additional
internal supports such as columns at the corners. For other
boxes, it is the contents of the box that provides most of the
support for any weight placed on top of the box. This mode
occurs with boxes containing relatively robust items such as
cans of soda or reams of paper. In this mode, the material
from which the box is made may have very little resistance
to compression. The contents have it, instead. The planning
system must be able to vary its strategy depending on the
support structure of the boxes.

When building a stack of boxes where the box must bear
the weight, overlap (a box resting on multiple boxes beneath
it) is usually a bad thing because the edges of the boxes (the
load-bearing part) are not lined up vertically. One web site
[4] states that overlap (also called interlocking) “can destroy
up to 50 % of the compression strength”. However, when
the contents of the box are load-bearing, overlap is generally
good, since it tends to hold the stack together.

The shipping container type (pallet vs. roller cages) and
the delivery method also impact the packing design. For
example, some customers may require family grouping, re-
verse stop sequencing, or bay mapping for their containers.
A family group is a construct that is established to clus-
ter items that are often sold together or items with specific
storage or handling requirements. These items should be
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co-located on the final pallet in order to minimize the work
load during the unloading process. Reverse stop sequenc-
ing groups multiple orders on one pallet that are sorted by
the sequence of locations that the delivery truck will visit
along its route. At each stop, another set of packages is
removed for delivery. Bay mapping considers truck config-
urations when optimizing a set of pallets for transport. It
will include the construction of various height pallets to be
able to fit in odd sized areas of the truck (e.g. bays over a
wheel are often smaller than other bays).

Some customers may also include order profile constraints
that are used to simplify the auditing process on the receiv-
ing side. For example, a beverage order may be constrained
to have an individual layer of ten 12-packs of soda cans even
though ten 12-packs and a 6-pack fit onto the layer. Finally,
various customers have specific constraints that are driven
by their expectations on how pallets should be packed. For
example, they may specify that detergents or pet food may
not be put on the same pallet as regular food.

Other constraints on the planning system deal with the
amount of a priori data available to the planner. In offline
planning systems, the planner is able to not only specify the
final resting location of each box, but is also able to plan
the order in which the boxes are placed on the in-feed con-
veyor. In online planning systems, the planner does not have
a priori knowledge of the box ordering and must compute a
location for each box as it is received. Some industries re-
quire a hybrid planning approach to add robustness to their
system. A hybrid planning system generates a plan using an
offline planning algorithm, but can switch over to an online
approach if the preplanned sequence is violated.

The planner has to be able to consider all of these con-
straints and deliver pallets that are both high density and
stable. The remaineder of this paper will deal with offline
planning systems for boxes whose contents provide support
and will include creation of pallets with single or multiple
SKUs.

Mixed palletizing is a multi-objective multi-constraint op-
timization problem. In the literature, the mixed palletizing
domain for which we are developing metrics is often called
“the distributor’s pallet packing problem”. It is one of a
set of closely-related packing (or unpacking/cutting) prob-
lems, all of which are known to be hard to solve as pure
geometry problems. In fact, the pallet stacking problem is
related to the bin packing problem which is a standard NP-
hard (non-deterministic polynomial-time hard) problem in
computational complexity theory [7].

In this problem, objects of different volumes must be packed
into a finite number of bins of limited capacity in a way
that minimizes the number of bins used. By restricting the
number of bins to one (our one pallet), and characterizing
each item by both a volume and a value, we have a problem
known as the knapsack problem. Our palletizing problem
is then a special case of the knapsack problem where each
box is represented by a volume/weight and a potential profit
(the value) for including that box on the pallet. Consider a
knapsack with item set IV, consisting of n items, where the
Jtn item has profit p; and weight w;, and the capacity is c.
Then, the objective function can be formulated as:

n
max E piTy
j=1



subject to

n
max E w;z; < c,
Jj=1

z; €{0,1}, j=1,...,n.

(2)
®3)

In equation (2) x; can only take integral values and it
denotes whether the j;; item is included in the knapsack
or not. Finding the optimum solution vector * having an
optimum profit z* is non-trivial and known to be NP-hard
[7]. There are 2 main aspects of the palletizing problem that
need to be defined: the constraints and the model.

2.1 Planning Constraints

2.1.1 Stability Constraints

The stability constraints of a mixed palletizing problem
can be specified by studying the shear and stress properties
and doing a finite element analysis (FEM) on the pallet.
Stress and strain failure are caused by the load or pressure
on each SKU. The planner has to take these into account
for scheduling the order in which boxes should be packed.

These constraints are formally expressed as compressive or
shear stress and yield equations. Compressive stress causes
the package to reduce its height due to pressure and buckle.
The strength of the pallet is determined by the elastic prop-
erties of the boxes it contains. This property allows us to
constrain the maximum allowable pressure on each box by
(4). The stress strain curve is a standard tool used in FEM
analysis which gives (5). It puts a limit on the assumed yield
strength of a package.

F ’E
dp < k:d—: . (5)

Here E is the Young’s modulus and h is the height of the
package, a constant of elasticity specific to the packaging
material being used. F', A are the total force and the total
surface area of the package. From (4) we can determine
that shear stress can be reduced by creating interlocking
patterns which would increase the area under contact for
each package. A trivial approach to model this would be to
maximize,

TLA()
77 (6)

where n is the total number of boxes touching the current
box and Ag is the total area encompassed by all the boxes.
We normalize it by A, which is the total surface area of the
box.

P x

2.1.2  Packaging Constraints

Finding a feasible packing for a pallet is referred to as
the cutting problem. There are two widely studied cutting
problems: guillotine and non-guillotine cutting problems.
Guillotine patterns refer to patterns that are cuttable. The
problem we consider in this section is that of selecting a
subset of items and assigning coordinates (z;,y;, z;) to each
item, such that no item goes outside the bin, no two items
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intersect and the total volume of the items does not exceed
the maximum capacity. We have the following constraints,

OS.’L‘Z‘SW_UH»
0<yi <H-—hy
OSZiSD—di.

To ensure that no two packed boxes i, j intersect we add
more constraints,

Ti + w;
yi + hi
z; +d;
T; +w;
Yyj +hy
z; +d;j

< @y,
<yj,
< zj,
< x,
< i
< z;.

Many methods that solve the bin packing problem use the
above constraints.

2.1.3  Empirical Constraints

Empirical constraints constitute the generic statistics that
are known to be related to stability such as the center of
mass and density of the pallet.

2.2 Planning Models
2.2.1 Variations of the Packing Problem

Variations of the packing problem include knapsack load-
ing, container loading, and bin packing. In knapsack load-
ing, the problem is to find a subset of items that will fit
into a single bin. In container loading, the problem is to
find a feasible arrangement of items in which the height of
the filled bin is minimum, and in bin packing, the items are
packed into finite sized bins and the problem is to find the
solution with the minimum number of bins. Usually one of
these problem determines a cost function for the knapsack
problem.

Any logistics or a mixed palletizing system can be mod-
eled by a Knapsack problem variant [8]. If the planning
problem involves many constraints then we can frame it as
a d-dimensional knapsack problem. Planning for rainbow
palletizing (a pallet where different layers of the pallet are
created out of different products) can be performed by mod-
ifying the problem as a quadratic knapsack problem. Other
interesting variants of the problem can be used to model
complex warehousing systems for shipping industries. The
multiple knapsack problem and the multiple-choice knapsack
problem can be used to model package priority, packages ar-
riving late or even wrongly delivered packages. If the rate
or the number of packages coming into a warehouse is not
fixed, a variant called stochastic knapsack problem can be
used for modeling on-line bin packing problem. All these
different models can give us insight into the measure of ef-
ficiency a logistics scheme is capable of. There are lower
bounds available from theoretical computer science, which
give a theoretical indication that the running time of an ex-
act algorithm for the knapsack problem can not beat a cer-
tain threshold under reasonable assumptions on the model
of computation. Many knapsack instances can be solved
within reasonable time by exact solution methods.



2.2.2  Planning Algorithms and Benchmarks

Algorithms that solve NP-hard problems can be divided
into two parts: ezxact algorithms and approzrimate algorithms.
Exact algorithms find the most optimal solution of a given
problem whereas approximate algorithms find an approxi-
mate solution.

There are many standard algorithmic approaches that can
be used to solve this problem. Greedy, branch and bound,
dynamic programming and polynomial time approximation
schemes are used to solve palletizing problems modeled as
the knapsack problem. Each of these different class of algo-
rithms scale the profit or weight space to achieve a near opti-
mal solution. For problems with stochastic input, heuristics
are used which are learned from statistical distribution tech-
niques to model the profit and weight space.

2.2.3 Algorithmic Benchmarks

Algorithms that solve the knapsack problem are not sim-
ilar. Algorithms that find the most optimum solution often
do so by doing an exhaustive search. They are computa-
tionally very inefficient when compared to approximate al-
gorithms which are computationally far more efficient. How-
ever, approximate algorithms have the drawback that they
can only find a near optimum solution. It is not always
possible to do an exhaustive search over a problem space.

Algorithms are usually tested over several data sets and
their performance is determined analytically. One of the
most common way to check is to compare running time of
the algorithm after the data set is doubled. The time re-
quired to find the solution should not increase exponentially
for polynomial or pseudo polynomial algorithms. The most
common way to measure the performance of an algorithm is
to perform the worst-case analysis.

2.3 An Exact Approach

Consider the robot packable bin packing problem. The
problem is strongly NP-hard. However we discuss here an
exact branch and bound algorithm for solving the bin pack-
ing problem. The three dimensional bin packing problem
consists of orthogonally packing all the boxes in the mini-
mum number of bins.

A greedy approach to solve this problem would assume
that the packages are sorted according to decreasing effi-
ciencies

b P2
w1 w2

DPn

Wn

\Y

(7)

An obvious disadvantage of this approach is that only the
first bin would be efficiently filled. The exact algorithm
due to [10, 9] is based on a two level decomposition princi-
ple: the main branching algorithm and the single bin filling
algorithm. The main branching algorithm assigns boxes to
each bin, while a separate branch and bound algorithm tests
whether the box can be placed in the bin by determining its
location and cost. The main branching algorithm is an ap-
proximation algorithm and limits the number of executions
of the single bin filling algorithm. The approximation algo-
rithm can be defined by many complementary heuristics.

Consider our objective function is to maximize the number
of boxes to fit in a bin. Let Z be the solution value and let
M = {1,2,...,m} be the current set of bins to which the
boxes are assigned.

2.3.1 The main branching algorithm
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Figure 1: The shelf approach used for packing boxes
in shelves [10]. A free box is assigned to the same
shelf or a new shelf is created.

Figure 2: The 3D corners approach is used to find
all possible feasible positions for a box [9]. The black
dots indicate all starting positions available for a free
box.

The exploration of the main branching algorithm follows
a depth-first strategy. At each decision node the free box is
assigned to all open bins. It is also assigned to a new bin if
|M| < Z—1. Then the two heuristics on the single bin filling
algorithm are used to find feasible packaging combinations.
A node is not explored further if the lower bound is more
than one or no feasible solution is found with the single
bin filling algorithm. A box is assigned to the bin with the
maximum upper bound.

2.3.2  The single bin filling algorithm

Here we consider two bin packing heuristics which have
a complementary behavior. A poor performance on one of
them corresponds to a good performance on the other.

In Figure 1, boxes are sorted according to their heights.
All the boxes which lie within {Q—hL7 21%} are put in group .
For every group i, boxes are sorted in slices of their width
and length. If a new free box cannot be assigned to a par-
ticular shelf, it is put on the next shelf which starts from the
highest box in the current shelf.

In Figure 2, is the 3D corners algorithm which decides
feasible location after every assignment based on geometry.
The packaging constraint equations in Section 2.1.2 corre-
spond to this particular heuristic.

If a box cannot be assigned using one of the above heuris-
tics it is rejected.



3. INFORMATION MODEL

An information model provides a sharable, stable,and or-
ganized structure of information for representing domain
specific data. For the case of mixed palletizing, there are
three categories of data that need to be represented. These
include a priori data about possible articles and constraints,
plan data that specifies how a pallet is to be constructed,
and as-built data that provides a description of the pallet
as it was actually constructed. In our case, all of these in-
formation models are provided as XML schemas [6]. The
a priori and plan models are based on extensions of KUKA
Systems® information models. The as-built model is a newly
created construct.

3.1 A priori information model

The a priori information model contains all of the data
necessary for the planner to construct and optimize its plans.
It contains information on pallet constraints, individual ar-
ticles, and the bill of lading. Pallet constraints include in-
formation such as the pallet dimensions, allowed overhang,
and maximum capacity. Article information includes quan-
tities such as the article dimensions, weight, robustness, and
family group. Finally, the bill of lading contains order infor-
mation such as the desired quantities for each article.

3.2 Plan information model

The plan information model contains all of the informa-
tion necessary to construct the pallet. This includes article
information and plan-build information. The article infor-
mation contains the same data as in the a priori information
model described above with the addition of the pallet build
order. The build order enumerates the order in which an
upstream sequencing or sorting system should deliver the
articles to the assigned mixed palletizing robot or manual
palletizing station that is building the actual pallet.

The plan-build information contains the final resting lo-
cation (or target point) of each article along with article
approach information. This approach information contains
a set of via points which describes the approach movement
of the robot to arrive at its final drop location without collid-
ing with articles that have already been placed on the target
pallet. In the optimal case, the target point can be reached
by all four sides. However, depending on the cell layout, the
gripper technology utilized, and the loading container, the
allowed approach direction may be limited.

3.3 As-built information model

The as-built information model contains information on
the pallet as it was actually constructed by the robotic plat-
form (either simulated or in reality). The file contains the
actual 6-degree-of-freedom location of article after comple-
tion of the build as well as information on the actual article
size. The reason that size information is necessary is that
packages are deformable. Their shape may change as pres-
sure is applied to them from packages placed on top, or
due to damage from the manipulation task. In addition,
the actual packages used in the pallet build may differ from

!Certain commercial software tools and hardware are iden-
tified in this paper in order to explain our research. Such
identification does not imply recommendation or endorse-
ment by the authors, nor does it imply that the software
tools and hardware identified are necessarily the best avail-
able for the purpose.
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the expected models. If it is possible to obtain the as-built
information during the build process, an additional use of
the information would be for the planner to adjust article
drop point locations during the build process to account for
the package deformations and irregularities. The build pro-
cess would also be able to be interrupted in case the virtual
model and actual model differ by too great of an extent. At
the current time, the packages used in simulation are not
deformable, and are of uniform size and shape. Therefore,
the information model contains an identifier for each pack-
age. The identifier may be used to obtain more information
about the package from the order file. However, this is an
area that we hope to expand upon in our future work.

4. PALLET METRICS

Due to the fact that planning for a mixed pallet is NP-
hard, we know that computed plans will be suboptimal. We
further know that packing strategy depends on the type of
packages being stacked and pallet utilization depends on
shipping constraints. However, given a packing plan, we
would still like to answer the question of how good is the
plan? In order to answer this question, metrics must be
devised. Neither papers on pallet packing found in the liter-
ature nor the commercial systems say much about the met-
rics themselves, other than packing density. Brief mention
is made in [2] of intersection, overlap, overhang, and center
of gravity. In an attempt to better answer this question,
the authors have developed a series of metrics that may be
decomposed into the categories of Article Specific Metrics,
Pallet-Wide Metrics, and Error Metrics.

4.1 Article Specific Metrics

Article specific metrics are those metrics which apply to
a single article or package. They include measures that con-
tribute to the stability (e.g. connections below and overlap)
and integrity (e.g. overhang and maximum pressure) of in-
dividual packages.

The connections below measures the number of packages
on which this package rests. This measure is designed to
indicate the degree of interlocking that occurs on the pallet,
where more interlocking may imply improved pallet stability.
It should however be noted that for some pallets, interlock-
ing may significantly reduce the load capacity of individual
articles. The overlap of a package represents the fraction
of the bottom of the article that rests on other packages.
Small values would mean poorly supported articles which
could result in pallet instability.

The overhang indicates the amount of the article that ex-
tends over the pallet edge. Large overhang could make the
article vulnerable to to damage, and may make loading the
pallet into a truck, plane, or container difficult or impossi-
ble. The maximum pressure indicates the maximum static
pressure that will be exerted on this package. Note that
dynamic loads, for example when a package is dropped on
top of this article, may cause the article to experience larger
pressures.

4.2 Pallet-Wide Metrics

Pallet-wide metrics are those metrics which apply to the
pallet when taken as a whole. They include measures that
relate to the raw construction data for the pallet such as the
number of articles on the pallet and overall pallet statistics
such as the pallet’s total weight, maximal height, and vol-



Metric | Pallet (a) | Pallet (b) |
Average Overlap 0.95 0.53
Average Connections 2.00 1.00
Intersection Error 1 9
Stack Height 0.125 m 0.209 m
Volume Density 0.6054 0.4410
Center of Gravity (height) | 0.04 m 0.08 m

Table 1: A few metrics generated by palletViewer
on the pallets from Figure 3

ume. In addition, efficiency and handling characteristics are
represented with these metrics.

Efficiency measures strive to measure how efficient the pal-
let construction is. They include storage volume and volume
density. The storage volume represents the warehouse space
that is required to store the pallet based on the calculation
of the pallet base area times its height. Volume density is
a ratio that compares the sum of the individual article vol-
umes to the storage volume. It may be used to indicate how
much “empty space” is required to be stored.

Handling measures indicate how easy it will be for the final
pallet to be maneuvered during shipping and the complexity
of unloading the pallet. It includes such measures as the
pallet’s center of gravity and the number of product families
that are contained on the pallet. A product family is a
set of articles that will be unloaded at a single location at
the pallet’s destination. In the case of product families, a
particular product family’s distribution on the pallet is also
considered. For example, a pallet that contains three layers
of articles with layer one and three belonging to the same
family would be said to contain three different families. The
reason for this is that the pallet would need to make three
stops to unload (stop one for the family in layer three, stop
two for the family in layer two, and then back to stop one
for layer one).

4.3 Error Metrics

The error metrics deal with problems in the packing plan.
These problems include plan errors, stocking errors, and syn-
tax errors. Plan errors occur when some planning constraint
has been violated. These include constraints on article place-
ment (e.g. two articles intersect) as well as constraints on
article integrity such as the maximum pressure that may be
exerted on an article and pallet integrity such as the overall
pallet weight, height, and overhang.

Stocking errors occur when the content of the pallet does
not match the order. This can include missing or extra ar-
ticles. Finally, syntax errors occur when the plan file does
not properly conform to the predefined XML schema for the
plan.

4.4 Metric Tools

The above metrics define a set of raw values that can be
computed from a combination of the raw order data, plan
constraints, and final packing plan. In order to dictate that
one packing plan is superior to another, these raw values
must be combined and weighted into a single value. This
weighting may be application and industry specific. In or-
der to experiment with various weightings and examine the
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(a) Pallet generated with an offline algorithm.

(b) Pallet generated with an online algorithm.

Figure 3: Pallets generated by two different plan-
ning algorithms on the same order as displayed in
palletViewer.

specific values of individual metrics, a tool has been created
which computes these metrics. This tool is called the Pallet
Viewer and is a C++ program that uses OpenGL graphics
[11].

The application simulates the exact execution of the final
packing plan by placing one article at a time on the pal-
let. Metrics are computed for each article as it is added,
and pallet-wide metrics are also displayed. A sample of the
pallet display may be seen in Figure 3 and a sample of the
computed metrics are shown in Table 1. The user is able to
rotate, translate, and zoom this image as well as adding or
subtracting articles from the pallet.

S. ICRA VIRTUAL MANUFACTURING

COMPETITION

The first real trial of the metrics being developed for this
effort occurred during the 2010 Virtual Manufacturing Au-
tomation Competition (VMAC) [3] that was part of the
IEEE International Conference on Robotics and Automa-
tion (ICRA) robot challenge. During this event, three differ-
ent palletizing approaches were evaluated through the use of
our metrics. These approaches included a university-created
neural network learning-based approach, a university-created
deterministic planning approach, and a commercial product
that is commonly used by industry.

At the VMAC event, teams were presented with the XML



Figure 4: View of the USARSim physics-based sim-
ulation of a mixed-pallet under construction.

order file and were required to generate a compliant XML
packlist file. This file was then passed through the Pallet
Viewer software and the values of the metrics were com-
puted. While this provided a measure of the final pallet’s
quality, it did not evaluate the ability to build the pallet.
Therefore, teams were next tasked with running their pack-
list file on a simulated palletizing cell. This cell was imple-
mented in the Unified System for Automation and Robot
Simulation (USARSim) and is shown in Figure 4. USAR-
Sim performs a physics simulation that includes friction and
gravity, so that problems such as sliding and tipping (which
Pallet Viewer will not find) are evident. USARSim runs in
real time, however, so it is not able to evaluate plans quickly.
USARSim provided an “as-built” file at the end of the pal-
let’s construction that could be utilized by the Pallet Viewer
software for evaluation of the correctness of the build.

Figure 5: 1/3 scale palletizing cell used during the
ICRA Competition

The final step of the competition was to allow successful
teams to try and build their pallets on a 1/3 scale palletizing
cell shown in Figure 5. This competition is an ongoing event
and will be held during the 2011 ICRA conference. Sample
palletizing code may be found through the VMAC website
and new teams are encouraged to participate.
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6. CONCLUSIONS

Due to the lack of widely accepted metrics, it is currently
very difficult to judge the quality of a mixed pallet solution.
In addition, most of the current mixed palletizing solutions
are catered to a particular industry. There is a desire to
obtain more flexible solutions and techniques to compare
these solutions. For this, we have proposed generic prob-
lem modeling and benchmarking techniques. By comparing
the mixed palletizing technique to the knapsack problem we
have tried to theoretically reason benchmarks.

In our future work, we endeavor to grow as a commu-
nity dedicated to the study and analysis of automation in
logistics.
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ABSTRACT

Sustainable manufacturing could be promoted by the effective use
of Modeling and Simulation (M&S) applications. These
applications can evaluate manufacturing operations in light of
increasing legidation and awareness for environmental protection.
They can help determine the operational policy and strategy, and
evaluate day-to-day manufacturing decisions to comply with
regulations and to improve a company’s image. However, in order
to accomplish these objectives, existing and future simulation
applications need to be enhanced to include sustainability
constructs. This paper describes a classification of M&S
application areas along functionality and data requirements axes
that are necessary to achieve sustainable manufacturing
objectives. The classification can in turn be used to perform
requirements analyses for those applications and develop data
repositories necessary to build and execute the simulation models.

Categories and Subject Descriptors
1.6.1 [Simulation and Modeling]: Simulation Theory — model
classification, systems theory.

General Terms
Management, Measurement, Documentation,
Design, Human Factors, Standardization, Theory.

Performance,

Keywords
Sustainable manufacturing, metrics, sustainability data, simulation
analysis requirements

1. INTRODUCTION

Manufacturing systems use raw materials and auxiliaries such as
water and air, and transform them into finished products. The
transformation process requires inputs of energy. Solid and liquid
wastes and gaseous pollution are often produced as byproducts of
the manufacturing process. Figure 1 shows the basic inputs and
outputs of a manufacturing system. Therefore, production systems
and production activities can have both positive and negative
impacts on the natural environment, natural resources, economy,
and the surrounding communities. The negative effect may imply

This paper is authored by employees of the United States Government
and isin the public domain.
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that soil is contaminated, and natural resources, water sources,
energy sources, and pristine land mass depleted at such arate that
manufacturing activities cannot be sustained in the long-term
without exceeding the natural limits. With this new awareness to
minimize the impact of economic activities on the environment
and natura resources, the term “sustainable manufacturing” has
been coined.

The Sustainable Manufacturing Hub (Sustainable Manufacturing
Hub 2009) defines sustainable manufacturing as “ creating a
product in a way that considers the entire product’s life cycle and
its full impact surrounding the use and reuse of raw materials
and auxiliary materials, impact on the environment and impact
on the surrounding community. The goal is to be able to
manufacture in a way which is so sustainable that it is able to
continue into the future.” This definition implies the importance
of analyzing a product’s entire life from raw material acquisition
to its disposa and, if possible, recovery and reuse of its
components or materialsinto new products.

This paper gives an overview of the types of simulation models
that can be developed for sustainable manufacturing. It contrasts
traditional simulation model objectives and sustainable objectives,
and highlights the types and role of datain these models.

Manufactured
Orders products
Manufacturing
) System I
Materials and Byproducts

other inputs

Figure 1. Basic inputs and outputs of a manufacturing system

What is ssimulation? Simulation can be defined as “the process of
designing and creating a computerized model of a real or
proposed system for the purpose of conducting numerical
experiments to give us a better understanding of the behavior of
that system for a given set of conditions’ (Kelton et a. 2004).
Modeling and simulation (M& S) methods have a high potential to
contribute to sustainable manufacturing. Therefore, it is necessary
to capture and formalize descriptions of the product design,
manufacturing, use and disposal processes, and their interactions.
Because of the complexity of the problems, M& S will play alarge
part in understanding (Rachuri et a. 2009). As such, M&S
applications can play an important role in decision making either
before or during each stage of a product’s or production system'’s
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life cycle. Such stages include site selection, product design,
production system design, machine and process selection, material
selection, product useful life, product replacement, and product
disassembly and reuse/recycle. A simulation model can be
developed for targeted stage in a product’s life or one model
could be constructed to simulate the entire product lifecycle. An
example of this is the Arena model developed to investigate
lifecycle cost reduction in domestic appliances for manufacturers
under the Waste Electrical and Electronic Equipment (WEEE)
regulation for product sale, product use, repair, and disposal (Xie
et al. 2006).

By describing what to simulate, the classification of objectives
would support to perform requirements analyses of M& S tools for
enhancement and development of new applications for sustainable
manufacturing. The rest of the paper is organized as follows: the
next section reviews literature related to simulation of sustainable
manufacturing and classification strategy. Section 3 describes the
classification issues along the dimension of functiona
requirements for the simulation model. Section 4 presents a
description of the data requirements for executing the simulation
models. Section 5 describes an example of a simulation model
that can be developed to include sustainability concepts in the
functions, and its data requirements. Section 6 concludes the

paper.

2. RELATED WORK AND SIMULATION
CONTEXTS

2.1 Assessing Sustainable Manufacturing

A region or country can be assessed whether or not it is on a
trgjectory to sustainable development by measures such as
genuine savings, ecological measures, ecological footprints,
environmental space, socio-political measures, and quality of life
indicators (Moffatt et al. 2001). In a standardized Life Cycle
Assessment (LCA) the goals are first defined to eliminate the case
where some indicators can be seem as conflicting. Lifecycle
simulation has also been proposed to evaluate the effectiveness of
different lifecycle phases, i.e, remanufacture, reuse, recycle,
maintenance, and final dumping (Takata et a. 2003). By this
method the given parameters, indicators, performance metrics,
and indexes are defined, tracked and evaluated against set
benchmark values.

2.2 Modeling and Simulation Issues

M&S tools have been used for sustainable manufacturing for
specific cases. For example; collecting and recycling policies of
used products under the Extended Producer Responsibility (EPR)
system (Kamazawa and Kobayashi 2003); evaluating process
design for optimizing material and water consumption (Turon et
al. 2005); selecting processes to be outsourced, new suppliers, and
new manufacturing styles by using life cycle simulation by
original equipment manufacturers (Komoto et a. 2003);
evaluating alternative operating processes regarding CO2
emission, energy use, resource use, and waste in a smelter plant
(Khoo et a. 2001); determining manufacturing for environmental
waste and indirect costs associated with disposal and containment
(Russell et a. 1998); and reducing and streamlining material,
energy used, and cost of energy (Sakai et al. 2003).
Environmental and ergonomic issues have been analyzed using
simulation (Heilala et a. 2008) and an integrated framework for
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analyzing both economic and ecologica objectives in
manufacturing has been developed (Herrmann et a. 2007).

The review shows that simulation of manufacturing systems for
sustainability is scanty and scattered. There is also a lack of
concerted effort to structure requirements for modeling,
simulation and analysis of sustainable manufacturing.

2.3 Decisionsat Different Abstraction Levels
Different decisions are made at different levels of hierarchy. The
interaction between the decision making systems can complicate
the process of achieving economic, social, and environmental
objectives. Each level may require a different ssimulation study
type due to different data and analysis objectives. For example,
the evaluation of impact of a new plant on overal business
performance is a long term strategic decision as compared to
determining a daily production schedule, which is a short term
operational decision.

Industrial Policy

M&S is important for decision making at the industrial level for
long term or strategic planning because of the increasing
complexity of systems, processes, and data. At a macro level,
sustai nable manufacturing policy can be determined by the use of
system dynamics modeling. System dynamics facilitates decision
support for policy making by helping to determine long term
effects of industrial activities on natural resources, energy, and the
environment. It can also evaluate the impact on the economic
viability of the industry. To benefit from these models, the analyst
needs to first determine the indicators of manufacturing
sustainability. Measures such as genuine financial benefits,
ecological measures such as pollution, ecological footprints, and
environmental space need to first, be defined. The inputs to this
model would be factors such as population, investment, interest
rates, imports, regulatory policies, incentive, and taxes.

Factory and workstation level

M&S for sustainable manufacturing at workstation and machine
level can be done in different ways, depending on the objective.
Workstation simulation can model setup options to improve waste
handling and disposal or to determine human-machine interaction
to reduce energy use and toxic waste. Virtua reality can aso be
used to determine the ergonomic and kinematics movement of
resources during operation. In can also analyze issues such as
worker safety, and posture noise level and measures.

Process

M& S of machining operations, called virtual numerical control, is
used to validate numerical control (NC) program, to ensure that
the program would produce the part and to prevent possible
machine crashes and damage. Thus, a module can be attached to
the virtual machine model to track the energy consumed, quantity
of coolant used, wastes generated, quality, surface finish, and
gaseous pollution for an operation.

M&S can guide to sdlect a particular model of NC machine tool
for a job given the stock and required product. Different machine
tools could have different specific energy consumption for
machining given engineering materids. As M&S determines
whether a given NC program can produce the part it can also
determine sustainability indicators. With this approach,
production scheduling will not only produce a schedule which can



best utilize resources and meet customer requirements but also
minimize the environmental impact of a given work order.

2.4 Classification Strategy

The classification identifies the nature of the simulation, i.e., the
major issues and elements within sustainable manufacturing that
are to be modeled. These issues form a basis for identifying the
functionalities required within the simulation applications. The
need for M&S is often due to, for example, the introduction of a
new manufacturing plant in a community, evaluation of effect of
compliance with a newly introduced environmental regulation, or
modification of existing manufacturing process for a particular
purpose. We identify two dimensions along which to perform the
requirements analysis and classification. The first is the stage in
the product lifecycle. The other dimension is the data categories.

3. REQUIREMENTSANALYSIS—-
FUNCTIONAL

This section describes the functional requirements of a simulation
model for traditiona and sustainable situations. These two
situations or views form the structure of the work to be described
in this section.

3.1 Product Lifecycle

The stages in a production lifecycle start with product design and
end with disassemble, reuse, and recycle. At each stage, different
simulation models need to be constructed. It is the requirements
and goals of the simulation model at each stage that will form the
basis for problem classification. The Figure 2 shows the
hierarchical display of the stages.

STAGE IN PRODUCT
LIFE CYCLE

—| Mfg. system design |

Manufacturing

Product design |

Industrial policy

Workstation

Process

Distribution & storage

Product use

i

Disassembly, reuse,
re-mfg. & recycle

Figure 2. Framework for classification of sustainable
manufacturing M & S problem types

3.2 Functional Categories

3.2.1 Product Design

Product design defines the determination and specification of
components of a product so that they al function as the
requirements specify. The design phase is important because it is
estimated that 70 to 80 percent of the product cost is determined
by decisions made during the design stage (Savari et a. 2008). It
isbeneficial to introduce Lifecycle Engineering early in the design
stage and assess both ecological and economic impacts of a
product design. There are many areas in the design process where
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M&S can play a mgjor role. They include performance analysis,
process planning and manufacturing requirements, and economic
and safety objectives.

Perfor mance

Traditional — Eliminate the need to build physical prototypes as a
means of determining behavioral characteristics and
manufacturability before a product is eventually built. As such,
product simulation is carried out to understand the problem that
the design intends to solve, and a synthesis phase in which the
solutions are generated. The different solutions are evaluated
using M&S. Novel approaches such as Applied Signposting
Model (Wynn et al. 2006) used to simulate the effect of design on
various options for manufacturing in a concurrent engineering
environment.

Sustainable — Test alternative designs, materials, and component
parts with a view to anayzing energy consumption during
production and use, product durability, and pollution. It can also
be useful in issues such as investigation of product function when
using aternative operating conditions.

Process planning and manufacturing requirements

Traditional — Virtual reality simulation of assembly processes
where, through the concept of virtual manufacturing, the parts
manufacturing and assembly of a product can all be donein a3-D
simulated environment. M&S is also useful to evaluate different
process plans for product flow time, facilities utilization,
aternative work flows, resource utilization, waiting times, and
load balancing.

Sustainable — Model the process according to clean
manufacturing processes, equipment, and the use of aternative
materials.

Economic

Traditional — Assessment of costs involved in materials purchase,
parts production, labor, and equipment.

Sustainable — Analysis of costs of sustainable inputs and toxicity
of materials, cost of non-compliance, material reuse, tradeoff
between sustainable process costs, and maintenance and disposal
costs under the extended user responsibility.

Safety

Traditional — Evaluation of worker capacity and physical burden
and strain to carry out the task for efficiency of operation,
alowance for resting, and production rate while minimizing or
eiminating injury to person. Reduction of claims and expense
from worker related health problems and/or loss of body part.

Sustainable — Place greater emphasis on safety, including
exposure to hazards, injury prevention mechanisms, and
dimination of potential harm from infection. Emphasize long-
term health by elimination of carcinogens, task diversification,
and employee morale.

3.2.2 Manufacturing System Design

Manufacturing system design involves eguipment specification,
determination of labor requirements, and layout. This process
normally follows product design so that the required facilities,
equipment, machinery, staffing, and control systems can be put in
place to manufacture the product. In case of jobbing shops, a
production system may aready be in place and equipped with
general purpose machine tools with given capabilities. New



product designs or orders are accepted on the basis of equipment
capability and capacity. However, it is also possible that a new
product design would need modifications on existing equipment
and facility layout. But with concurrent engineering the design of
the product and manufacturing system design would take place
simultaneously.

Regardless of the situation, M&S can be used to sdlect a
manufacturing process and in turn determine the requirements.
Effective design of a manufacturing system using M&S
contributes to efficiency and sustainability of its operations.

M anufacturing process selection

Traditional — Evaluate and select manufacturing processes that
are cost effective and efficient in operation, matching machine
capacity, labor skills, and operator comfort.

Sustainable — Evaluate and select process for minimal
environmental impact such as evaluation and selection between
casting and sintering in the making of some classes of products.

M anufacturing facilities selection

Traditional — Investigate equipment capability and identify
problem areas, quantify or optimize system performance under
different loading conditions and investigate queue sizes, resource
utilizations, existence and identification of bottlenecks, and
staffing levels. Determine effect of facilities on throughput.

Sustainable — Consider additional sustainability issues to
equipment such as pollution, greenhouse gas emissions,
maintenance requirements, equipment life while carrying out the
selection process.

M anufacturing facilities layout

Traditional — Evaluate effect of different layout configurations on
system performance, floor space requirements and materials
handling costs, buffer storage needs and throughput, effect of
materials handling, storage areas, scheduling, and determination
of work routing.

Sustainable — Evaluate effect of layout on factors such as energy
usage, machine idle times, operationa and maintenance
accessibility, and housekeeping.

M aterials handling

Traditional — Determine material handling capacity, materias
holding storage, sufficient space for movement, level of
automation, visualize proposed system, integration of materials
handling with other manufacturing systems and testing of
alternative handling policies.

Sustainable — Minimize energy costs in handling, reduction of
handling, deployment of reusable containers and containers, and
the use of sustainable materials handling methods.

3.2.3 Manufacturing

One of the largest application areas for M&S is that of
manufacturing systems, with the first use dating back to at least
the ealy 1960's (Law and McComas 1997). Hence,
manufacturing is perhaps the largest application stage in product
realization because of the large potentia for performance
improvement and the need to avoid costly mistakes. Current M&S
applications enable analysts to model and validate manufacturing
processes, work flow, schedules; introduce new products and
processes, determine material, labor, eguipment, tooling,
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inventory, material handling, and maintenance requirements; and
plan for equipment breakdowns and repairs. However, the current
commercial off-the-shelf simulation tools most often do not
address sustainability.

Planning and control

Traditional — Reduce costs, minimize production lead times,
evaluate schedules, and improve product quality. Others are to
identify bottlenecks, determine inventory policies, throughput,
and capacity (equipment and personnel) utilization. Also, evaluate
effect of inventory policy, location, size, deliveries, and inventory
tracking mechanisms on system performance.

Sustainable — Determine material, energy, and waste flows in
manufacturing and consideration of issues such as energy or water
used per unit of final product.

Quality improvement

Traditional — Determining the number of inspection stations, their
placement and impact on throughput and outgoing quality. It can
also be used in investigating the effect of process parameters on
defect formation in the product.

Sustainability — Investigate the shift to sustainable manufacturing
processes and products and the effect that the shift can have on
product quality.

M aintenance management

Traditional — Determine optimal preventive maintenance policy,
sizing of repair crew and tools for dealing with breakdowns,
improving system life, improving production and quality, and
safety. M& S can support decision making to determine operating
policy, performance management, dynamic maintenance system,
maintenance cost control, and system downtime.

Sustainable — Investigate use of more environmentally friendly
parts, lubricants, and procedures. Schedule maintenance to collect
used parts in bins of same material composition for easy recycling
or rework. M&S can be applied to evaluate and decide
mai ntenance procedures and policy for longer product service and
optimal policy for product (especially equipment) replacement.

3.2.4 Distribution and Storage

Virtualy al products from the manufacturer pass through a
distribution system that involves storage and handling until it
reaches the fina consumer. Control of the distribution system is
concerned with measuring the cost, service level, and flexibility or
a tradeoff while considering different strategies and structura
conditions. By selecting a criteria or measure of performance, an
analyst can determine an operating policy or strategy.

Distribution and war ehousing strategy

Traditional — Meeting delivery requirements, minimization of
costs, and customer satisfaction. For a new supply chain that
means location of distribution points and fleet capacity, and
determination of optimal inventory levels.

Sustainable — Minimization of costs while considering
environmentally friendly transportation and storage alternatives.

3.2.5 Product use

M&S of a completed unit of product use could include different
ranges of operating conditions such as loading and environments,
to ensure that it would perform as designed. This helpsto increase



product confidence in manufacturers and users by using virtua
testing to cover arange of product usage situations.

Product maintenance

Traditional — Evaluate component and product reliability,
availability and maintenance. Such an analysis can be used to
determine maintenance crew and policy and what the benefits are
of reduction of breakdowns.

Sustainable —Develop more conscientious maintenance programs
for support equipment. This includes heating, ventilation, and air
conditioning systems in work areas so as to reduce outputs of
pollutants, energy use, and maintenance costs.

3.2.6 Disassembly, Reuse, Remanufacturing, and

Recycle

In recent years, interest has increased in recovering and reusing
materials from products after the end of their lives. Products are
now designed for easy recovery of materials for reuse. The term
“end of life product” has been changed to “end of use product.”
The main reasons include increasing cost of materials, rising cost
of disposing used products, toxic substances being dumped into
the environment, and government legidlation.

Traditional — Evaluate product design for least cost, shortest time,
etc. for disassembly and optimal communication of disassembly
information and optimal sequence of disassembly processes.

Sustainable — Determine: i) recycling and reuse policy for local,
state or federal government, ii) technologies for recycling, iii) the
cost of recycling, iv) the end of life recycling value in a product,
v) material and recovery reclamation strategy, and vi) whether to
reuse, remanufacture or recycle an end of use product.

4. REQUIREMENTSANALYSIS-DATA
M& S for sustainable manufacturing requires data for quantitative
information to execute the models and obtain results to aid
decision making. This section overviews this data.

4.1 Roleof Data

The simulation models for each stage of product life cycle and
abstraction level would typically require different types of data
Simulation execution data is input for a particular model or run.
Stored data or reference data should be available for access by any
simulation model and can be stored in plain text format or in
remote databases. It could also be stored in relational databases.
Figure 3 shows the relationship between datainput, the smulation
model, and output. This data can be categorized in the domains:
environmental, social, and economic.

For execution

Input data ) Traditional and
sustainability
output data

For building Simulation {: Output data

Databases model (statistics)

=N

[
]
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Figure 3. Process flow for sustainable manufacturing modeling
and simulation

DATA CATEGORIES

Resource consumption

Environmental Waste and pollution

Land use

Community impact
Social

Worker safety & health

Job creation

Economic

I 1

Community support

Taxes

Figure 4. Classification of M & S data requirements for
sustainable manufacturing

4.2 Data Categories

4.2.1 Environmental
The categories of data relevant to environmental impact are
resource consumption, waste and pollution, and land use.

Resour ce consumption

This refers to natural resources available and those required in
making the product. Such resources include raw materials, energy,
air quality, and water. Different manufacturing systems consume
different resources. The excessive use of local natura resources
can affect both plant and anima life in the community.

Waste and pollution

Quantity and type of waste and emission produced throughout a
product’s life cycle. This category includes all solid, liquid and
gaseous byproducts with a description of their content and lethal
potential. Pollution includes aso that produced by energy
producers and transporters. Noise is also aform of pollution.

Land

This refers to the land available and land use per unit of product
and for disposal of waste.

4.2.2 Social

This is the data input to evauate the social impact of the
investment on the population. The type of modeling relevant for
this category is the continuous high-level simulation for policy
setting. It is perhaps one of the most difficult to quantify and
evaluate. The key elementsin the social domain are:

General population and health status
Potential manufacturing workforce
Skilled people

Housing

Community amenities

Other manufacturers as socid ingtitutions



e  Supporting infrastructure and institutions
e Socia laws and regulations

4.2.3 Economic
Economic data is relevant for al levels of abstraction from the
decision to set up a manufacturing plant to the payment of
manufacturing bills. The income largely comes from sales and
other benefits or services. The cost for each stage in product life
cycle, i.e, materia, labor, equipment (plant), energy, water,
transportation, fines, and taxes is set against price tag and sales.
Other economic data categories include:

e  Financial markets
Financia regulations
Financial ingtitutions
Shareholders
Individual wealth in the community
Disposable income
Manufacturing wages
Manufacturers as financial entities
Manufacturing throughput
Manufacturing profits
Other manufacturing investments

5. EXAMPLE OF SSIMULATION MODEL
5.1 Machining Manufacturing M odeling

Machining fals into the categorization of manufacturing where
the concern is production planning and control, qudity, and
maintenance. The objectives include: minimize waste, energy use
and meet production requirements.

Machining uses energy, cutting fluids and lubricants that have to
eventually be disposed of as waste. The chips formed during the
process are often mixed with these fluids, and have to be cleaned
before recycle. Cutting tools, made of hard materials, have alarge
life cycle environmental impact. Overall, machining is a “dirty”
process with a negative impact on the environment. Therefore,
modeling and simulation of the process using virtual numerical
control for manufacturing sustainable products could aid decision
making to reduce the environmental impact.

After avirtual model of the machine is constructed, the next step
is to input the models of the part blank and the cutting tools to
produce the virtual product. The part stock size and geometry
plays an important role for deciding how much waste will be
generated, energy consumed, and production time. The numerical
control (NC) program is the basic input to the virtual machine,
required, and is validated using the model. An optimized NC
program may mean shorter production time thereby reducing
energy consumption, tool usage, coolant and lubricant, and total
emission. Different NC programs provide different scenarios for
caculation of the environmental impact. Other controlled
variables such as speed of cut and depth of cut influence cutting
conditions and substantiality output. In addition, different NC
programs for the same design part can be used to evaluate the
difference in environmental impact. This analysis has functional
and data requirements.

5.2 Functional Requirements
Modeling NC would need functionality to represent and visuaize
the machine tool, and input the workpiece, cutting tool, and NC
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program in addition to sustainability constructs. These are the
machine tool builder, machine tool controller, machining process,
energy use, coolant, and lubricant. The outputs are models of
product, solid waste, liquid, waste, gaseous waste and other
sustainability reports. It should aso be able to model relationships
between different sustainability indicators so that they can be
evaluated with a common unit. There should also be functionality
to vary different controllable inputs in the mode. Other
requirements are connections to databases and any optimization
function and display of sustainability reports.

5.3 Data Requirements
Validation data

This process requires data. Some of this data is substituted into
the simulation model by that particular run. Such data includes the
NC program, work piecework model, and cutting tool data. The
other is stored reference data.

Reference data

Thisis any data other than what can be provided by the model for
the determination of the environmental impact. It includes
machine specification data, lifecycle assessment (LCA) data,
cutting speed data, feed rate, specific energy tables, tool tables,
spindle power specification, and other real world data.

Real world data is collected from machine systems on the shop
floor. The data could be collected directly from devices or come
from a database or other information system. For example, the
output that includes sustainable data from a real machine may be
extracted by the following systems:

. M T Connect

This is a data exchange standard that allows for disparate entities
in a manufacturing system along with their associated devices to
share data in a common format. This middleware standard can
facilitate direct extraction of data from Computer Numerical
Controlled (CNC) machines during operation to other systems for
further processing using the eXtensible Markup Language (XML)
standard (Vijayaraghavan et al. 2008).

e The Object Linking and Embedding for Process Control
(OPC)

OPC is a technique for monitoring manufacturing systems and
their status (OPC Foundation 2010). The OPC standards specify
the communication of industrial process data, alarms and events,
historical data and batch process data between sensors,
instruments, controllers, software systems, and notification
devices.

6. CONCLUSIONSAND FUTURE WORK

This paper has presented an overview of the class of sustainable
manufacturing simulation problem types and data. Different levels
within each category and objectives of modeling have been
discussed for both traditional and sustainability approaches. It has
been found that M& S applications for sustainable manufacturing
are relatively few and are often geared to the solution of a given
problem using existing simulation models in their current form or
a combination of approaches. Enhancement of M&S for
sustainable manufacturing will require new metrics and standards
and standards interfaces to be developed. It will dso need a
depository of data to execute simulation models and compare
output against the best in class performance. To support



sustainability, modeling tools will need to provide additional
functional capabilities as well as validated methods and models
that will help the analyst develop technically correct simulations.
This paper has described the requirements. This description can
then be used to perform requirements analysis for the applications
that could form the basis for enhancement of or development of
the required simulations systems and the model structures.

What remains to be done includes the description of
characteristics of each type of simulation model and objectives,
and searches into the sources of data. It would aso link the datato
the simulation model type.

7. ACKNOWLEDGMENTS

Work described in this report was sponsored by the Sustainable
and Lifecycle Information-based Manufacturing (SLIM) program
at the National Ingtitute of Standards and Technology (NIST),
Gaithersburg, Maryland. The SLIM program applies information
technologies and standards-based approaches to manufactured
product lifecycle problems. The work described was funded by
the United States Government and is not subject to copyright.

8. DISCLAIMER

Any software products identified in context in this paper does not
imply a recommendation or endorsement of the software products
by the authors or NIST, nor does it imply that such software
products are necessarily the best available for the purpose.

9. REFERENCES

[1] Heilda J, S. Vatanen, H. Tonteri, J. Montonen, S. Lind, B.
Johansson, and J. Stahre. 2008. Simul ation-based
Sustainable Manufacturing Systems. In Proceedings of the
2008 Winter Smulation Conference (Orlando, Florida,
December 07-10, 2008). Institute of Electrical and
Electronics Engineers, Piscataway, New Jersey: 1922-1930.
DOI= http://www.informs-sim.org/wscO8papers/237.pdf

[2] Herrmann, C., L. Bergmann, S. Thiede, and A. Zein. 2007.
Framework for Integrated Analysis of Production Systems. In
Proceedings of the 14"™ CIRP Conference on Lifecycle
Engineering (Waseda University, Tokyo, Japan, June 11-13,
2007). 195-200. DOI=
http://www.springerlink.com/content/w83jj 11vn2675j54/ful It
ext.pdf.

[3] Kamawaza, T. and H. Kobayashi. 2003. Feasibility Study of
Sustainable Manufacturing System. In Proceedings of the
EcoDesign2003:  Third International Symposium on
Environmentally  Conscious Design  and  Inverse
Manufacturing (Tokyo, Japan, December 11-13, 2003). 517—
520.DOI=
http://ieeexpl ore.ieee.org/stamp/stamp.jsp?arnumber=013227
27

[4] Keton, W., R. D. Sadowski, and D. T. Sturrock. 2004.
Smulation with ARENA. 3rd ed. The McGraw-Hill
Companies, Inc.

[5] Khoo, H. H., T. A. Spedding, L. Tobin, and D. Taplin. 2001.
Integrated Simulation and Modeling Approach to Decision
Making and Environmental Protection. Environment,
Development and Sustainability 3, (June. 2001), 93—108.
DOI=

http://www.springerlink.com/content/k8n268234r741823/full
text.pdf

[6] Komoto, H., T. Tomiyama, S. Silvester, and H. Brezet. 2006.
Life Cycle Simulation of Productsin a Competitive Market.
In Proceedings of the 13" CIRP International Conference on
Life Cycle Engineering (Leuven, Belgium, March 31 — June
2, 2006) 233-237. DOI=
http://ww.mech.kul euven.be/l ce2006/147 . pdf

[7] Law, A. M. and M.G. McComas. 1997. Simulation of
Manufacturing Systems. In Proceedings of the 1997 Winter
Smulation Conference (Atlanta, Georgia, December 07-10,
1997). Ingtitute of Electrical and Electronics Engineers,
Piscataway, New Jersey: 86-89.

[8] Moffat, I., and N. Hanley. 2001. Modeling Sustainable
Development: Systems Dynamics and | nput-output
Approaches. Environmental Modeling & Software 16, 6
(September 2001):545-557.

[9] OPC Foundation. 2010. OPC Resource Page. DOI=
http://www.opcfoundation.org

[10] Rachuri, S., R.D. Sriram, and P. Sarkar. 2009. Metrics,
Standards and Industry Best Practices and Sustainable
Manufacturing Systems. In Proceedings of the annual fifth
|EEE International Conference on Automation Science and
Engineering Conference, CASE 2009 (Bangalore, India,
2009), Institute of Electrical and Electronic Engineers,
Piscataway, New Jersey: 472-477. DOI =
http://Amww.nist.gov/customcf/get_pdf.cfm?pub_id=903008

[11] Russdll, D.K, P. A. Farrington, S. L.Messimer, and J.J.
Swain. 1998. Incorporating Environmental Issuesin a
Filament Winding Composite Manufacturing System
Simulation. In Proceedings of the 1998 Winter Smulation
Conference (Washington DC, December 13-26, 1998).
Institute of Electrical and Electronics Engineers, Piscataway,
New Jersey: 1023-1027. DOI =
http://ieeexplore.ieee.org/stamp/stamp.jsptp=& arnumber=7
45837& userType=inst

[12] Sakai, N., G. Tanaka, and Y. Shimomura. 2003. Product Life
Cycle Design Based on Product Life Control. In Proceedings
of the EcoDesign2003: Third International Symposium on
Environmentally Conscious Design and Inverse
Manufacturing, (Tokyo, Japan, December 8-11, 2003), 102—
108. DOI =
http://ieeexpl ore.ieee.org/stamp/stamp.j sp?arnumber=013226
45

[13] Savari, M., L. Newnes, A. R. Mileham, and Y .G. Goh. 2008.
Estimating Cost at the Conceptual Design Stage to Optimize
Design in terms of Performance and Cost. In Proceedings of
the 15" I SPE International Conference on Concurrent
Engineering (CE2008), Book Series: Advanced Concurrent
Engineering. 123-130.DOI =
http://Aww.springerlink.com/content/g27h3x74632r1628/full
text.pdf

[14] Sustainable Manufacturing Hub: The National Council for
Advanced Manufacturing, What is Sustainable
Manufacturing?, DOI =
http://nacfam01.stage.web.sba.com/Default.aspx.


http://www.springerlink.com/content/w83jj11vn2675j54/fulltext.pdf�
http://www.springerlink.com/content/w83jj11vn2675j54/fulltext.pdf�

[15] Takata S., T. Ogawa, Y. Umeda, and T. Inamura. 2003.
Framework for Systematic Evaluation of Life Cycle Strategy
by means of Life Cycle Simulation. In Proceedings of the
EcoDesign2003: Third International Symposium on
Environmentally Conscious Design and Inverse
Manufacturing. (Tokyo, Japan, December 8-11, 2003), 198—
205, DOI=
http://ieeexpl ore.ieee.org/stamp/stamp.jsp?arnumber=013226
61

[16] Turon, X., J. Labidi, and J. Paris. 2005. Simulation and
Optimization of a High Grade Coated Paper Mill. Journal of
Cleaner Production 13, 15 (December 2005):1424-1433,

[17] Vijayaraghavan, A., W. Sobel, W., A. Fox., D. Dornfeld, and
P. Warndorf. 2008. Improving Machine Tool Interoperability
Using Standardized Interface Protocols : MTConnect™. In
Proceedings of the 2008 I nternational Symposium on
Flexible Automation (Atlanta, Georgia, June 23-26, 2008).
DOI=
http://www.escholarship.org/uc/item/4zs976kx 2di splay=all

[18] Wynn, D.C., C.M. Eckert, and P.J. Clarkson. 2006. Applied
Signposting: A Modeling Framework to Support Design
Process Improvement. In Proceedings of the IDETC/CIE
ASME 2006 International Design Engineering Technical
Conferences & Computers and Information in Engineering
Conference, (Philadelphia, Pennsylvania, September 10-13,
2006). DOI = http://www-edc.eng.cam.ac.uk/p3/06-dtm06-
wynn.pdf

[19] Xie, X. and M. Simon. 2006. Simulation for Product Life
Cycle Management. Journal of Manufacturing Technology
Management 17,4:486—-495.

81


http://www.escholarship.org/uc/item/4zs976kx?display=all�

Metrics for the Cost of Proprietary Information Exchange
Languages in Intelligent Systems

John Horst
NIST
100 Bureau Drive / MS 8230
Gaithersburg, MD 20899
1.301.975.3430

john.horst@nist.gov

ABSTRACT

The increasing number of intelligent software components is
accompanied by an increasing number of proprietary information
exchange languages between components. One of the challenges
for the smart technology worker is to achieve intelligent system
component interoperability, at the lowest cost possible, without
sacrificing the freedom to choose from the entire spectrum of
current and future software product offerings. This is best
achieved when correct, complete, and unambiguous information
exchange standards are implemented in vendor products
worldwide. If this is the common sense solution to information
incompatibility costs and risks, why is standards-based
interoperability so rarely seen? One reason is that a required
investment in standards must precede the savings gotten from true
interoperability. Corporate management is commonly reluctant to
commit to this investment, partly because there appears to be no
published set of interoperability cost metrics which technology
workers can employ to make an evidence-based business case.
This research seeks to remedy this situation by defining realistic,
comprehensive, and sector-independent cost-risk metrics.
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1. INTRODUCTION

Intelligent system performance is not maximized by smart system
design and manufacture alone, but also by a smart technology
infrastructure and a smart system lifecycle, and to achieve the
latter includes the interchangeability of system components from
multiple vendors, i.e., system manufacturers and end users are
able to swap in and out any component of the system from any
component vendor worldwide with minimal cost or risk.

1.1 lHlusory Interoperability
Component interchangeability is related but not identical to the
plain meaning of interoperability: “the ability of two or more
systems or components to exchange information and to use the
information that has been exchanged.” [9]

A common path taken to achieve interoperability (by this
definition) is to build systems consisting of components made
from a single vendor. Such systems are generally interoperable®,
but not typically interchangeable with components from other
vendors?. Single vendor mandated interoperability limits freedom
of component choice, incurs risk of vendor viability and corporate
mergers, and commonly pushes information translation costs
down to suppliers and vendors, who pass the cost right back to the
end user in the form of higher component prices. Little is saved
and much is risked. [12] It is an illusory interoperability. [6]

Furthermore, single vendor mandates generally do not deliver the
interoperability as planned due a variety of factors, including
vendor volatility, corporate mergers, and acquisitions. Enter
language translation. With translation, systems consisting of
components made from multiple vendors now become
“interoperable,” as well as interchangeable, albeit at a cost, since
translation incurs labor costs, information quality losses, license
fees, and training costs. To make matter worse, the humber of
translators required for interoperability increases multiplicatively
with respect to the number of component vendors at each interface
in the system®. This too is illusory interoperability.

! The infamous Airbus A380 interoperability failure is a notable
exception: different versions of same vendor’s software were
not interoperable, leading to billions of dollars of losses. 4

2 Reference to specific commercial vendors and their products
does not imply endorsement by the authors or their affiliate
organizations.

% If there are M interfaces in the system and n,, component
vendors on both sides of the mt" interface (m € {1,2, ..., M}),
then the system requires roughly ¥ _, n,, (n,, — 1) translators.



1.2 Interoperability and Communication

Some have defined interoperability as “the ability of systems,
units, or forces 1) to provide services to and accept services from
other systems, units, or forces and 2) to use the services so
exchanged to enable them to operate effectively together.” Part 1
of this definition is called “technical interoperability” and part 2 is
called “operational interoperability.” [2]

The distinction between technical and operational interoperability
is an analog to the distinction between properly encoding and
decoding a message, since 1) interoperability is a measure of the
degree that a sender correctly encodes a message and the receiver
correctly decodes that message and 2) the ways we measure the
correct operations of sender and receiver are not the same.

Here’s how we measure whether a message is encoded correctly.
Since correct syntax and semantics are both measurable*, correct
encoding can be measured directly, without observing system
behavior. Of course, a precisely defined language must exist to
define correct encoding.

Here’s how we measure whether a message is decoded correctly.
There is no other way of knowing whether the message was
correctly decoded except by observing the “operation” of the
message receiver. Of course, the receiver must decode according
to the language known and used by the sender, perhaps through a
translator, though that adds unnecessary cost.

“Technical interoperability” is then “the ability to correctly and
completely encode and deliver a message” and “operational
interoperability” is “the ability to perform the correct action
inherent in the message.” This principle is encapsulated in the
statement, “information is as information does.” [10]

1.3 Standard Languages

With these ubiquitous costs and risks inherent in so-called

“interoperable” systems, it is therefore preferable to redefine

interoperability.
Interoperability is the state of a system wherein the cost of
attaining and maintaining correct encoding and decoding
of the information exchanged between component pairs is
minimized, and minimum cost is attained only when each
component pair conforms to a correctly defined standard
language, correctly and widely implemented.

Simply put, interoperability is optimized when a single apt

language, and none other, is encoded and decoded at each

component interface in real systems worldwide. [6] “Correctly

defined” standard languages are

e  Correct, complete, unambiguous, and timely

e Developed within a standards-generating organization
ensuring IP protection, low implementation cost, and open
participation

“Correctly implemented” means

Conformance and interoperability tested

Certified via conformance tests

Widely implemented

Purchased by end users only if certified

4 However, measuring semantics can be much more difficult than
measuring syntax. Shannon identified but ignored semantics in
defining his communication theory. [11]
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Standard languages for component-to-component information
with standards-certified implementations maximize
interoperability since interoperability success is directly linked to
successful  component-to-component  communication,  and
successful communication is dependent on well-defined languages
and correct encoding/decoding.  Widely implemented and
correctly defined standards eliminate all the costs associated with
sub-optimal interoperability.

When standards do not exist, we do not have the freedom of
interchangeability, or else we must pay extra for it. For example,
anyone in a household with multiple cell phones knows well that
when he/she misplaces or damages the power charger to his/her
phone, the power chargers for other phones in the home typically
do not work with his/her phone. Either he/she has to spend time
searching for his/her charger, pay for a new one, or go for a time
without access to his/her cell phone - all achieving
“interoperability” at a cost. If there were a cell phone power
charger standard, well defined and implemented worldwide, each
charger in the home would work with all other phones — and this
is not as elusive a goal as it may at first appear.

1.4 Measuring Interoperability

Using our definition of interoperability, = measuring
interoperability must be directly related to the ability of one
system component® to encode and the other system to decode in
the context of a language. The language must be well-defined and
well-implemented by both the encoding and decoding
components. Syntactical rules and a dictionary are all that are
required to measure encoding success. Measuring component
behavior is all that is required to measure decoding success.

To the degree that the language definition and its encoding and
decoding fail, interoperability fails. So, standard language
definition and its encoding and decoding are directly proportional
to this quality we are calling interoperability.

It appears that measuring interoperability directly is hard, [3]
because it is hard to define (and apply) a metric for syntactical and
semantic communication. Happily, measuring the cost of less
than perfect interoperability (by our definition above) is quite a bit
easier than measuring interoperability itself [3] and more
importantly, it has greater pragmatic usefulness at helping achieve
better interoperability in real organizations.

1.5 Return on Investment

Knowing the cost of interoperability failures and risks in an
organization is not the only cost needed. Also needed is the cost
of generating, implementing, and supporting standard interface
languages. The difference between these two costs has been
called the “Interoperability ROI (return on investment).” The cost
of developing standards is addressed in earlier work. [5][6]

2. Defining and Measuring Interoperability

Costs and Risks

Defining, implementing, and maintaining standard languages
between all software systems will generate huge savings of cost
and quality. However, measuring that cost savings is difficult for
these reasons:

® A “system component” can be anything from a temperature
sensor to a nation state.



e  Businesses do not have a solid understanding of the nature of
“interoperability costs”

e  Savings due to benefits of mandated standard languages are
considered to be a corporate secret

e  Costs due to interoperability lapses are an embarrassment, so
companies are reluctant to measure these costs

We suggest a new way to address this problem:

e  Define interoperability costs metrics

e  Describe a process for efficiently and cheaply applying those
metrics to get accurate cost numbers to corporate planners

3. The Process for Applying Interoperability
Metrics

3.1 Define Organizational Scope

Determine the precise scope of the organizational entity targeted
for application of interoperability cost metrics. The entity might
be an enterprise, a factory, a division, a work cell, or a
manufacturing sector, where a sector might include any or all of
the following: enterprise resource planning, product lifecycle
management, product design, process planning, machining,
assembly, quality control, measurement analysis. End user
organizations must include operations of all tier suppliers and
product vendors within the scope. Tier suppliers must include
operation of all product vendors within the scope. Product
vendors need only determine the scope in their own organization.

3.2 Define Activity/Component Diagram

End user organizations should develop an activity diagram for
each organizational entity. Each activity in the activity diagram
must be performed by one or more standalone system components
corresponding to real products in the market (otherwise there is
necessarily no interoperability problem at that interface).
Depending on the organizational entity, there may be duplicate
activities in the entity, for example, transfer of information is
known to be common between design activities in one part of an
entity and design activities in another part of the entity, e.g.,
CAD-to-CAD, requiring CAD-to-CAD translation/validation.

If the organizational entity is a tier supplier, or if tier suppliers are
part of the end-user organizational entity, develop detailed activity
diagrams for all tier supplier operations supporting the scope of
the organizational entity.

Vendor software/systems entities should identify all activities for
which there are software/system products in the (vendor)
organizational entity under active support

3.3 Identify All Interface Languages

3.3.1 End users and tier suppliers

Identify all languages, either proprietary or standard, actually in
use in the organizational entity at each of the interfaces between
activities where information is known to be transferred. In
manufacturing, common activities include enterprise resource
planning, product lifecycle management, product design, process
planning, product machining, product assembly, quality control,
and results analysis

3.3.2 Vendor software/system organizations

For each supported product, identify all languages supported,
either proprietary or standard, via the maintenance of translators,
either internally or via 3 party
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3.4 Prioritize interoperability cost

measurements

Assign high priority to interoperability costs suspected to be
higher than other costs and whose cost information can be more
easily/cheaply gathered. Generally CAD-to-CAD translations and
validations are more costly than translating CAD for downstream
applications. These is no need to gather cost data for all cost
categories, since the requirement is to persuade management of
the magnitude of the problem, without spending a lot of time and
money gathering the cost data.

3.5 Measure actual interoperability costs

If there are multiple languages at any of the interfaces identified
in the activity diagram, translation is required. To keep the
expense of measuring interoperability costs low, some
measurements may need to be estimated. For those values
estimated, if will be necessary to seek and find realistic estimation
error values. All costs related to translation and validation can be
considered direct interoperability costs.

Costs such as translation and validation must occur when there are
multiple languages at a single interface, since an organization
must move its information. We consider translation and
validation unnecessary costs in an organization, because neither
translation nor validation is needed where there exists a single
widely-used information standard that is correct and complete.
Therefore, translation and validation are considered
“interoperability costs” and not considered merely “the cost of
doing business.” Validation is done after translation and attempts
to ensure that the translation was done correctly. If validation is
not performed, then clearly only translation costs apply. Here is
the list of (direct) costs:

e Information translation/validation of both format and
meaning
o Translation/validation task labor: the cost of each
translated/validated file (or cost per average data rate)
and the time it takes may be computed from file sizes
(or average data rate)
o Translation/validation software license fees
0 Reduced engineering software usage skill due to
multiple platforms
o0 Non-optimal software usage with downtimes due to
multiple vendor support
o Translation/validation software product development
[vendor cost]
o Translation/validation software execution labor, which
might be gotten from bytes of data translated/validated
0 Unnecessary system maintenance and software training
Unnecessary software development
o Iftranslation/validation is necessary but not performed
because it is too costly,
= loss of expert knowledge in those files
= reprogramming costs
= new software purchase costs
o Proprietary license fees for “direct CAD interface” to
downstream activities, such as manufacturing process
planning or supplier bidding
o Information access fees, e.g., Product Manufacturing
Information (PMI) with CAD
o  Manual or automatic editing of information due to lost
information quality (erroneous syntax or meaning)

(o]



0  Quality check and repair healing software licenses

0 Increase support (staff and equipment)

0  Manpower (time) for translation and support of the
additional systems

0 The cost of storage of actual amount of translated
information

e  Storing and maintaining information in more than one
proprietary version (keeping the information up-to-date)

3.6 Indirect costs

Certain costs of interoperability, unlike translation for example,
are not directly related to interoperability, but can be quite
substantial. [1][12] These costs are real, but are the indirect
consequence of translation/validation errors:

e Information quality degradation due to translation/validation
errors, either from omission or commission, leading to
decreased product quality; must check cost to all downstream
activities affected by the information quality degradation

Diminished customer product/service confidence

Lost contracts

Contract penalties

Reduced perception of quality

In-warranty service/replacement

Functional failures in product traceable to

translation/validation errors (versus traceable to design

or manufacturing errors) leading to the following costs
=  Property damage, injury, and legal fees
=  Reduced product/service image causing revenue
losses
= Product recall
=  If there is vendor-software incompatibility due to a
merger or acquisition, end user must pay either to
e choose and implement new single vendor
enterprise-wide or

e  pay for all interoperability costs, such as
translation, validation, fees, training, etc.
(listed above)

e Increased product development times

e  Reduced perception of quality

e  Uselessness of long term stored proprietary information

e  Profit/market loss due to lack of freedom to choose best-in-
class

e Restraints on corporate or technical agility

e  Reduced product and process innovation

OO0OO0O0O0OO0

3.7 Identify and estimate cost risks
The following risks are potential costs, each of which must be
traceable to interoperability failures:

e Vendor corporate failure (scandal, mismanagement, poor
economy)
e  Lost contracts
e  Contract penalties
e Increased product price due to interoperability costs
e  Competitive disadvantage leading to
0 Reduced profits
0  Loss of market share due to
= Customer dissatisfaction with high cost
= Competitors’ lower product cost
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0 Indecision due to interoperability issues and
complexities

0  Lost opportunities

o Inability to capitalize on revolutionary technological
breakthroughs by other vendors

3.8 Single language mandate costs

If there is a single vendor language mandate anywhere in the
organizational scope under test, the same cost areas mentioned in
the last two sections will also be suffered by companies down the
supply chain, which may not be in the organizational scope. One
cost commonly unique to a single language mandate environment
is higher fees due to reduced competition, which should also be
measured.

4. Conclusion

We have made the argument that to define and implement
interoperability cost metrics against the ideal, i.e., complete,
correct, and unambiguous interface language, widely and
correctly implemented by components worldwide, should help
greatly to mitigate information exchange incompatibility
(interoperability) problems, since interoperability is directly and
inextricably related to correct and complete communication
between a sender and receiver, so the proliferation of multiple,
redundant (usually proprietary) languages (consisting of both
format and meaning) is the heart of the problem.

Managers and intelligent systems workers commonly have the
problem of convincing corporate executives and funding sources,
of the magnitude and seriousness of the interoperability problem,
and ultimately that support of language standards is of
fundamental importance, since such standards are the only
optimal way to eliminate the many costs that have been identified
in this research.

The following work needs to be done which, along with the cost
metrics already defined, will help workers easily and accurately
determine the cost of interoperability in their enterprise.

e  Describe where and how to do cost data collection (i.e.,
“sensor” placement) to (preferably) automatically collect cost
data

e  Give guidance on cost and risk uncertainty estimation

e  Conduct pilots on the application of the metrics, the process,
and cost collection

e  Revise and augment cost and risk details based on results
from pilots

e  Publicize these interoperability cost measurement tools in
appropriate venues
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ABSTRACT

In recent years increased research activity in robotics has
led to advancements in both hardware and software tech-
nologies. More complex hardware required increasingly so-
phisticated software infrastructures to operate it, and led
to the development of several different robotics software
frameworks. The driving forces behind the development of
such frameworks is to cope with the heterogeneous and dis-
tributed nature of robotics software applications and to ex-
ploit more advanced software technologies in the robotics
domain. So far, though, there has been not much effort to
foster cooperation among these frameworks, neither on con-
ceptual nor on implementation levels. Our research aims
to analyse existing robotics software frameworks in order to
identify possible levels of interoperability among them. The
problem is tackled by determining a set of software concepts,
in our case centering around component-based software de-
velopment, which are used to determine a set of common
architectural elements in an analysis of existing robotics soft-
ware frameworks. The result is that these common elements
can be used as interoperability points among software frame-
works. Exploiting such interoperability gives developers new
architectural design choices and fosters reuse of functionality
already developed, albeit in another framework. It is also
highly relevant for the development of new robotics software
frameworks, as it opens smoother migration paths for devel-
opers to switch from one framework to another.

1. INTRODUCTION

The development of complex robotic applications is a very
difficult, time-consuming, and error-prone exercise. The
need to cope with vastly heterogeneous, networked hard-
ware, to manage the complexities arising from developing
and running distributed software applications, and to in-
tegrate highly diverse computational approaches for solving
particular functional problems of the application are the ma-
jor contributing factors to task complexity. Furthermore,
the integration of legacy code such as device drivers or func-
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tional modules implementing algorithms for e.g. localization,
mapping, navigation, or path planning), and the need to
meet quality-of-service requirements, such as real-time con-
straints, are factors increasing the overall complexity. In
principle, such problems are well-known also in domains
like telecommunications, avionics, and automation. In these
somewhat more mature domains these problems are often
tamed by relying on widely accepted architectural princi-
ples, control models, robust software technologies, and well-
defined implementation standards. In robotics, the situation
is quite different, as none of the previous—architecture prin-
ciples, control models, software technologies, and implemen-
tation standards—is widely accepted or even exists. There
is no existing break-through service robot application, for
example, which could serve as a reference model for future
developments. Scientific debate is fierce on all of the above
levels, and it is not clear whether and how fast community
consensus can be reached in the foreseeable future.

To cope with such challenges during the development and
deployment of complex robotic applications, the robotics
community introduced various and diverse tools and soft-
ware frameworks. During the last two decades almost ev-
ery second year a new robotic software framework has been
introduced. Ranging from frameworks with a particular
emphasis on real-time issues, such as Orocos [1], to more
general-purpose frameworks, like Player/Stage [2], Orca [3],
GenoM [4], SmartSoft [5], Miro [6], YARP [7], ROS [§],
and OpenRTM [9]." Taking the multidisciplinary nature
of robotics into account, this diversity of software frame-
works is not surprising. On one hand, this diversity leads to
improvements which are beneficial for the whole robotics do-
main. On the other hand, however, it also hinders progress.
Whenever a new robot is developed, developers are faced
with the question which software framework to choose, which
is, due to a missing sound methodology to assess robotics
software frameworks, a difficult decision-making process in
itself. As none of the existing frameworks seems to offer
the best, or at least an adequate, solution to all problems
to be solved during development, developers very often ei-
ther stick with their known, but technological constrained
frameworks and try to extend it, or start from-scratch devel-
opments of completely new frameworks. In both cases, they
tend to reinvent the wheel and to waste effort [11]. Usually,
they also underachieve their initial goals, end up haunted by
hard-to-maintain and hard-to-extend workarounds induced
by underlying outdated technology, or have to live with in-
complete, immature, and non-robust new developments.

'Refer to Scheutz and Kramer [10] for an exhaustive survey.



Recently, the robotics community started to adapt the
component-oriented programming paradigm [12] (e.g. Open-
RTM [9], Orca [13]) in order to increase re-use of exist-
ing functional components and to decrease the effort for
from-the-scratch developments. A component encapsulates
a functionality (e.g. a SLAM algorithm) and restricts the ac-
cess to that functionality via explicitly defined interfaces [14].
In addition, interfaces are used to define the services on
which a component depends in order to provide its function-
ality. The core idea behind component-oriented program-
ming is to use components as building blocks and to imple-
ment an application by composing them from components.?
Albeit component-oriented robot software frameworks foster
re-use of functional components, developers of robot appli-
cations are still facing a core problem: After having cho-
sen a particular framework, they are locked into it and can-
not make use of functionality developed in another frame-
work. As an example, lock-in makes it impossible or at least
very difficult to re-use a localization component developed
in Orca in an OpenRTM application. So far, component-
level interoperability between robotic software frameworks
is not well supported.

This paper analyses four component-oriented robotic soft-
ware frameworks, namely Orocos, ROS, GenoM, and Open-
RTM, from a model-level interoperability perspective. The

evaluation is based on a step-wise approach introduced in [11].

Interoperability is first considered on a system-level, then
refined in detail on the component-level, through analysing
a set of software concepts relevant for component-oriented
programming. Section 2 formalizes a set of relevant mod-
eling primitives and relationships among them. Section 3
uses these primitives to assess component and system mod-
els used in the selected frameworks. Section 4 concludes and
discusses implications of this work and future research to
achieve interoperability between frameworks both on mod-
eling and implementation levels.

2. COMPONENT MODEL CONCEPTS

Assessing, evaluating, and comparing complex systems is
a very delicate and difficult issue. This is particularly true
for robot software frameworks, for which we lack sets of com-
monly agreed-upon evaluation criteria and well-established
procedures for their assessment. Most evaluation criteria
considered are abstract notions, for which no quantitative
metrics are known and which can at best be assessed in a
qualitative manner by expert judgment. The weighting and
integration of different evaluation criteria is influenced by
the domain or the targeted application, and general state-
ments like “system A is better than system B” are highly
problematic. The best we can do in such a situation is to
look at systems at different levels of abstraction and gran-
ularity, and analyse and compare concepts as concretely as
possible on each of them. Documenting the analysis and sep-
arating this analysis from the interpretation of their results
and the conclusions to be drawn from them, should help to
re-use the analysis part of the exercise, even if another target
domain warrants drawing different conclusions.

This work identifies two levels of abstraction for analy-
sis and evaluation: systems and system constituents. This
reflects a highly relevant distinction of perspectives when

2See Brugali et al. [15] for an introduction into component-
oriented programming for robotics.
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talking about reuse in the context of robot software frame-
works: Vendors supplying hardware devices for integration
in robot systems would like to enable and simplify the use
of their products by supplying software that is easy to inte-
grate into an application, however this application may look
like. Likewise, robotics researcher focusing on particular
functional problems like object recognition, object manipu-
lation, or SLAM, like to supply software modules that can be
easily integrated into a larger software system when building
a robot application. Both groups are mainly, if not exclu-
sively, concerned with developing software that will, hope-
fully, become constituents of larger systems. In contrary,
developers of complete robot applications are faced with the
problem to design and implement an appropriate system ar-
chitecture (both functional and on the software level), devise
adequate control models, and implement both by applying
suitable software technologies and relevant standards. In
order to minimize own development effort, such system in-
tegrators prefer to re-use as many pre-existing functionality
as possible, providing that they are available in a form which
allows them to use them system constituents. Component-
based programming seems to be very attractive from both
perspectives, as the concept of a component captures the
nature of a system constituent very well.

Software systems can be analysed in terms of two views:

e A structural view, focusing on which components
constitute a system, which types these components
may be, which components are connected to each other,
and which types these connections may be.

e A functional view, focusing on which functional in-
terfaces the components provide or require, and how
the interactions between components are defined.

Below, we describe a set of components and systems con-
cepts which relate primarily to the structural view and will
serve as criteria to analyse different software system models.

System: A system can be defined as the composition of
a set of interacting and interdependent entities [16].
Note, that an entity refers to both components and the
connections between them, which represent interac-
tions and inter-dependencies among the components.

Component: Components are the system constituents pro-
viding functionality. There are almost as many def-
initions of the notion of a component as there are
papers about component-based design and develop-
ment. From a software life-cycle point of view, a com-
ponent can be a modeling block/class represented in
UML in the design phase, a function in the form of C
source code during implementation phase, and a run-
ning process in the deployment phase. In the con-
text of robotics software frameworks, a component of-
ten represents an encapsulation of robot functionality
(e.g. access to a hardware device, a simulation tool,
a functional library) which helps to introduce struc-
ture. Other possible responsibilities include achieving
code-level or framework-level interoperability and re-
usability, and being composed with other software by
third parties [12, 17, 18]. In our work, a component
is represented as a block (black box) which defines the
boundaries of particular functionality the robot pro-
vides. A component can consist of many fine-grained
primitives such as classes, functions, etc.



Port: Components need to interact with other components
in their environment. The primitives making this in-
teraction possible include ports, interfaces, data types,
and connections. The latter three will be discussed
below. A port is the software equivalent to the con-
cept of a connector in hardware, and are a compo-
nent’s communication end-points for its connections
to other components. Ports play an important role
in component-based design. While in object-oriented
programming a class usually provides a single public
interface, which can actually be used by any entity that
obtains an object reference to an instance of the class,
the use of ports allows developers to provide several
functionally different interfaces and to constrain their
use to well-defined entities that will be connected to a
port (see Connections below).

Ports can be typed. The port type may impose con-
straints on which type of connection may be associ-
ated with it. For example, the connection may be re-
quired to use particular communication protocols or
synchronization mechanisms. Two types of ports are
frequently needed in robotics:

e Data Flow Port: A data flow port is used in
situations where there is single supplier provid-
ing data in regular intervals to one or more con-
sumers. An example is a component which en-
capsulates a laser scanner device and sends laser
scans every 20 msec to anyone connected to it via
such a data flow port. Syntactically, the port has
aname (e.g. scan2D, position2D) and an interface
for reading and writing data. Via this interface,
the port can only communicate information with
data semantics to and from other components’
ports; the interaction is supposed to not directly
influence control flow on both the sender and the
receiver side, and mechanisms for synchronization
or advanced handling of communication errors are
not foreseen.

e Service Port: Although important for robotics,
data flow ports are not sufficient to build sophis-
ticated robot control architectures. For instance,
modifying a component’s configuration or coor-
dinating its activity via a data flow port would
be difficult, require extra effort, and lead to sub-
optimal designs. Therefore, a component model
should feature a port type with control flow se-
mantics. Syntactically, the port has a name and
an interface made up of a collection of methods
or functions, referred to as services.

In addition to the difference in information semantics,
data flow ports and service ports are usually associ-
ated with different interaction patterns. While service
ports usually imply synchronous interaction between
components with clearly assignable client and server
roles, data flow ports usually imply asynchronous in-
teraction between components with clearly identifiable
publisher and subscriber roles.

Interface: An interface is a set of operations made available
to the outside by a software entity. An interface is
usually defined by a set of method signatures.
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Data Type: The classification of data which is commu-
nicated between components of the system is done
through data types. Both the arguments and return
values for the functions/methods specified in the in-
terfaces used in component ports need to be agreed
upon in order to ensure correct representation and in-
terpretation of the communicated data, especially if
the two connected components eventually reside on dif-
ferent computers running different operating systems,
and are implemented in different programming lan-
guages. Automatic translation or conversion of data
types across languages and systems can be difficult or
even impossible if incompatible data types are used.
Interoperability can be fostered by providing a stan-
dardized library of domain-specific data types, which
should be designed to minimize or avoid such incom-
patibilities.

Connection: Connections provide the actual wiring between
ports of different components. That is, while a port is a
component-level mechanism to make a particular com-
ponent interface available to the outside, connections
perform the linking between ports. With this role, con-
nections are the concept suitable to encapsulate any
details about communication protocols and synchro-
nization. This is in line with the definition in [19],
where connections mediate interactions among compo-
nents. That is, they establish the rules that govern
component interaction and specify any auxiliary mech-
anisms required. From an implementation perspective,
connections may be realized as simple as memory ac-
cess or a UNIX pipe, or as sophisticated as TAO, ICE,
ZeroMQ middleware runtimes and their respective in-
teraction patterns. For instance, publisher/subscriber,
client/server, peer-to—peer are most common interac-
tion patterns. From a modeling perspective, a connec-
tion is a directed link connecting two ports.

These essential concepts are used as common denominator
to analyse the component models defined in common robot
software frameworks. The analysis aims to identify com-
monalities and differences, and to eventually estimate the
effort required to make these frameworks interoperable both
on modeling and implementation levels.

3. ANALYSIS AND EVALUATION

The assessment approach adopts several features from the
benchmarking and software architecture evaluation meth-
ods. By combining them we cover the evaluation process
from both practical and theoretical perspectives. Figure 1
provides a simple view of the evaluation method. This pro-
cedure can be considered as a top-down approach, moving
from general to more specific system aspects. We identi-
fied four stages for this procedure. The output of each stage
serves as an input to the proceeding one, thus narrowing the
problem to several specific operational situations. Please re-
fer to [11] for further details. With respect to interoperabil-
ity among frameworks, the second stage consists of identify-
ing a set of refinements directly influencing this quality at-
tribute. These were explained in section 2. Below we detail
assessment results for the second step and draw conclusions
for steps three and four which will focus on implementation
level (compile and runtime) interoperability.



Figure 1: Different steps of the analysis and assess-
ment.

3.1 OpenRTM

OpenRTM (version 1.0) is component-oriented software
developed by AIST in Japan. It is an open-source imple-
mentation of OMG Robot Technology Component specifi-
cation [20]. OpenRTM relies on omniORB CORBA imple-

mentation for its communication infrastructure.

e Component: OpenRTM defines the component in
terms of two parts. A functional part of the com-
ponent, called core logic, contains functional algo-
rithms and is structurally represented by a class as in
OOP. A non-functional part of the component, called
wrapper or component skin, provides means to expose
functionality of the core logic by attaching platform
resources to it.

e Port: OpenRTM components can interact with other
components through ports. OpenRTM components in-
clude ports as stand-alone construct. OpenRTM al-
lows to define a polarity (required, provided) for
ports. There are two types of ports. A data port,
as its name suggests, is semantically equivalent to the
data-flow port primitive defined in Section 2. Data
ports are unidirectional and used to transfer data us-
ing a publisher/subscriber protocol. Components that
have only data ports for interaction are referred to
as data flow components in OpenRTM. The second
type of port defined in OpenRTM is the service port.
Tt relies on CORBA's interface description language
(IDL) for the specification and implementation and al-
lows components to interact with RPC semantics.

e Data Types: OpenRTM relies on primitive types as
defined by the CORBA IDL. There is no library of
robotics-specific data types (e.g. forceVector, po-
sitionVector2D etc).

e Connection: On the model level, OpenRTM uses the
concept of connector to realize inter-component inter-
actions. Connectors are specified through their con-
nector profiles which contain a connector name, an
id, the ports it is connecting, and additional attributes.
These connector profiles are implicitly deduced from
the connections between components and the ports
used for these connections.

3.2 GenoM

GenoM (ver 2.0) has been developed at LAAS CNRS
robotics group. It relies on a shared memory approach for
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communication among modules. One of the distinct features
of GenoM is that it was the first to apply a model-driven
code generation process in robotics software [4]. GenoM
module’s structure, behavior, and resources are defined in
generic way by the GenoM module description language.
The GenoM tool parses this module description to generate
compilable code [22, 23, 24].

e Component: In GenoM, a component is referred to
asmodule. Like in OpenRTM, GenoM components can
also be decoupled into functional and non-functional
parts. A component developer is required to imple-
ment only the functional part of the module, which is
represented by a set of so-called codels. Codels are
defined as non-preemptable, atomic code units, usu-
ally in the form of C functions. The non-functional
part of the module is auto-generated by the GenoM
code generator tool.

e Port: The concept of data flow port does not ex-
ist in its given interpretation in GenoM modules. In
order to exchange data, GenoM modules use posters,
which are sections of shared memory. There are two
kinds of posters. Functional posters contain data
shared between modules (e.g. sensor data). Some-
thing semantically equivalent to service ports are con-
trol posters. Control posters contain information
on the state of the module, running services and ac-
tivities, client IDs, thread periods, etc. But a com-
ponent cannot write/send to control posters of an-
other component. Therefore control posters do not
provide the same functionality as service ports in Sec-
tion 2.

e Data Types: GenoM does not provide a robotics-
specific library of data types, but supports the com-
munication of both simple and complex data types as
they are defined in the C programming language.

e Connection: Connections do not exist as a separate
entity. The developer needs to specify in a model de-
scription file for each model which shared memory sec-
tion it needs to have access to. On the request/re-
ply interface level, connections are set up through a
Tcl® interpreter, which plays the role of an application
server to all running modules. Developers write Tcl
scripts in which they define the module connections.
This is very similar to the Player approach, where the
role of the Tcl interpreter is taken by the Player device
server.

3.3 ROS

The open-source Robot Operating System (ROS, version
boxturtle’) developed by WillowGarage aims to provide a
software development environment for robotics. The under-
lying analogy of this robot software framework is that of
an operating system, including package management, inter-
process communication, and software development tools.

e Component: The main computational entity in ROS
is called a node. A node is a process which provides
some specific functionality. Thus, a node can be con-
sidered as the ROS equivalent of a component as ex-
emplified in Section 2.

3Tcl = Tool Command Language



e Port: ROS features the concepts of topics and mes-
sages, which effectively implement an equivalent to a
data flow port with publish/subscribe interaction pat-
tern. A topic can be considered as a named communi-
cation channel which is used to send and receive mes-
sages between nodes in an anonymous manner. This
kind of interaction helps to decouple nodes and achieve
more fault-tolerant systems. Synchronous interaction
between nodes in ROS is achieved through the con-
cept of services. In contrast to the traditional under-
standing of service ports, services are not groupable
through service ports in ROS. However, as nodes and
messages, services are encapsulated through a hier-
archical naming structure (called names), leading to
decreased naming conflicts and a more structured de-
velopment of complex applications.

e Data Types: ROS provides a messages description
language to specify data structures (called messages).
Messages are composed of arbitrarily nested primitive
data types (as integers, float, etc.). These messages
are used as a mean for communication between nodes
through topics and services. In addition, ready-
to-use robot-specific data types as geometry and pose
messages are available.

e Connection: The concept of a connection does not
exist in ROS. Location-transparency between nodes is
achieved through the concept of a master node. The
master node provides naming and registration facili-
ties for all nodes. However, the parametrization of the
communication link between nodes (e.g. the size of
the queue) is performed in the nodes itself.

3.4 Orocos

Orocos (ver 1.8) is developed at robotics group of Katholieke

Universiteit Leuven. It focuses on developing a general pur-
pose modular software framework for robot and machine
control. The framework provides basically a set of libraries,
among which the Real Time Toolkit (RTT) library delivers
infrastructure and functionality to build component based
systems [26].

e Component: The RTT explicitly defines a compo-
nent primitive. Conceptually, the RTT component
is similar to OpenRTM components. A component’s
functional core is decoupled from the part responsible
for platform resources. The component implements
five different types of interaction endpoints. They dif-
fer according to the information semantics (data, event,
property end-points) and synchronization mechanisms
(command, method end-points). In practice, it does
not seem to be so easy to clearly determine the right
type of port, and the developers are recently re-thinking
their approach in this regard.

e Port: Orocos components use data flow ports as thread-
safe data transport mechanism for (un)buffered com-
munication of data among components. Data port-
based exchange is asynchronous/non-blocking. In Oro-
cos methods behave similar to service ports as defined
in Section 2.

e Data Types: Orocos provides a set of predefined
standard data types for robotics. Developers can also
create custom data types.
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e Connection: Orocos provides an explicit connection
concept between components.

The results of our analysis can be summarized in Table 1:

Comp. | Data Service | Data Conn.
Flow Port Types
Port
OpenRTM | v v v v v
Genom v — — v —
ROS v v — v —
Orocos v v v v

Table 1: Overview on component modeling primi-
tives in different robot software systems.

4. CONCLUSIONS

This paper provided a review of some well-established
component-based software frameworks in the robotics do-
main. The review focused on the analysis and comparison
of these frameworks from a component model perspective.
The assessment was performed with respect to major struc-
tural entities often defined and required in component-based
software development. The goal of the assessment was to
identify possible interoperability points for robot software
on the model level.

The results of the assessment in Table 1 show that there
is not only a zoo of robot software frameworks, but also a
zoo of different component models. However, most of these
component models adopt quite similar concepts for compo-
nents and component-related concepts, e.g. data flow ports
and service ports. Most component models lack an explicit
concept of connections. Connections seem to be a promising
alley to follow in order to explore interoperability concerns.
A library of well-defined, standardized data types for the
robotics domain, designed with expressiveness, performance,
and robustness, but also communication and interoperability
issues in mind, seems more than overdue. Also, developing
a common ontology of concepts for the robotics domain ap-
pears to hold the potential for identifying many similarities
between differently names concepts and ideas, for streamlin-
ing much of the development work invested by the commu-
nity, and for greatly simplifying the currently complex world
of a robot software developer.

Although all the analysed component software has com-
mon features and attributes, there is no systematic approach
to reuse software (models and code) across the systems. Ob-
serving current trends in robotics software development, it
is realistic to expect that the number of new software pack-
ages will grow in the future. This situation is similar to the
operating systems domain some time ago, when there were
a handful of systems which then grew in number. Most of
those systems eventually provided some means for interop-
erability among each other. A similar approach should be
taken in the robot software domain, since there is an abun-
dance of robot software systems and component models with
largely the same functionalities out there. At the same time,
there is no way to persuade people to use The Grand Unify-
ing Solution, and the best approach to make progress is to
achieve interoperability between existing systems on differ-
ent levels, i.e. on model level, code level, etc.



This research concerned two initial phases of an assess-
ment process in [11]. The next phases of the assessment will
focus on practical implications of component software for
interoperability purposes.
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ABSTRACT

Evaluating overall energy performance of a manufacturing
system requires accurate information on how, when, and
where energy is being used. Collecting and tracking energy
data is necessary for determining performance benchmarks
and reducing energy consumption. Optimizing energy effi-
ciency in manufacturing systems is difficult to achieve since
energy management is typically performed separately from
the production monitoring and control systems. Further,
low-level equipment energy data collection is costly to do,
and, if done, is often not well-linked to production data.

The smarter integration of production system, process en-
ergy, and facility energy data is a significant opportunity to
improve manufacturing sustainability. This paper will ex-
amine the issues related to the linking of these three types
of data as well as develop a methodology for jointly model-
ing and evaluating production, process energy, and facility
energy performance. A case study of a sand casting pro-
duction line will be discussed to better understand the inte-
gration issues, validate the methodology, test performance
benchmarks, and investigate sustainable manufacturing op-
portunities.
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1. INTRODUCTION

The goal for manufacturing to be cleaner, more efficient,
and environmentally benign is part of the dynamics con-
tributing to a closer examination of manufacturing sustain-
ability. Further, costs related to carbon emissions seen in
the form of a potential “Cap and Trade” or a “Carbon Tax”
scheme are considered by some to be inevitable. To stay
competitive, companies must assess and improve their en-
ergy use within production in order to reduce their carbon
footprint. Organizing, quantifying, and reporting of cumu-
lative energy consumption and greenhouse gas emissions of
manufacturing processes can be found in International Or-
ganization for Standardization (ISO) standards 14064-1, -
2, and -3 [9, 10, 11] and ISO 14065-2006 [12], but thus far,
there has been limited analysis of more automated, syner-
gistic approaches to combined production and energy man-
agement.

More intelligent integration of process and energy data
offers a significant opportunity to reduce manufacturing en-
ergy consumption [1, 2]. Energy management is challenging
for manufacturing due to the difficulty that arises from the
diversity of energy use — there are thousands of processes
each having unique energy consumption characteristics as
well as different production requirements based on the prod-
uct, product quality, environmental compliance, and other
business factors [16]. Today, most production energy man-
agement is done by separate plant information systems and
is frequently not well-linked to production data. Though
possible, it is quite costly, especially in older facilities, to
perform extensive energy data collection at the equipment
level. Consequently, low-level energy consumption within
production is also not well understood. Clearly, without in-
sight into the fundamental energy consumption behavior of
equipment, it becomes challenging for plant and manufac-
turing engineers to make effective decisions. Further, facil-
ity energy such as heating, ventilation, and air-conditioning
(HVAC) and lighting, which is viewed from an indirect per-
spective, is also loosely correlated to production needs. The
smarter integration of production system, process energy,
and facility energy management is a significant opportunity
to improve manufacturing sustainability. If a smarter, more
holistic, view of the manufacturing system were in place,
simple actions such as the timely shut off an air handler
when a production line is down could lead to energy reduc-
tions.

General Motors (GM) and the National Institute of Stan-



Figure 1: Integration of Production System, Process Energy, and Facility Energy Data for Sustainable Man-

ufacturing

dards and Technology (NIST) are partners in an effort to
investigate the feasibility of smarter integration of produc-
tion, process energy, and facility energy data from the plant
floor to improve sustainability. The goal of this effort is to
understand the key technical and implementation issues in
combining such data. The strategy adopted in this work fo-
cuses on developing a methodology to extract process and
energy data from the plant, and then formalize this approach
to allow future reuse at other production facilities. The
formalism to measure and benchmark sustainability per-
formance is considered a critical aspect as currently this
production/process energy /facility energy integration is not
done in a systematic fashion.

Fundamental to a smarter understanding of a process is
the ability to measure it. Currently, prescribed energy re-
duction methods in industry are often related to lean manu-
facturing concepts and include energy treasure hunts, value
stream mapping, Six Sigma, and Kaizen events [6]. Most of
these methods rely on empirical observation and basic anal-
ysis. However, informative, accurate and timely shop-floor
production data should be considered vital to understanding
a process. Only with accurate data from the shop-floor can
analysis and benchmarking be suitably done to eliminate
waste and inefficiencies.

The research into energy efficiency of manufacturing pro-
cesses covers the spectrum of industrial processes [7]. The
majority of the research is on energy-intensive processes,
where the energy gains would be most pronounced. Most of
the research conducts a static analysis of a manufacturing
process and then compares and contrasts various process-
ing options and areas for potential improvement. Generally,
energy efficiency research does not include consideration for
automating the data collection and analysis in order to per-
form continuous monitoring of factory floor energy consump-
tion.
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Solding considered design issues related to energy and
power utilization inside an iron foundry [15]. Heilala pro-
posed an integrated factory simulation tool for the design
phase to help maximize production efficiency and balance
environmental constraints and present methods for calcu-
lating energy efficiency, carbon dioxide (CO2) emissions and
other environmental impacts [8]. This research considers en-
ergy consumption, but only estimates energy consumption
based on equipment power ratings. Kuhl shows sustain-
ability modeling and simulation of logistics and transporta-
tion systems, but does not incorporate real-time data collec-
tion [14]. Research into industrial process and energy anal-
ysis using Discrete Event Simulation (DES) has been shown
to be possible, but illustrates the difficulty in incorporating
real energy data into the DES process analysis.

Though many companies cannot afford sophisticated fac-
tory data collection, the low cost of networks and com-
puters is continually lowering the financial threshold of ac-
quiring plant information systems that can perform real-
time data collection and archiving of the operational be-
havior of their HVAC, PLCs, automation, and other auxil-
iary equipment. Increasingly, companies collect process and
energy data from the various control and supervisory sys-
tems on the plant floor and store the data in several differ-
ent databases. Although process and energy data collection
is routinely done, there are often many (and unconnected)
data collection subsystems involved. Given such systems
and databases, this work seeks to build an integrated pro-
duction system and process energy and facility energy DES
benchmarking model.

This paper will study the issues related to integration of
production system and process energy and facility energy
data as well as to develop a methodology for modeling and
evaluating performance. Section 2 will discuss the concepts
involved in the systems approach to the integration of en-



ergy and process for sustainable production. Section 3 will
present a walk-through of the methodology as applied to
production and process energy integration for a sand cast-
ing production line at General Motors. The methodology
will include goals, objectives and assumptions; functional
requirements; data collection; and modeling and analysis.
Finally, section 4 will present a discussion on the results
and future directions.

2. PRODUCTION SYSTEM, PROCESS EN-
ERGY, AND FACILITY ENERGY INTE-
GRATION

Figure 1 highlights the concepts involved in the systems
approach to integration of energy and production system
data for sustainable manufacturing. Production system event,
process energy, and facility energy data are all required to
be collected from the factory floor and stored into archival
databases. At this point, it is assumed that facility energy
and production system data is not synchronized and stored
in different databases. Process energy on the other hand
such as the electricity used to power a computer numerical
control (CNC) milling machine could be linked with event
data. However, this data is frequently not readily avail-
able nor integrated unless a specific effort has been made to
acquire the data from the machine controller or via power
monitoring sensors. Data integration would thus involve a
number of steps: data collection, cleaning and filtering, state
and event correlation, and finally data fitting to statistical
distributions. Given the production and energy (for both
process and facility) data and statistical characterization,
the factory is modeled in DES so that potential scenarios
can be run to project different operational outcomes. The
development of the DES model is a large undertaking but
can be handled in phases to incorporate increasingly detailed
parameterization, at first, starting with the basic key perfor-
mance indicators (KPI) such as, cycle time, throughput, and
bottlenecks, and then adding energy KPI: cost and energy
consumption and C'O2 emissions.

For the determination of productivity, the use of DES is
considered critical to developing a production and energy
benchmarking methodology. In manufacturing, DES simu-
lates a real or virtual model of production based on statis-
tical characterization of a manufacturing process, such as
cycle time, idle time, and failure rates. Once developed, the
DES model can then be used to predict outcome given dif-
ferent parameterization scenarios. DES can also be used in
the design of new facilities using historical production data
to ensure modeling accuracy.

Assuming a robust model, DES is aptly suited as a way to
understand energy consumption as it relates to process and
facility control, as a DES model can run benchmark data
to uncover optimizations, savings and drawbacks, as well as
mitigate risks, and help avoid potential crisis points. For
example, benchmarks could be used to understand the im-
plications of energy usage during production stoppages, to
understand the effect of changing production schedules, or
to see what can be done to lower the risk associated with
rising energy costs or energy shortages. Development of the
DES model provides an apt framework in which to develop
an integrated process and energy strategy. However, a one-
time DES model is a necessary but not sufficient goal for
this effort. Part of the mission is to generalize any modeling
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Figure 2: Casting Process

and analysis work to become part of standard sustainable
technology. A goal of the work is to leverage the integrated
production and process and energy modeling and develop
a methodology that will allow such work in the future to
be done in a systematic and formal manner. Understand-
ing the issues related to integrating the diverse process and
facility energy with production system data is a core part
of the effort. The effort will contribute to the ongoing evo-
lution in improving and standardizing sustainable manufac-
turing constituent technologies, including integrated frame-
works based on composable components, information mod-
els, and performance metrics.

Figure 1 shows related technologies that assist and sim-
plify sustainable manufacturing efforts, including unit pro-
cesses, sustainable information models, sustainable frame-
works, and performance metrics. Unit processes are defined
as the individual steps required to produce finished goods
by transforming raw material and adding value to the work-
piece as it becomes a finished product [5]. Unit processes
within manufacturing can involve one or more mechanical,
thermal, electrical, or chemical processes. Improving the
quality of the final product depends on improvements to the
unit processes themselves. Sustainable information models
use formal representations to model the full range of the
product lifecycle and sustainable manufacturing, including
reuse, recycle (disassembly), and remanufacturing. A frame-
work for environmental manufacturing models allows com-
posing sustainable manufacturing systems based on sustain-
able manufacturing components [13].

Given the goals of this work, numerous GM plants and



Figure 3: Energy and Process Model Methodology Steps

processes were investigated as a suitable candidate for a
specific production and process energy and facility energy
sustainable manufacturing study, in the end an aluminum
casting production line was selected as it combined several
key factors: significant energy consumption, extensive pro-
duction system process and facility energy data collection,
and the opportunity to benchmark the effectiveness of new
technologies.

Casting has seen over 5000 years of technological advances.
Figure 2 shows a high-level overview of the casting process
at GM that is dedicated to making aluminum engine blocks.
The molten aluminum process is responsible for melting the
aluminum, refining the melt, and adjusting the molten chem-
istry. Once molten, the aluminum is degassed, leveled, and
laundered to remove deleterious gases before being tapped
to flow into cores. Cores are made of sand which is poured
into molding machines to create the contours of the casting,
pressed and heated to bind the sand. Since the sand casting
process is an expendable mold metal casting process, the
core process builds a new sand core for each casting. Over-
all, core parts are molded from sand and binding elements,
assembled into the engine block core, and then dried be-
fore casting. The casting and finishing process is where the
molten aluminum flows into the sand cast core, after which,
the casting is cooled and then casting sand is removed from
around the now solidified aluminum engine block by shake-
out, trim, and degating operations.

3. METHODOLOGY

The goal of this GM/NIST effort is to develop a method-
ology that combines low-level production data and energy
data in order to derive sustainable manufacturing bench-
marks and cost projections. Ideally, the methodology should
be generic and applicable to any process and facility.

A large number of modeling factors are critical in effec-
tively developing a production and energy methodology for
a manufacturing system. Manufacturing systems involve a
number of interrelated elements, including equipment strat-
egy, number of product options, material handling systems,
system size, process flow configuration, processing time of
the operations, system and workstation capacity, and space
utilization. The model must be combined with other con-
straints such as unpredictable machine breakdowns, varying
operational requirements, schedule variation, and different
production demands.

Figure 3 shows the general foundation of the methodology
that will be refined in the course of developing the produc-
tion system and process energy and facility energy model.
The application of these general methodology steps, as ap-
plied to the GM sand casting process, will be discussed in
the following sections.

3.1 Problem Statement and Objectives

First, a problem statement with goals, objectives, assump-
tions, and simplifications must be developed. The problem
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is to model the relationship between process energy and fa-
cility energy within a production environment. The objec-
tives are to better understand these relationship to improve
energy efficiency, process efficiency, part quality, yield rate,
and other established production objectives. The assump-
tions that facility energy and process data is available will
be assumed, but the data may be poorly correlated or the
energy data may not be of sufficient granularity to establish
meaningful measures. Some simplifying assumptions will be
made if the energy data does not satisfy the analysis needs,
such that a future data collection plan will be developed that
would enable the proper data collection to allow the energy
and process control to be properly modeled. Another sim-
plification is that high-level process KPIs will be sufficient
for understanding process flow, and can be derived directly
from the existing plant-floor information systems in place.
The existence of data is high-fidelity will be assumed.

3.2 Functional Requirements

In this step, a list is made of the functional requirements
that need to be satisfied for the model to be accurate. This
step is also used to determine the appropriate scope and level
of detail of the effort. For the functional requirements, the
goal is to understand the key performance and sustainability
indicators for the production and process energy consump-
tion. Some of the related tasks involved in developing the
detailed requirements include the following.

e Define the high-level methodology for efficient DES
modeling of energy and process production.

e Develop reusable unit process model templates for cast-
ing and other production systems.

e Enumerate scenarios for the production and process
energy study.

e Describe the tasks to correlate facility energy manage-
ment with process energy and production system data.

e Structure the data collection and integration of energy
data and process data.

e Identify potential energy optimizations and related de-
cision tradeoffs.

3.3 Conceptual Design

Next, a conceptual design is required that provides a sys-
tem model of the manufacturing system. The system model
gives a high level description of the inputs and outputs for
the parts, equipment, and general process flow, including
energy requirements. At this point, only a rough estimate
of the timing and interconnections of all the elements is re-
quired. The basic information required by the conceptual
design analysis includes:

1. process flow,

2. production statistics,



3. resources — equipment list,

4. and energy resources

Resource energy consumption can be modeled quite effec-
tively using a state model, which maps machine energy usage
to particular states [4]. Equipment such as fans, machinery,
or lighting all can be modeled by finite state machines. Fig-
ure 4 shows the basic state model for machinery resources
in our project, where the equipment has states for off, busy,
idle, down, starved, and blocked states. Such a model is
particularly useful because it is equally applicable to equip-
ment whether they be for production or for the facility. The
only difference is that for facility equipment, the starved or
blocked states would never arise.

Figure 4: Production Equipment State Model

The Off state indicates that the process equipment is not
in use (unpowered). The Busy state indicates the equipment
is working to produce product. The Starved state indicates
that there are missing input materials so the equipment is
paused. If the storage facility for the process output is full,
the process is in the Blocked state and the equipment is
paused. When equipment has a breakdown or fault, the
process stops and the equipment is in the Down state.

Some equipment need not have such a complex state model
and instead may only exhibit the Off or Busy or Down states.
For example, a light has on/off states, but can also be down
(i.e., broken). Understanding the necessary state model for
each piece of equipment is important so that correct data can
be properly collected. For example, knowing the amount of
total energy that is consumed during the entire day may
not be sufficient. Rather, knowing the average amount of
energy consumption within each state is more important in
developing a robust model.

Detailed information contained in the system model of the
production line should include:

e number of resources — including state model,

e number and size of buffers,

e type of parts,

e estimated energy required to make parts,

e general high level overview of material in parts,
e transport between resources, conveyor speeds,

e and overview part routes between resources.
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3.4 Data Collection

Data collection involves the activities required for obtain-
ing accurate and meaningful representations of all the rele-
vant input parameters for the system model. Specific data
interfaces and acquisition logic is required to collect both
static and dynamic data. Static data defines constant val-
ues, such as buffer sizes, and can be fed into the conceptual
design. Dynamic data refers to process and energy state
that can change over time.

In our study, production system and process energy data
are routinely archived to databases. Normal data handling
operations, such as filtering of the raw data into event data
as well as cleansing of the data, are required, as in any mod-
eling work. Production data can be described by raw, cumu-
lative eventUbased, or statistical distribution parameters.

Raw data obtained via regular polling contains a times-
tamp, the current state and any other knowledge deemed im-
portant. If the energy data is uncorrelated to process data,
the most useful form of energy data would be as archived
raw data with timestamp and energy intensity values, (e.g.,
kW). Table 1 shows an example for raw data entry the pro-
duction system.

Table 1: Raw process data
Line | Object State | Timestamp
PSC | Machinel | Idle 02/22/2010 06:19:00
PSC | Machinel | Busy 02/22/2010 06:20:00
PSC | Machinel | Busy | 02/22/2010 06:21:00

Raw polled data can become voluminous without some
filtering or aggregation into cumulative data. The casting
plant data collection filtered raw data into event data con-
taining events and time duration within the event. Table 2
shows an example of event—based data that describes pro-
duction.

Table 2: Filtered Event Process Data
Line | Object Event Start End
Time Time
PSC Machinel | Idle 02/22/2010 02/22/2010
06:19:00 06:19:06
PSC | Machinel | Busy 02/22/2010 02/22/2010
06:19:08 06:22:44
PSC | Machinel | Blocked | 02/22/2010 02/22/2010
06:22:46 06:23:04

Assuming the data has been collected, database queries
can then retrieve the relevant process and energy data to
characterize the factory operation. Production can then be
succinctly characterized by fitting event data to a statisti-
cal distribution. Throughput, utilization, and cycle time are
some KPIs that often statistically characterize manufactur-
ing performance.

Table 3 shows a statistical characterizations of cycle time
and down time that is required for DES to model produc-
tion. The data must be in the form of production system
data, such as cycle time per part, not as cumulative time
equipment spends in each state, that is, total time spent in
the busy versus idle state during the course of a shift. This
is due to the need to understand the relationships of cycle
time to part yield as well as to incorporate equipment failure
and its influence on the overall system model.



Table 3: Statistical Process Data
Line | Object Average | MTBF | MTTR
Cycle
Time
PSC | Machinel 67.7 38.0 42.0
PSC | Machine2 70.0 27.7 15.2
PSC | Machine3 72.2 23.5 36.5

On the other hand, process energy data is based on in-
tegrated measurements over time to determine power con-
sumption, but may include peaks, spikes, and other cost-
sensitive parameters. For this analysis, the key energy pa-
rameter is not only power consumed, but now, instead of
time-based readings, the energy needs to be correlated to
the underlying process state, for example, the amount of en-
ergy being consumed while processing, versus the amount of
energy being consumed when the equipment is down. How-
ever, synchronizing the energy data to the process within the
plant is difficult as energy collection is integrated over time,
and energy collection is uncorrelated to process performance.
This means that energy data needs to be transformed from
timed into state-based power consumption. If the energy
data is of fine enough granularity, the transformation can
be programmatically determined by correlating the power
consumed during a process state and integrating over time.
Should the energy data be coarse readings, such as daily or
shift summaries, numerical algorithms will be required to
perform statistical and selective modeling techniques that
can roughly estimate the power consumed for the process
states.

In general, the following is a representative but not ex-
haustive list of data that should be collected:

e resource and production data and statistics,
e process cycle times,

e process setup times,

e resource mean time between failure (MTBF),
e resource mean time to repair (MTTR),

e process scrap percentage (if any),

e resource/process energy consumption,

e and resource conveyor speeds.

3.5 Simulation Modeling

Building the DES model links the system model with the
data collection activity. It assumes that statistical fitting
of the data collected yields acceptable results. The DES
model will then assist in the manufacturing decision-making
process. The major consideration during this phase is the
level of detail to model. To attain more insightful energy
related decisions, a finer granularity of modeling is necessary.
If possible, the energy consumed by each piece of equipment
should be incorporated into the DES model. If the data
collection phase is able to determine state-based equipment
energy consumption, then it can be easily calculated during
DES analysis scenarios.
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3.6 Validation

A validated model is both accurate and able to meet the
high-level functional requirements of the problem statement.
The purpose of validation is to guarantee that the behav-
ior of the model is representative for the system modeled.
Numerous validation tests can be done, but the comparison
with the real casting production system as a means of estab-
lishing whether the system model is accurate will be used.
Of course, further mathematical analysis can be used to aug-
ment and confirm the accuracy of the initial validation. If
the DES system outputs do not compare well with the ac-
tual system outputs, then further analysis for missing items
in the system model, or closer attention to the data collected
to verify its accuracy will need to be done. This process is
repeated until the model is satisfactory either through em-
pirical observation or by statistical analysis [3].

3.7 Analysis/Results

When the model has been validated and is ready for use
then various scenarios can be created to evaluate produc-
tion system, process energy, and facility energy performance.
DES can then benchmark the overall manufacturing system
to evaluate concepts, identify problem areas, and quantify
or optimize system performance.

First, DES can benchmark process performance. Often,
improving process performance will correspond to energy
savings, but not always. If the production line is often down,
and the production equipment use less power while idling,
then less energy will be used. So, some production improve-
ments such as better yield may end up using more energy,
but are a positive. Clearly, reducing scrap corresponds to
energy savings. This implies that production really needs to
study the energy cost per part yield to truly understand the
performance benchmarking of energy consumption. Poten-
tial process scenario criteria include:

e throughput and bottleneck identification,

e utilization of resources, labor, and machines,

e staffing requirements, capacity, and work shifts,
e storage needs, and queuing at work locations,

e routing of materials,

e and maintenance and down time.

Typical industrial energy consumption analysis relies heav-
ily on empirical observation. This has proven useful but
most of the easily sustainable savings have been realized. Us-
ing integrated production system and process energy data,
new potential savings will have to be identified based on au-
tomated and more scientific scenarios and assessment. First,
with an automated approach the data is more reliable than
with empirically observed phenomenon, but may be harder
to understand. Second, real data will help detect subtle
problems that are not readily apparent. For example, pro-
cess and energy variability can be monitored with real data,
and significant variability may imply underlying production
problems.

The foreseen scenario analysis includes:

e Correlate total energy consumption to parts produced
per shift to develop a production energy yield.



e Determine average and peak loads for given energy
yield. Assess variability.

e Compare energy yield against an equipment energy
baseline determined from rated power to compute equip-
ment energy sizing factor.

Compare daily variability of process energy consump-
tion. Determine root cause in cases of high variability.

e Compare energy consumption pre/post preventive main-
tenance. This scenario can assess operation when equip-
ment and processes are expected to run efficiently.

e Compare energy consumption between high and low
scrap rate.

e Compare yield to energy to outdoor temperature.

Adjust electrical cost to determine change in per unit
cost.

Change fault times to determine change in electrical
consumption.

e Assess amount of equipment energy consumed versus
rated power of equipment. Excessive powered equip-
ment should be replaced with smaller equipment tai-
lored to the specific needs of manufacturing cells.

e Maximize electricity purchasing power, evaluate op-
portunities to reduce energy costs through load shift-
ing of electricity use to off-peak times, assuming energy
deregulation is applicable.

Determine if real-time power shedding to reduce the
load and limit the peak load cost is required, com-
pare to production efficiency, where high production
efficiency correlated to minimal or no corresponding
downtime, blocked or starved subprocesses, assuming
the capability for power metering to predict the elec-
trical demand.

4. DISCUSSION

In this paper, a methodology for analyzing the smarter
integration of production system, process energy, and facility
energy data was outlined. In this section some preliminary
results and related modeling issues from our analysis of the
selected GM casting production system and process energy
integration will be presented. Note that this initial work
does not yet include the facility energy data, however, the
specific details and issues with the integration of this data is
ongoing at the time this paper was written and will be left
for a future report.

Some initial observations are in order. This particular GM
sand casting production is a large process, with hundreds of
electrical equipment being controlled — robots, conveyors,
elevators, sand core making machines, saws, etc. The ex-
tent of the casting production size necessitated narrowing
the initial analysis scope to one of the finishing lines. The
analysis was also limited to data already being collected by
the plant’s production system.

DES modeling to integrate production system and process
energy data requires that traditional production KPIs be
combined with process energy KPIs. Raw and event process
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production data was available and easily adapted into pro-
cess KPI parameters. The casting production facility has a
target castings yield per hour that it must achieve. This tar-
get served as the baseline process performance benchmark.
Access to baseline energy equipment data for rated and peak
energy loads was also available for most of the plant equip-
ment. Logically, the production system data and the process
energy data were not an exact match within production line,
with production data being grouped a little differently than
that of the energy data. For this analysis, the modeling was
restructured to satisfy the structure of the energy informa-
tion.

Using a commercial DES software package, a model was
developed to correlate the production activity with the pro-
cess energy consumption. This was not straightforward as
the DES package did not inherently support manufacturing
sustainability concepts, but correlation of the data by sep-
arating the integration into production and process energy
submodels was possible. The Finishing process was con-
densed into three steps to better match the energy data: Spi-
ral Cooling, Blast Robot, and Degating. Cycle times were
determined by summing constituent process data substep
cycle times. In simulation, the casting is moved from process
to process. The operations (Spiral Cooling, Blast Robot,
and Degating) have equipment resources that were simu-
lated with the Sieze—Delay process model [17]. Once the sim-
ulated delay is completed, the casting is moved forward in
the simulation lines. Input and output queues are associated
with each operation, but queue states (blocked/starved),
conveyor times, buffering, were not addressed in this initial
analysis.

A state-based model to calculate energy consumption was
used, where the resource utilization is used to determine
the amount of energy consumed. For the initial benchmark-
ing analysis, the rated equipment electrical demand loads as
estimates for determining the “Busy” and “Idle” power con-
sumption was used. Energy consumed was calculated using
the native DES performance statistics for resource utiliza-
tion, which provides values in the range from zero to one,
and the total time of the simulation. The total resource
energy consumed in the “Busy” state is determined by mul-
tiplying the resource utilization by the simulation time and
by the average power used in this state. “Idle” is calculated
similarly but uses 1 minus the utilization. Down time was
not factored into the current stated based energy calcula-
tion. As an example, we can determine the total energy
consumed for the blast robot during the simulation by the
following equation:

EL¥* = ((SU(BRR,Busy) ==1)
XEBRB'u,sy
+1.0 — (SU(BRR, Busy)

X Eggraie) X Ts

where

BR = Blast Robot Process Module

BRR = Blast Robot Resource

E, = Energy for Resource at State x

SU (resource, state) = utilization : v € [0,1]
T, = Total Simulation Time



The total energy is the sum of each process energy con-
sumption and the total energy cost is based on industry
estimate of 5 cents per kWh price.

In summary, this paper has presented an approach to
develop system models which can be used to evaluate the
overall energy performance of any given manufacturing sys-
tem. The total energy consumed in a manufacturing plant is
comprised of process and facility energy components. Pro-
cess energy is directly related to the operation of produc-
tion lines that must meet specified targets. Facility energy
consumption though not directly linked to production sys-
tem performance nevertheless can be indirectly attributed
and correlated with the requirements of the manufacturing
system. The distinction between these two types of energy
data though seemingly obvious is not trivial. Facility energy
data typically resides in plant energy management systems
that monitor and control the operation of equipment such as
HVAC and other building related automation. Process en-
ergy on the other hand is not so readily available and often
requires additional programming and interfacing effort with
machine controllers to extract it and subsequently store it
in some plant-floor system database. Many times, such pro-
cess energy data is viewed in isolation from both the pro-
duction system and certainly from that of the facility energy
management system. The separation of these two types of
energy data clearly represents an integration challenge, how-
ever, if successfully done, the association and correlation of
this data can tremendously enhance the capability of a plant
to make better energy related decisions. Therefore, any at-
tempt to obtain meaningful understanding of a plant’s total
energy consumption thus requires a modeling approach that
encompasses the interactions of the production system with
that of the energy consumption characteristics of its equip-
ment whether they be process or facility related.

In addition, process and facility energy analysis requires
systematic study of strategic points within production lines.
Production facilities can be very complex that makes inte-
grated energy assessments quite difficult. Using a systematic
methodology with appropriate benchmarks and evaluation
criteria can make this a more manageable activity. How-
ever, energy results and the relationships to production are
not always intuitive. For example, a paradox of lean man-
ufacturing principles applied to energy consumption is that
process improvements may in fact lead to increased energy
consumption, but will improve part energy yield. Given
an environment where energy efficiency improvements and
technologies are not as easy to come by, production sys-
tem, process energy, and facility energy data integration and
benchmark measures are even more important to determine
the expected return-on-investment of any energy-related im-
provements.

Disclaimer

Commercial equipment and software, many of which are ei-
ther registered or trademarked, are identified in order to
adequately specify certain procedures. In no case does such
identification imply recommendation or endorsement by the
National Institute of Standards and Technology or General
Motors, nor does it imply that the materials or equipment
identified are necessarily the best available for the purpose.
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ABSTRACT

We present complexity measures for distributed assembly
tasks for a team of homogeneous robots with applications in
intelligent construction and manufacturing. The objective is
to define an appropriate metric to inform online partition-
ing of assembly tasks to maximize assembly parallelization.
In this work, we consider the assembly of two-dimensional

polygonal structures composed of homogeneous building blocks.

We demonstrate our metric with different two dimensional
assemblies and discuss briefly preliminary hardware results.

Categories and Subject Descriptors

1.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

1. INTRODUCTION

In this work, we describe a complexity measure for dis-
tributed assembly tasks where a team of homogeneous robots
are tasked to assemble complex structures with applications
in intelligent construction and manufacturing. The objec-
tive is to develop an appropriate complexity measure that
can be used to inform the partitioning of the assembly task
to maximize assembly parallelization. We consider the as-
sembly of two-dimensional structures composed of homoge-
neous building blocks where assembly is achieved by first
partitioning the structure into subcomponents. These sub-
components can then be assembled by individual robots that
have the ability to identify, carry, and assemble the compo-
nents as well as navigate within the workspace. To this end,
our goal is to develop measures that will take into account
the geometry of the desired structure and its impact on the
traversability of the workspace as the structure is being as-
sembled.

Existing works in the area of robotic assembly have mostly
focused on the design of local assembly rules that can meet
high-level task specifications. Klavins et al. achieved dis-
tributed self-assembly by pre-programming component parts
with a set of probabilistic attachment and detachment rules

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
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[1, 6, 5]. Assembly is achieved by actively mixing the com-
ponents using an external shaking or stirring mechanism.
As parts collide with one another, the individual compo-
nents bind and detach following the pre-programmed prob-
abilistic rule set. In [9, 10, 8], distributed assembly by a
team of mobile robots was achieved by pre-specifying the
local attachment rules for the parts to be assembled. In
these works, robots rely on the information stored on the
assembly components. The interconnection rule set is then
carefully designed to ensure completeness and correctness
of the final structure. Matthey et al. considered the au-
tonomous assembly of distinct products from a collection of
heterogeneous parts by a team of mobile robots in [4]. Here,
the mobile robots wander the workspace and assembly is
achieved when two robots with matching subassemblies en-
counter one another. While these control policies provide
theoretical guarantees on the overall yield of the system,
the approach requires the enumeration of all possible inter-
connections between the various subcomponents.

More recently, Yun et al. proposed a distributed mass-
based partitioning of the assembly task to enable parallel
construction of a desired structure by a team of mobile
robots [2, 11]. Here, an iterative Voronoi decomposition of
the workspace was employed to partition the space into a set
of convex cells. The partitioning strategy was designed such
that each Voronoi cell contains roughly the same amount of
subcomponent mass. At each iteration, the individual robot
positions were used to obtain the Voronoi tessellation of the
workspace. The mass contained within each cell was then
computed and robot positions were modified to minimize
the mass differential between the cells. While this approach
provides an approximately equal allocation of parts to be
assembled, it does not take into account the additional path
planning costs that may arise due to the increasing com-
plexity of the workspace as the various subcomponents of
the structure are put together by the team. Furthermore,
as the geometric complexity of the target structure and the
number of robots increase, the accuracy of the approxima-
tions decreases which results in an unbalanced allocation of
workload among the team. This is because the objective
function employed in this approach is non-convex and thus
the optimization strategy can potentially be stuck in a local
minimum that is far off from the global minimum.

In this work, we take inspiration from the approach pro-
posed in [2, 11] and define complexity measures that takes
into account the geometry and mass of the target structure
as well as the number of connected components, narrow pas-
sages, and holes, i.e. empty space, within the desired struc-



ture. Similar to [7] and [3], this work focuses on the develop-
ment of a metric that can be used for comparison and/or to
inform the synthesis of distributed assembly strategies such
as the one proposed in [2].

2. COMPLEXITY MEASURES

In general, given a two-dimensional structure, we have an
intuitive understanding of the complexity of the structure
to be assembled. Figure 1 shows three example structures,
each partitioned into four roughly equal mass substructures.
If we employ the assembly strategy described in [11], a con-
struction robot would be assigned to each cell while a part
delivery robot would be tasked to deliver building materi-
als to each of the assembly robots. Each construction robot
would be tasked to remain within its convex work cell and
assemble the individual parts as they are delivered. From
a motion planning perspective, one would expect that the
structures shown in Figures 1(b) and 1(c) would result in in-
creased inter-agent collision and obstacle avoidance maneu-
vers as the structures are assembled compared to the one in
Figure 1(a). As such, to enable efficient parallelization in
assembly, an ideal partitioning of the target structure must
take into account these navigation costs that result from the
decreased in open space as the structure is assembled by the
mobile robot team.

The target structures shown in Figures 1 include exam-
ples of geometric features that make the design of distributed
assembly strategies challenging. For the structure shown in
Figure 1(a), one strategy is to task the robots to assemble
the subcomponents within each cell starting from the center
of the target structure. While the structure is non-convex,
this simple strategy ensures both completeness and correct-
ness of the distributed assembly task. Applying the same
assembly strategy to the structure shown in Figure 1(b) may
provide similar results. The presence of the narrow entrance
at the bottom, however, may require the robots to execute
more complex navigation maneuvers as they negotiate the
workspace around the narrow entrance as the structure is
assembled. This is particularly true for the structure shown
in Figure 1(c). Further, in this third case, the presence of
the enclosed empty areas within the structure will require
more complex coordination strategies to ensure robots do
not trap themselves within these regions as they complete
their tasks.

While what constitutes a complex target structure can be
somewhat subjective and may depend on the type of hard-
ware, i.e., the types of sensors, robots, and building mate-
rials used, our goal is to define a metric that can provide
an estimate to enable comparisons and inform the design of
distributed strategies. As such, we formalize these proper-
ties in the following section before presenting our metric to
describe the complexity of the assembly task.

2.1 Definitions

In this section, we briefly describe the set of structure
properties that will be used to assess the complexity of the
desired structure. We limit our discussion to two dimen-
sional polygonal structures in convex workspaces.

We consider the distributed assembly of a given target
structure S by a team of N homogeneous robots. We assume
that the workspace, W, is a convex polygonal space and is
obstacle free before the assembly of S. Let q denote a point
in W and ¢+(q) the target mass density function for S similar
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to [2, 11]. We note that ¢.(q) > 0 for all q C S C W.
Let S; denote the i connected component in S such that
S =UM,S;. In addition, we denote the j massless connected
component enclosed in S; as O;j, i.e. ¢+(q) =0 for q € Oy,
and define O; = U, 0;; with O = U},0;. Next, let E
and H denote the number of entrances into and hallways in
S. We will consider any opening into the structure as an
entrance.

For the example structures shown in Figures 1(a) - 1(c), S
is represented by the shaded areas. For Figure 1(a), M =1
since there is only one connected component in S. Further,
O is the null set and E = H = 0. Figure 1(b) shows a target
structure with two connected components S; and S2 corre-
sponding to the interior rectangle and the exterior fence. In
this example, M = 2 with O =0 and E = H = 1. Similarly,
Figure 1(c) is an example with M = 1 and O; = U?ZlOij
with each O;; given by the interior empty squares with
E=H=1.

Finally, let 9S and 0O denote the boundaries of the struc-
ture and of the set of massless connected components respec-
tively. We denote the length of these boundaries by L(-).
The area of each of these sets will be given by A(:) and let
w;, vi, and [; represent the width of the i entrance, the width
of the i hallway, and the length of the ¢ hallway. Since the
desired metric must be independent of the size of individual
robots, we define R as the radius of the smallest circle that
circumscribes the robot.

2.2 Measures of Complexity

Given a target structure S, we define the complexity of
the distributed assembly task for S as:

M M ms
C :kl (L(BS)) =+ ]CQ <min{0, m}) +

A(S) AO)
E H
ks (min{O,i 2R}> + k4 <min{0,i ll})
o1 Wi i—1 Vi
where k1, k2, k3, k4 are weighting positive constants.

The first term in (1) captures the geometric complexity of
the target structure S. In general, given S, the larger the
discrepancy between the perimeter of the structure and the
normalized area, i.e., \/A(:), implies more protrusions and
indentations associated with the structure. In addition, as
M increases, the more complex the workspace becomes as
S is being assembled since every S; introduces an obstacle
into the environment.

Similarly, the second term in (1) describes the complex-
ity introduced by massless regions enclosed in S; for all
i = 1,...,M. Holes within a structure pose significant
challenges in the synthesis of provably correct distributed
algorithms unless an assembly prioritization scheme can be
imposed for certain portions of §. The third and fourth
terms in (1) describe the complexity induced by the pres-
ence of narrow entry points into and hallways within S. Such
features can introduce significant traffic congestion for part
delivery robots as well as assembly robots. As the width of
the entrances and hallways shrinks, the complexity increases
since localization and navigation errors can detrimentally af-
fect the performance of the entire system.

We note that while the complexity of the distributed as-
sembly task C' is given by (1), it is possible to consider

(1)




(a)

(b)

()

Figure 1: Three toy examples of assembly structures of (a) low, (b) medium, and (c¢) high complexity. The
dotted lines denote cell boundaries where each cell roughly contains equal mass.

the individual terms as distinct measures for a given struc-
ture/task. These measures can be used to adjust the target
mass density function ¢;(q) to affect the partitioning of the
assembly task or be used to determine the order in which
components must be assembled.

3. EXAMPLES

We present six example structures and their resulting com-
plexities using the metric defined by (1). The target struc-
tures are shown in Figure 2. The target mass density func-
tion for each structure was set to unity for every point in
S, 1e. ¢u(q) = 1 for all g € S. The structures were
then partitioned into six equal mass components using the
Voronoi-based decomposition strategy described in [2]. The
Voronoi-based partitions are shown in Figure 2 and the dis-
tribution of mass in the Voronoi cells for each structure and
the standard deviation as a percentage of total mass of S
are summarized in Table 2. We note that while the resulting
Voronoi cells contain roughly the same mass, the resulting
partitioning may require complex navigation strategies or
may be unrealizable unless robots become trapped within
the structure, i.e. Figures 2(e) and 2(f).

The complexity measures described in Section 2 for the
structures shown in Figure 2 are provided in Table 1. These
values where obtained by assuming R = 1 and ki = k2
ks = ks = 1. Based on our chosen metric (given by (1)),
the most challenging structure is the one shown in Figure
2(f). The complexity of the structure arise from the set of
holes O within the target structure. One surprising result is
the relatively low complexity value of the structure shown in
Figure 2(d). This is partly because the proposed complexity
metric does not take into account the size of the robot team
that will be used to assemble the desired structure.

4. CONCLUSION

In this work, we define a set of complexity measures for
distributed assembly tasks based on the geometry of the
desired structure. The proposed complexity measures were
then combined to define a complexity metric which can be
used to inform the synthesis of partitioning strategies of the
target structure to maximize parallelization of the assembly
task. This work has open many avenues for further investi-
gation. In particular, we are interested in investigating the
use of topological invariants such as Euler characteristics to
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S % of Total Mass in Each Cell Std Dev
1 2 3 17 415 ] 6 (%)
(a) 184 | 15.7 | 149 | 16.8 | 17.9 | 16.2 1.3
(b) 12.8 | 17.1 | 18.1 | 16.9 | 19.2 | 16.0 2.2
(C) 14.8 | 15.8 | 19.0 | 16.3 | 17.8 | 16.4 1.5
(d) 16.1 | 17.7 | 134 | 174 | 17.7 | 17.7 1.7
(e) 14.1 | 16.4 | 19.0 | 16.7 | 16.5 | 17.3 1.6
(f) 14.7 | 16.1 | 159 | 16.6 | 189 | 17.8 1.5

Table 2: Mass distribution across the Voronoi par-
titions for the structures shown in Figure 2.

further refine our complexity measure. Such an approach
will enable us to extend our measures to describe three di-
mensional structures as well as structures whose boundaries
are given by smooth curves and surfaces.

A second direction for future work is the development
of complexity aware task partitioning algorithms that can
allocate the assembly task to minimize navigational costs.
Rather than partition the assembly task solely based on the
density of assembly parts, we have shown that it may make
more sense to partition the task based on the traversability
of the resulting workspace as the structure is being assem-
bled. Finally, we are currently developing a set of hardware
experiments based on the mini-mobile manipulator platform
(M? robot shown in Figure 3) to enable hardware experimen-
tation of our proposed strategies.
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Abstract

The National Institute of Standards and Technology’s
Intelligent Systems Division has been researching
advanced three-dimensional (3D) imaging sensors
and their use in manufacturing towards improving
forklift safety. Experiments are presented in this
paper and that show how the sensors can augment a
forklift operator’s perception of obstacles nearby.
Interoperability of the obstacle/pedestrian detection
information from these sensors to the facility or other
forklifts for broader alerts is also possible.

Categories and Subject Descriptors
B.7.0 [Advanced]; C.2.1 [Sensor Networks]

General Terms
Algorithms, Measurement, Performance, Design,
Experimentation, Human Factors, Verification.

Keywords
3D imagers, forklift, ANSI B56.5, driver alert

1 Introduction

There are over 1 million forklifts in operation in the
United States with an estimated 2 million operators
(6 million including part time operators) [1] and
nearly 2000 automated guided vehicles (AGVS) in
use in the US. Forklifts are a necessary piece of
material handling equipment for many industries. If
used properly, they can reduce employee injuries.
Unfortunately, they can also pose some safety risks to
drivers, pedestrians, and other equipment and goods.

The National Institute of Standards and Technology’s
(NIST) Intelligent Systems Division (ISD) held a
Special Session at the 2009 Performance Metrics for
Intelligent Systems (PerMIS) Conference to address
the safety of forklifts. A White Paper [2]
summarized presentations and discussions from the
Special Session on “Performance Measurements
Towards Improved Forklift Safety.” In this paper,

This paper is authored by employees of the United States

Government and is in the public domain. PerMIS'10,
September 28-30, 2010, Baltimore, MD, USA.
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forklift safety statistics were listed along with

recommendations for improving forklift safety. For

the readers convenience, several of the statistics are

listed here:

0 OSHA estimates that there are 110 000 accidents
each year.

o $135000 000 immediate costs are incurred due
to forklift accidents

0 Approximately every 3 days, someone in the US
is killed in a forklift related accident

o Almost 80 % of forklift accidents involve a
pedestrian

0 One in six of all workplace fatalities in this
country are forklift related

0 According to OSHA, approximately 70 % of all
accidents reported could have been avoided with
proper safety procedures

A definition for interoperability [3] is “the ability of
systems to provide services to and accept services
from other systems, units or forces and to use the
services exchanged to enable them to operate
effectively together.” Interoperability of forklifts with
facilities was also discussed in the Special Session
and in the White Paper, including:

O automatic barrier guards which can be installed
to prevent fork trucks from falling off a vacant
receiving dock that can detect approaching
forklifts and trucks,

o radio frequency (RF)-tags placed in safety vests
worn by warehouse workers that can
communicate with RF receivers on forklifts
alerting drivers to the presence of any workers
within the detection radius of the receiver,

0 presence detection sensors of a vehicle being
within the detection distance or zone and can
indicate potential collisions at intersections and
can communicate with other forklifts.

The White Paper also listed two recommendations
suggested by NIST to add sensors and cameras to
new forklifts and also to retrofit them to the nearly 1
million forklifts in use today. Sensor systems added
to forklifts can potentially detect nearby obstacles



and pedestrians and provide alerts to drivers and/or,
through communication with the facility, to
pedestrians or other forklift drivers nearby.
Moreover, non-contact sensing devices are discussed
in the ANSI/ITSDF B56.5 Safety Standard for
Driverless, Automatic Guided Industrial Vehicles and
Automated Functions of Manned Industrial Vehicles
Standard draft (currently under ballot) [4] stating that
“a sensing device or combination of devices shall be
supplied to prevent contact of the vehicle structure
and installed equipment with people or objects
appearing in the path of the vehicle in the main
direction of travel.” Also, “if used as a primary
sensing device, ... (the sensor) shall cause a safety
stop of the vehicle prior to contact...” In the case of
manned forklifts, the operator is responsible for
prevention of accidents. However, the operator’s
view is sometimes blocked by, for example, the
forklift and/or its payload. ISD has performed non-
contact 3D imager experiments to recommend
language to add to the ANSI B56.5 standard to
support sensor and AGV manufacturers. [5]

ISD has, therefore, continued to research advanced
sensors applied to forklifts through experiments using
forklifts outfitted with 3D imagers and operator alerts
(e.g., lights).  This paper will discuss these
experiments and discuss next steps to collect data in
real manufacturing environments. The paper begins
with discussion of the advanced 3D imagers used.
Following are sections on the experimental
configuration, software developed, and experimental
results. Last are conclusions and references.

2 Advanced 3D Imaging Sensors

The imaging sensors used in the forklift experiments
were 3D LIDAR (light detection and ranging)®, time-
of-flight measurement sensors, [6] each having a 64 x
48 pixel array and photonic mixing device
technology to provide data that can be used to
identify an object in its field of view (FOV). The
sensors measure 122 mm long x 75 mm wide x 95
mm high. The array projects 3072 points of
reference onto an object, capturing the entire FOV in
three dimensions. The sensors provide their own
active lighting with background lighting suppression
for use in various lighting conditions. Each pixel
within the array is able to compute the phase
difference on-board the sensor chip allowing the

! commercial systems equipment and materials are identified in
order to adequately specify certain procedures. In no case does
such identification imply recommendation or endorsement by the
National Institute of Standards and Technology, nor does it imply
that these materials or equipment identified are necessarily the
best available for the purpose.
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sensor to pre-process the signal. Variations in color
cause challenges with traditional photoelectric
sensors. White objects reflect more than dark objects.
The sensor manufacturer’s specification states that
this issue is minimized and creates a more consistent
measurement throughout the color spectrum.
Without direct comparison and evaluation of this
sensor with a different manufacturer’s sensor, this
claim could not be verified.

The sensor used is stated as having a 40° x 30° field
of view (FOV) allowing approximately 11 mm x 11
mm pixel size with 840 mm x 580 mm FOV at 1 m
from the sensor. Distance resolution for white
objects at 1 m distance is + 3 mm versus £ 5 mm for
gray objects. Unambiguous object detection ranges
are stated to be 6.5 m in the single frequency mode
and 48 m in the dual frequency mode. Figure 1
shows images from the sensor brochure of a pallet of
boxes and the corresponding sensor data surface map.
Range and intensity are available at each pixel and
output is via Ethernet to a computer.

Figure 1 — Images from the sensor brochure showing (left)
a pallet of boxes and (right) the corresponding 3D imager
sensor data surface map.

Navigation support and collision avoidance on
automated guided vehicles (AGVs), among other
applications, are suggested as possible applications of
these sensors. Based on the product specifications,
the sensor appears appropriate for mounting on
forklifts to measure objects and pedestrians when
they are near the vehicle. Through wireless Ethernet,
the object detection information could perhaps be
interoperable with facility systems to provide off-
board vehicle alerts.

3 Experiments with 3D
Forklifts
a Sensors Configuration

Experiments were performed using the 3D imaging
sensors mounted on forklifts. The sensors were
retrofitted to two different commercial forklifts to test
the retrofit feasibility, test obstacle detection
capability and to provide appropriate operator alerts.

Imagers on



Forklift #1 was smaller than Forklift #2. Forklift #1
was retrofit with five sensors and Forklift #2 was
later retrofitted with six sensors. Available space
between the Forklift #1 front wheels and below the
fork frame allowed for a single sensor to be mounted
for detection of the front floor. Forklift #2 did not
have this space and instead was retrofitted with six
sensors where two sensors, one above each front
wheel, detected the front floor.  Sensors were
mounted to detect the: rear parallel-to-the-floor; rear
floor; front parallel-to-the-floor (fork-side); front
floor ahead of the front wheels; and the ceiling.
Figure 2 shows a concept for ideal forklift sensing
and photos of the two forklifts with sensors mounted
for use in the experiments. In the concept drawing,
3D imagers are shown on the forks frame and on an
extendible boom, among others shown. These tilting-
concept (to provide a larger FOV from one sensor)
3D imagers were not tested and instead replaced with
fixed mounted 3D sensors and a camera. Figure 2 (b)
and (c) show Forklift #1 and Forklift #2, respectively,
with red arrows that indicate each of the sensor
locations and the directions they sensed.

The ceiling and front parallel-to-the-floor sensors are
mounted to the fork frame and move up and down
with the forklift tines. Fork height for the moving 3D
imaging sensors, with respect to the forklift, was
measured using a one-dimensional (1D) laser
measurement sensor mounted to the moving fork
frame. This sensor indicates the fork height above
the floor to correct for the position of the two moving
Sensors.

Sensor
field of
view

l

@
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(b)

(©
Figure 2 — (a) Concept for ideal sensing for forklifts; (b)
Forklift #1 and (c) Forklift #2 used in experiments showing
sensor mount locations and sense directions (red arrows).

Commercial-off-the-shelf forklift camera systems
also mount rigidly to the fork frame or forklift frame
and provide extended views (e.g., forward and rear)
to the driver. A payload, however, can block at least
the front camera. For ISD’s experiments, a camera,
instead of a 3D imager depicted in Figure 2 (a), was
mounted to a manual sliding boom to place the
camera in front of payloads to see around them.
Figure 2 (b) shows Forklift #1 with a camera
mounted on an extendable boom wrapped in safety
tape, with a monitor in the cab to allow the operator
to see in front of the payload. This concept was
tested with a payload blocking the driver’s FOV.
The driver was able to use the camera and monitor,
along with viewing side to side of the load, to drive
from one room, through doors, through a machine
shop, through another set of doors and through a
metal storeroom to a loading dock without any safety
personnel support. This concept was tested with



good results and is a minor extension to commercial
forklift camera systems. As opposed to 2D cameras
displayed to the operator, 3D imagers could process
the data, instead of the driver, and simply send an
alert to the driver and others through interoperability
of forklifts with facilities if/when there is a safety
issue.

b Data Processing Software

The sensor positions and orientations are calibrated
by starting with values taken with a tape measure and
level and then fine-tuning using the display of
overlapping data on simple recognizable targets. This
step is needed since some sensors FOV overlap one
another. Some of the sensors are mounted on the
fork’s frame and the positions of those sensors need
to be updated in real-time based on the height of the
forks. This height is measured with the 1D laser
range sensor on the fork frame.

The software processes the 3D LIDAR sensor data so
that if a sufficient number of data points are within
that volume, the volume is assumed to be obstructed
and an operator alert could be provided. Otherwise
the entire volume is considered clear with no alert
provided. Similarly, signaling negative obstacles
when the floor is not detected (e.g., at the loading
dock edge) is important and accomplished with the
software. The threshold for each volume is
determined after data are collected for both known
clear and known obstructed data sets.

For each 3D LIDAR sensor a process is run dedicated
to reading and time-stamping each frame of data
from that sensor. The data are converted from a
vendor specific XML-RPC (eXtensible Markup
Language-Remote Procedure Call) network protocol
to NML (Neutral Message Language) [7], configured
to use shared memory. The data structures used
within NML have been used with 3D LIDAR sensors
from several other vendors and therefore tools written
to work with this interface can be easily configured to
work with other sensors.

A separate process reads all of the NML buffers and
combines the data from all sensors. Each sensor
provides both a range image and an intensity image.
Data points can be excluded if the intensity is too
high or too low since both conditions may indicate
the range value is likely to be invalid. Also, data
points may be excluded if the range value differs too
much from all their neighboring pixels in the image.
Data points not filtered are converted from range to a
3D Cartesian point relative to the center-front-bottom
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part of the vehicle using a calibrated position and
orientation for each sensor.

Each 3D Cartesian data point is then checked to see if
it is within a 3D rectangular volume associated with
each of the warning lights that will be shown to the
operator (see Figure 3).

MOVE RIGHT

MOVE LEFT
MOVE
DO
. =

Figure 3 — Forklift operator alerts provided on an onboard
vehicle laptop

= obstacle/pedastrian in the way, loor is gone

= caution - in front of left side of door frame

= caution - in front of right side of door frame

= caution - move load down to pass below the door frame top

= aligned properly with door frame, floor is
within threshold limits

Another alert panel (shown in Figure 4 (b)) was built
and installed as opposed to the Figure 3 laptop-based
alerts tested. This panel is potentially simpler for the
driver to interpret quickly because the lights indicated
the general area an obstacle was detected so that the
operator could immediately check that area for
issues. In Figure 4 (a), an obstacle is behind the
forklift. Figure 4 (b) shows the operator alert panel
with the rear light lit indicating that an obstacle is
directly behind the vehicle. The obstacle was
detected by the rear parallel-to-the-floor sensor and
interpreted by software to indicate that an obstacle
was in the sensor FOV. The simpler light panel was
remote from the computer and connected through a
USB interface eliminating the need to include a
laptop onboard the forklift. A series of lights also
appear adequate to provide the information shown in
the Figure 3 operator alerts although this was not
tested.

Wired Ethernet was used onboard the vehicle to
interconnect all sensor data with the onboard laptop
computer.  However, wireless Ethernet or other
cable-less data intercommunication could
interoperability between forklifts and facilities, such
as:

e Onboard forklift sensors sending alerts to nearby
persons using facility alerts (e.g., lights,
audibles).

e Off-board forklift sensors sending alerts to
forklift drivers.

o  Forklift to forklift communication.
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(b)
Figure 4 (a) — An obstacle is directly behind the forklift and
(b) is indicated on the operator alert light panel used in
forklift safety experiments.

4 Experimental Results

Figure 5 shows a snapshot of results of the merged
data from sensors used in the experiment. The results
show that the sensors clearly detect the ceiling above
the forks, obstacles behind the forklift, and the
missing floor in front of the forklift (obstacles are
shown in red). The forward facing sensor mounted
parallel to the floor was blocked by the carried load
as indicated by the blue box. When not blocked, this
sensor detected obstacles similar to the rear sensor.
A height threshold for the floor can be selected in
software as indicated by the red and green dots. The
slope in front of the forklift indicates either that the
floor is sloped or drops-offs. Either case is not safe
for the forklift. The detected missing/sloped floor
and the obstacles can be processed using software to
send alerts to the operator and/or others.

Just as important is to detect if a truck is not
completely backed to the loading dock. In this case,
the forklift must detect that there is a gap that cannot
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be crossed between the dock and truck and stop prior
to the gap. The 3D sensors clearly detected the gap as
shown by the sloped green dots on the lower right of
Figure 5.

Figure 5 - Snapshot of results of the merged data from
sensors used in the Forklift #1 experiment.

Important to note is that while the sensors detected
the gap, their front, low mounting locations and
angles between or just above the front wheels may
not provide enough stopping time when the gap or
missing floor is detected depending upon vehicle
speed. There may be a better mounting location for
these sensors if vehicle speed is allowed to remain
high or sensors mounted low may be combined with
forced slow speeds in these situations. The rear
sensor can detect sloped or gapped floors in either
case since it is mounted on top of the vehicle roll-
cage and therefore, measures far enough from the
vehicle for an appropriate operator alert at higher
speed.

Both forklift operator alert panels functioned
properly and as expected. Several videos were
captured [8] of the Figure 3 panel to prove that when
a load was carried and for example, could not fit
through a doorway, appropriate indicator lights
would alert the operator to move the load left, right,
or down to fit through the opening. Similarly, stop
and go (path is clear) indicators worked well when
the path was blocked or not, respectively. Similarly,
the Figure 4 panel control software indicated
appropriate lights when obstacles were detected.

Another experiment using Forklift #2 provided
similar results to the previous experiment using
Forklift #1 with sensors being mounted above each of
the front wheels. However, in this experiment the
sensors also detected the fork frame when the forks
were lowered to the ground since these two sensors
were mounted above each front wheel. Software,
therefore, was developed to mask the pixel lines



viewing the forks and only view the pixels that were
in front of the wheel and behind the forks to detect
missing floor or obstacles. There was also a concern
as to whether these two sensors would return useful
data due to too much light returned from the fork
frame. In past experience with 3D LIDAR sensors,
for example in [9 and 10], we found that the sensor
light-emitting diodes can ‘wash-out’ the data when
they are too close to an object. However, these two
sensors provided useful returned data without wash-
outs. This may be due to the steep angle of the
sensor with respect to the forklift frame or from
manufacturing differences of different sensors.

5 Conclusions

Forklifts are wuseful and widely-used material
handling tools. However, their safe use is being
researched due to the high number of accidents that
occur. The ANSI/ITSDF B56.5 standard states that
the operator of a manned forklift is responsible for
prevention of accidents. Augmenting forklifts with
safety devices may be useful to support accident
prevention.

Several types of interoperable (forklift with people
and/or facility) safety systems have been or are being
applied to forklifts. NIST ISD has been researching
advanced 3D imaging sensors mounted on forklifts.
Ideally, 3D sensors could surround forklifts and
provide drivers and those nearby with alert
information when obstacles and pedestrians are
detected with these sensors.

In experiments performed at NIST, 3D imagers were
mounted on two different sized forklifts and obstacle
detection data were collected from sensors that
viewed the front, rear, and overhead forklift areas.
Data processing software was developed to interpret
the sensor data as obstacles, including negative
(missing or steeply sloped floor) obstacles, or clear
space and to send driver alerts. Initial experimental
results show that the 3D imagers used can provide
enough information to detect obstacles with
promising results. Various operator alerts were also
tested providing simple obstacle detection (light on)
or no detection (light off) alerts as well as showing
the operator which way to move the load to clear a
passageway. Early results showed that processed 3D
image sensor data can augment a forklift driver’s
perception of his/her surroundings and can provide
knowledge of obstacles to the driver through alerts.

Planned next steps for this research are to retrofit the
sensors to a forklift in a real manufacturing facility,
collect data and determine whether 3D imagers can
play a useful role in forklift safety.
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ABSTRACT

The Synthetic Collective Unmanned Underwater Labora-
tory (SCUUL) testbed is a multi-vehicle testbed that is used
to evaluate the performance of underwater motion coordi-
nation algorithms in a dynamic environment. The SCUUL
testbed consists of six propellor-driven vehicles, a 367,000
gallon tank, and an underwater motion capture system. The
tank is the Neutral Buoyancy Research Facility (NBRF) lo-
cated at the University of Maryland and operated by the
Collective Dynamics and Control Laboratory (CDCL) and
the Space Systems Laboratory. The motion capture is a
state-of-the-art system developed by Qualisys in Gothen-
burg, Sweden. Initial results have shown the capabilities of
the separate components of SCUUL and its ability to test
and evaluate a multitude of motion coordination algorithms
in a laboratory environment.

Keywords

Underwater vehicles, cooperative control, motion coordina-
tion

1. INTRODUCTION

Testing of cooperative motion algorithms can be diffi-
cult in a real world underwater environment. Issues such
as limited communication, environmental setbacks, deploy-
ment costs and many other problems can be detrimental to
vehicle testing and the implementation of algorithms. Veri-
fying the performance of the algorithms can be challenging,
if not impossible, in such an environment. There is a need
for a testbed in which motion coordination algorithms for
underwater vehicles can be tested without the challenges
listed above.

The Synthetic Collective Unmanned Underwater Labora-
tory at the University of Maryland provides a controlled en-
vironment where algorithms for underwater motion coordi-
nation can be tested and verified while avoiding many of the
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problems encountered in real world environments. SCUUL
is a multi-vehicle testbed consisting of six propellor-driven
unmanned underwater vehicles (UUVs) operated at the Uni-
versity of Maryland’s Neutral Buoyancy Research Facility
(NBRF). The NBRF is a 367,000 gallon tank filled with
clear, filtered water that is equipped with a state-of-the-art
underwater motion capture system. The motion capture
system is used for two purposes: to stream data in real time
to the UUVs for feedback control and to verify cooperative
motion algorithms.

The objective of SCUUL is to apply dynamical systems
theory to implement and verify nonlinear motion coordina-
tion algorithms for underwater vehicles. The focus of this
paper is to show the utility of the SCUUL testbed for UUV
navigation, sampling, performance and control. Examples
of such algorithms are shown in [4],[1],[3],and [2].

Section 2 will describe the testbed and it’s capabilities in
detail. Section 3 will describe the preliminary results and
ongoing work of the project.

2. THE SCUUL TESTBED

This section describes the SCUUL testbed, which consists
of six propellor driven submarines, the NBRF and an un-
derwater motion capture system.

2.1 The UUVs

The SCUUL testbed includes six propellor-driven UUVs
as shown in Figure 1. The submarines are 1:60 scale mod-
els of the USS Albacore. They are RC kits purchased from
Mike’s Sub Works LLC that can be operated using a stan-
dard RC radio transmitter.

The outer hull consists of a nose cone, tail cone, a mast,
and a two-part main section. Attached to the tail cone are
four control surfaces: two rudders and two elevators. The
interior of the submarines contains two pressure vessels. The
first pressure vessel houses the battery which powers the sub-
marine during operation. The second pressure vessel, called
the main pressure vessel (MPV), contains all the electronics.
This includes two servos, a DC motor, a Viper speed con-
troller, an automatic depth controller, a HITEC Laser4 ra-
dio control system, and a voltage regulator to manage power
fluctuations. Both the MPV and battery compartments are
sealed by two endcaps with O-rings. The interior of the
submarines is shown in Figure 2.

The depth of the submarines is regulated by an automatic
depth controller, which controls the elevators. The desired
depth is adjustable using a potentiometer. The yaw motion



Figure 1: The SCUUL testbed.

Figure 2: The interior view showing the battery
compartment and the main pressure vessel.

of the UUV is controlled either by human in teleoperation
using an RC transmitter, or autonomously by an autopilot,
which is described below.

Attached to the bottom of each submarine is an autopi-
lot unit (AU) that provides onboard feedback control to the
submarines to close the loop on the second order dynamics
of the rudder. In the AU there are two main assemblies. The
first assembly consists of the components needed for wire-
less communication. This includes a HITEC Laser4 radio
control system to respond to commands from the top side
and a modified radio transmitter to communicate from the
AU to the submarines radio receiver. The second assembly
consists of a single-axis gyroscope mounted vertically a PIC
micro controller. The gyroscope is attached to the PIC using
an SPI connection and provides the submarines turning rate
up to +300°/sec. The PIC relays the turning commands to
the submarine by the means of four digital potentiometers,
which are meant to take the place of the physical poten-
tiometers in the original transmitter.

Due to a limited amount of space in the AU pressure ves-
sel, some of the components were printed onto a custom
circuit board. This reduces the amount of wiring in the AU
and hence increases the available space. The components
on the circuit board include the PIC microcontroller, the
one-axis gyroscope and the four digital potentiometer. The
printed circuit board is shown below.

The depth controller enables the SCUUL testbed to test
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Figure 3: The custom circuit board containing a PIC
microcontroller, a single-axis gyroscope, and four
digital potentiometers.

planar coordination algorithms. For the algorithms SCUUL
is currently testing, the AU needs to know the desired head-
ing rate. The desired heading rate is sent to the AU via
the underwater motion capture system (described in Section
2.3). The desired heading rate is calculated using nonlinear
control laws developed for a reduced order model [4]. The
AU uses the desired heading rate, éd, and the current head-
ing rate, 6, given by the gyroscope to close the loop on the
rudder dynamics with a proportional gontroller controller,
given below

u:—K(éd—é)

where K > 0 is the proportional gain. Figure 4 shows the
AU attached to the bottom of a SCUUL UUV.

Figure 4: The autopilot unit attached to the bottom
of a SCUUL submarine.

2.2 NBRF

The NBRF is a 367,000 gallon tank containing clear, fil-
tered water kept at a nominal temperature of 90° F. The
tank is 50 ft across and 25 ft deep making it the largest
neutral buoyancy facility at any university worldwide. The
CDCL uses NBRF as a dive tank to conduct all tests of the
SCUUL UUV fleet. The NBRF is shown in Figure 1.

Research is currently being conducted on methods to gen-
erate water currents in the tank. One such example of this
is a 3600 gallon-per-hour waterfall pump that can be used in
NBRF with the submarines. This pump can generate signif-
icant flows that allow for a laboratory-scale test of control
algorithms in a dynamic environment. The waterfall pump
used by the CDCL is shown in Figure 5.

2.3 Underwater Motion Capture System

The NBRF is equipped with a state-of-the-art underwater
motion capture system. This system consists of twelve un-
derwater cameras designed and manufactured by Qualysis,
based in Gothenburg, Sweden. The camera placements in
the tank are shown in Figure 6 below.

There are eight cameras at anupper level and four on a
lower level. The cameras are angled to maximize the cov-



Figure 5: Waterfall pump used to generate under-
water currents.

Figure 6: Locations of the motion capture cameras

erage of the system. The upper and lower cameras are two
and fifteen feet in depth, respectively, from the surface.

The upper-level cameras are mounted in pairs while the
lower cameras are mounted individually as seen in Figure
6. One of the upper level mounts is shown below in Fig-
ure 7. The cameras are all connected to a single operating
computer via four ethernet switches. Data streams to the
computer from each camera at a nominal rate of 20 Hz, but
can be adjusted to capture at up to 100 Hz.

The motion capture cameras have two modes of operation.
The first mode is video capture. In this mode the cameras
behave like an ordinary video camera, with the footage be-
ing stored on the operating computer. The second mode is
marker tracking. In this mode, the cameras track reflective
markers specially made for the purpose of underwater track-
ing. The data given is the 3D position of every marker, as
well as a residual for the error in the estimate. Depending
on the calibration, this error is usually between 0.5-1.0 cm.
When there are three or more markers on a single object, the
markers can be formed into a rigid body. The data given
for rigid-body tracking is the 3D position of the center of
mass of the object, the associated 3-2-1 Euler angles for the
rotation, and the rotation matrix. This mode also has the
capability of streaming data in real-time.

Using the motion capture system in real-time mode allows
information to be sent to the AU and used by the inner-loop
controller to perform closed-loop feedback control for each
of the vehicles in the fleet. This architecture can be utilized
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Figure 7: Upper level mount of two Qualisys motion
capture cameras.

to test a multitude of coordination algorithms, such as those
developed in [1], [3], and a multitude of other algorithms.

The UUVs in the SCUUL fleet each have six markers at
varying positions on the outer hull. This ensures that the
software will not confuse the submarines and that occluded
markers will not have a significant effect on the tracking ca-
pabilities of the system. The markers are 30 mm in diameter
so that the Qualisys cameras can see them from across the
tank. Figure 8 shows one of the SCUUL UUVs with markers
attached to it.

Figure 8: A SCUUL UUYV equipped with reflective
markers.

The real-time data is sent to the AU using a PCTx in-
terface. The motion capture system streams data to a con-
trol computer, which is connected to the PCTx interface.
The PCTx interface interprets the data and sends it to a
transmitter, which then transfers the data to the AU. Since
the transmitter uses standard RF communication there is a
limited line of sight through water in which the signal will
successfully transmit, however, the conditions at the NBRF
allow penetration of the signal to at least the depth of the
lower level cameras.

A schematic of the SCUUL architecture is shown in Fig-
ure 9. The Qualisys data is sent from the control computer
to the PCTx box, which transmits the desired turning rate
to the AU of each submarine. The AU calculates the con-
trol signal needed to control the loop on the second-order
dynamics and transmits it to the submarine it is attached
to.

3. PRELIMINARY RESULTS AND ONGO-
ING WORK

This section describes the progress made in the SCUUL
testbed so far and describes our current efforts to improve
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the system.
3.1 Results

The performance of the proportional controller for the
rudder dynamics has been evaluated. Figure 10 shows the
performance of the controller to an impulse starting at ap-
proximately 0.25 seconds. The error settles to a nominal
value of zero within only one second, which is an acceptable
settling time for the purposes of the control laws currently
being verified by SCUUL. The settling time, and peak re-
sponse, can be adjusted according to the need of the algo-
rithm that is under testing.

Figure 10: Impulse response of the one-axis gyro-
scope in the UUVs

An operational version of the autopilot unit was attached
to one of the SCUUL UUVs and placed in the tank to de-
termine its performance capabilities. The submarine was
preprogrammed to travel in a downward spiral at a given
angular rate. This test was also used to evaluate the quality
of data produced by the Qualisys motion capture system.
Figure 11 shows a visual representation of the 6DOF track-
ing data using a visualization developed in Matlab.

While the vehicle did perform a downward spiral, the cen-
ter of the spiral tended to drift. This may have been due to
the increased drag on the vehicle from the addition of the
AU, which caused the vehicle to drift while turning.

Once the performance of the AU was determined, the abil-
ity of the motion capture system to identify and track mul-
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Figure 11: Motion capture tracking of one subma-
rine under autopilot control is followed.

tiple bodies was assessed. Two subs under RC control were
placed in the tank to determine the performance. Figure 12
shows the 6DOF tracking data for the collected data set.

Figure 12: Motion capture tracking of two UUVs.

Even in the case where there are multiple objects in the
water, the Qualisys system is able to track the submarines
with sub-centimeter accuracy. The only condition placed on
the UUV is that its marker configuration be unique from
any other objects in the tank.

3.2 Ongoing Work

It was determined during the testing of the AU that at-
taching a pressure vessel to the bottom the UUVs greatly
increases the drag on the vehicle, thereby reducing the speed.

This introduces effects in the vehicle dynamics, such as roll/yaw

coupling and turning drift. Since most of the control algo-
rithms currently being tested in SCUUL use a self-propelled
particle model for the underlying dynamics this may cause
the heading-rate control law to produce undesired results.
Current work is focusing on moving the autopilot elec-
tronics to the main pressure vessel. The new architecture,
shown in Figure 13, will place an ArduPilot controller, made
by DIY Drones, and the gyroscope in the MPV of the sub-
marine. Control commands from the Qualisys system will



be sent directly to the UUVs onboard receiver, eliminating
the need for a transmitter on the vehicle. These components
can be powered from the battery already inside the UUV.
With this new architecture, there is no need for a separate
AU, it is instead integrated into the MPV. The ArduPilot
and the gyroscope are shown below.

Figure 13: The new gyroscope (left) and ArduPilot
(right).

In addition, it was determined that the fleet would be
more versatile if the automatic depth controller was up-
graded to a custom version designed by CDCL. The new
architecture includes a pressure sensor which is attached di-
rectly to the ArduPilot. The ArduPilot can use the pressure
reading in a proportional controller to adjust the depth of
the vehicle. The desired depth can be hard-coded or it can
be sent via the PCTx interface. This architecture is also
shown in Figure 14.

Figure 14: Future interface between the UUVs and
top side operations.

This improved architecture increases the accuracy of the
model used for the cooperative control laws that are cur-
rently being implemented in SCUUL and will therefore lead
to enhances capabilities for test and evaluation of motion
coordination algorithms for underwater vehicles.

4. CONCLUSIONS

This paper describes the University of Maryland SCUUL
testbed. The testbed consists of six, propellor-driven UU Vs,
a 367,000 gallon dive tank, and a state-of-the-art underwa-
ter motion capture system. The current architecture has
an autopilot unit attached to the bottom of each submarine
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through which closed-loop control of the vehicle can be per-
formed. The motion capture system outputs data in real
time. The data is processed to generate a desired heading
rate to be sent to the submarines.

So far, the performance of the autopilot unit has been
examined in and out of the water. An ArduPilot will be
placed in the main pressure vessel of each submarine and
will receive commands directly from the submarines receiver.
Tests have also been conducted to examine the ability of
the motion capture system to handle multiple rigid bodies.
Preliminary results show that the system can handle at least
two rigid bodies provided the placement reflective markers
is unique to each UUV.

Efforts are currently underway to examine the ability to
inject controlled flow fields into the NBRF. This would al-
low the simulation of real underwater flows in a controllable
environment. With this architecture, the SCUUL testbed
provides an environment where collective control laws for
UUVs can be tested and evaluated in a safe and predictable
environment.
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ABSTRACT

While robotic systems and the field of Artificial Intelligence (Al)
have been funded through the Department Of Defense (DoD) and
Industry for decades, it was not until recent years that the
combination of these two technologies has made truly significant
advances in the area of Autonomous Operation (AO) systems.
Through the efforts of the Defense Advanced Research Project
Agency (DARPA) challenges in 2004-2007 timeframe, the
academic and industrial communities came together to overcome
some significant hurdles for the development of AO ground
vehicles in both the rural and desert environments (DARPA
Grand Challenge 2004-2005) and the urban environment
(DARPA Urban Challenge 2007). Although no AO vehicle
succeeded in the 2004 event, the following year four systems
completed the 132 mile course within the 10 hour time limit. The
winner of the 2005 event (The Stanley from Stanford University)
designed an autonomous (learning system) vehicle that fused five
Lidars, Radar, and an Electro Optic sensor in addition to the
waypoint GPS (provided by DARPA) and an internal Inertial
Measurement Unit (IMU) system to produce the situational
awareness required to meet the challenge. The team took
approximately one year “training” the perception and planning
sections of the software to compensate for various types of terrain
and maneuvering. It was through extensive planning, meticulous
design, and thorough testing that the final goal was achieved and
it will take a much greater level of effort for DoD to realize a
similar capability in the air environment.

In the Air domain, DoD will not have the luxury of releasing
autonomous vehicles (without significant constraints) within an
operationally relevant environment (like the National Air Space
(NAS)) until a very high level of confidence is achieved in their
ability to perform the mission while providing a level of safety
commensurate with manned operation. For DoD to succeed, it is
imperative that we provide the Unmanned Air System (UAS)
development community the tools required to assess all of the
engineering components necessary for transition of AO vehicles
into the NAS and operational environments. These tools should
include a model of the required environments (emulated with
access to standardized hardware/software in the loop), standard
set of operational test procedures (with desired metrics), and a
framework through which individual components can be assessed.
It is ironic that the success of AO unmanned systems will require
a structured collaborative learning process within the human
domain for our goals to be realized.

This paper is authored by employees of the United States
Government and is in the public domain.

PerMI1S'10, September 28-30, 2010, Baltimore, MD, USA.
ACM 978-1-4503-0290-6-9/28/10.
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Categories and Subject Descriptors
1.2.9 [Artificial Intelligence]: Robotics — autonomous
vehicles

General Terms
Measurement, Performance, Verification

Keywords
unmanned aerial system, autonomous operations, C4ISR, Automated
Decision Aid (ADA), autonomous control

1. INTRODUCTION

Before venturing too far into a discussion of the unmanned
communities ability to develop and field autonomous air vehicles
capable of safely interacting with manned air vehicles in both the
National Air Space (NAS) and an operational environment
(including modern warfare), it is important to understand the
current state of manned aviation.  The manned aviation
community (in conjunction with the Research and Development
(R&D) community) have been in the process of developing and
fielding Automated Decision Aids (ADAs) for over a decade (like
Multi-Sensor Integration (MSI), Combat Identification (CID),
Threat Evaluation and Weapons Assignment (TEWA), Automated
Target/Threat  Recognition  (ATR), Distributed  Sensor
Coordination (DSC), and Distributed Weapons Coordination
(DWC)). The primary focus of these tools are to either reduce the
operator workload (thus allowing an operator to focus on more
important aspects of their area of responsibility) and/or to improve
Situational Awareness (SA) within an Area of Interest (AOI).
While many of these capabilities have been developed and tested
successfully in lab environments (Technology Readiness Level 5
(TRL 5)) they have yet to transition from the R&D community to
the operational community, especially for the C4ISR platforms.
The reasons for the slow rate of transition are far more
complicated than can be addressed within the scope of this paper;
however, many of these types of automated decision aids will
become the basis for the development of autonomous combat
vehicles of the future.

The challenge for developing a set of ADAs for a specific
platform is directly related to the quantity of disparate sensors it
utilizes to generate SA and the volumetric area of
surveillance/collection. Platforms like the E-2C/D Hawkeye, P-8
Poseidon, and EP-3 ARIES Il represent significant challenges due
to their large volumetric search areas and their rich set of sensors.
In addition to the development challenge, ADAS represent a
significant Test and Evaluation (T&E) challenge due to the large
volumes of coherent data required to insure that processes like
data fusion are being performed correctly prior to passing the
fused data to ADAs (in a two step process). The role of the
ADAs is to transform the fused sensor data into actionable



information that can be presented to an operator for subsequent
processing (typically within the human brain).

In this construct both the association/correlation of sensor data
(input) and the formation of actionable information must be
assessed by the T&E community to verify that the right actionable
information is being produced from the raw data.

MSI (DATA) == ADAs (Actionable Information) ==

While the manned community is wrestling with the transition to
ADAs, the UAS autonomy community has to grapple with the
additional challenge of developing Autonomy Engines (AE) that
will "eventually" replace the human factor (for achieving high
levels of Autonomy).

MSI (DATA) = ADAs (Actionable Information) = AE (Reasoning)

From a T&E perspective this creates the additional challenge of
determining not only if the sensor data was combined correctly, or
the proper actionable information was produced, but did the
machine take the appropriate action based on the inputs provided
(assuming they are all correct). An equally important test case is
the evaluation of what action the machine will take if some (or
even all) of the inputs are either corrupted or not available in the
absence of human intervention. For example what decisions will
be made based on loss of communications (either due to
equipment failure or intentional/unintentional electromagnetic
interference) but with a fully functional onboard sensor suite (in
the NAS versus a warfare environment). Or even more stressing,
how will the same system react to a partially capable onboard
sensor suite in the same scenario? While these scenarios are very
simplistic compared to the myriad decisions that will be required
of unmanned combat vehicles in a warfare environment, they
highlight the level and complexity of T&E that will be required to
insure that autonomous UAS can be trusted in either the NAS or
an operational environment.

2. BUILDING TRUST

One of the initial challenges for the UAS community is to obtain a
level of access to the NAS that is on par with the manned aviation
(at least for segments of the NAS that are critical to performing
their mission). A key focus area to support this objective is the
development of Sense and Avoid (SAA) technologies or
procedures that can be utilized to marshal specific UAS within the
NAS. Currently there are two general approaches that are being
pursued to address this topic:

e Ground Based Sense and Avoid (GBSAA)
o Airborne Sense and Avoid (ABSAA)

GBSAA (as its name implies) capitalizes on the extensive
infrastructure investment that is in place throughout the United
States to both monitor and control an UAS within the NAS in a
manner similar to that of manned aviation platforms. This
approach is dependent upon a man to machine tether for
controlling the actions of a specific UAS if it deviates from a
flight path or requires in flight re-routing. For this construct, the
UAS may have the potential for AO (in case of communication
failure) or may be simply a Remotely Piloted Vehicle (RPV).
While this approach has broad extensibility across a wide range of
UAS platforms, its dependency on terrestrial and airborne
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communication segments may limit its utility to specific areas of
interest within the NAS.

ABSAA can be utilized in conjunction with GBSAA to provide an
extra layer of security, typically at the cost of additional
sensors/sources of data and more complex software processing.
ABSAA has the potential for fully autonomous operation within
both the NAS and in an operational environment if the
sensors/sources of data have sufficient ability to provide the
situational awareness (actionable information) required for an AE
to determine a proper course of action for a specific set of
circumstances.

While the details associated with these programs are important,
the focus of this paper is to concentrate on both the test
methodology/strategy and the tools required to objectively
measure or assess the progress made towards achieving the final
objective of NAS integration (and future endeavors of AO). The
Test Resource Management Center (TRMC) in conjunction with
the joint services has recently embarked on a program to develop
a capability for evaluating the performance of UAS within the
NAS. Over the course of the next four years, the Joint UAS
Mission Environment (JUAS ME) program will develop an
environment and tools that will become the basis for the
Developmental Test and Evaluation (DT&E) of the NAS
integration objectives across the three services (USA, USAF,
USN). JUAS ME was designed to leverage the developmental
engineering work being performed under the GBSAA and
ABSAA programs in addition to UAS Program of Record (POR)
efforts like the Live Virtual Constructive Distributed Engineering
(LVCDE) program for the USN Broad Area Maritime
Surveillance (BAMS) platform. "Trust but Verify" was a favorite
quote of President Ronald Reagan when discussing the nuclear
treaties between the US and the Soviet Union. The same premise
should be applied for the beginning stages of AO (NAS
integration), through a structured and collaborative process with
the Federal Aviation Administration (FAA), the DoD should be
capable of developing technologies and establishing a
process/framework through which those technologies are vetted
for facilitating UAS integration into the NAS.

3. AUTONOMOUS OPERATIONS TEST
METHODOLOGIES

Over the past several decades, systems have become more
complex (and capable), especially in the area of software. This
rapid expansion of software (refer to Figure 1) represents a
formidable testing challenge and has required that the T&E
community rethink the way we have been doing business.

Modern Day Testing Challenges

Test Optimization - Why It's Needed

SOFTWARE'S ABILITY TO IMPLEMENT REQUIREMENTS DRIVES
INSATIABLE DEMAND FOR T&EAND SOFTWARE SUPPORT RESOURCES
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Figure 1. Software Growth



In order to overcome this challenge, the T&E community has
evolved and will continue to evolve as we move into the age of
unmanned autonomous systems (Figure 2).  Whether the
transition to AO vehicles and the need to assess AEs will result in
the requirement for evolutionary or revolutionary changes in T&E
capability is still to be determined.

2000%
+ COLLABORATE
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HARDWARE +

Installed System
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Software-Based
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Family-of-Systems
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Early Identification and Resolution of Deficiencies
Joint— Complex — Integrated - Collaborative Systems

Figure 2. T&E Capabilities Evolution [1]

The evolution of T&E capabilities has provided the system
developer the option of testing design concepts at much higher
levels of realism and fidelity than was previously available and at
much earlier stages of system development. Not only can the
developer test individual hardware/software components, they can
assess how individual components would react within a complex
system and/or a Family/System of Systems (FoS & SoS
respectively).  What makes this possible is the decades of
investment that have resulted in a distributed T&E environment
that can simulate all aspects of the modern battlefield at a level of
fidelity and realism that can be tuned in accordance with the needs
of the user (Figure 3).

»Multi-Disciplinary Approach

Required
« Engineering

»>Operational Focus
« Mission Architecture CE

+CONOPS&TTP
»Integrated and networked National
RDT&E labs, open-airranges
»Comprehensive Battlespace
Environment
« Live-Virtual-Constructive
simulation and stimulation

+ Advanced Technology /R&D
+ Capability-based planning

« Integrated Warfare Analysis
« Cost

« Logistics

« Testand Evaluation

Figure 3. Battlespace Integration [1]

Figure 4 depicts a representation of the Live Virtual Constructive
(LVC) domains that are currently in place for testing both manned
and unmanned air systems. It is important that Figure 4 be
viewed in the context of Figure 3 or as a subset of the larger
construct. The Open Air Range (OAR) represents the "Live"
aspect of the three domains. The Traditional Modeling
Simulation and Analysis (MS&A) represents the "Constructive"
domain. The Installed System Test Facility (ISTF) (which has the
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flexibility of including (and often does) a myriad of joint
government, industry and academia labs in addition to stimulation
of live assets) represents the "Virtual" domain.

Traditional
MS&A

Feedback
for Improving
Models

Feedback
for Improving
Models

Figure 4. Live Virtual Constructive Domains
Two important points to glean from Figure 4 are:

o |t is imperative that the results of testing/analysis from the
individual domains are fed forward to provide the
basis/foundation upon which the next domain (of higher level
of fidelity) can build upon.

o The need for feedback and a comparison of results (including a
reconciliation of differences) is required to insure that future
assessments provide a baseline that can be trusted to generate
the most accurate results possible.

Each of the domains depicted in Figure 4 will be discussed
separately in the context of the measurement of AO
developmental engineering and DT&E.

3.1 Constructive

Figure 5 depicts the Traditional MS&A Pyramid that explains the
rolls and uses of the four categories of models associated with the
constructive domain. This is the traditional starting point for most
system developments and although the models developed within
this domain can be quite complex it is essentially the lowest level
of fidelity (with potentially the lowest cost). The DoD R&D and
acquisition communities utilize this domain for everything from
high level trades to estimating performance of individual
engineering components (and the software tools or models for
performing analysis are quite diverse). In the area of AO many of
the AEs of the future have started or will start here (as did data
fusion and ADAs for manned systems in the previous decades).

Figure 5. Traditional MS&A Pyramid



At a recent Science of Autonomy Workshop held at the Naval
Research Lab (NRL) and sponsored by the Office of Naval
Research (ONR), approximately 40 presentations were provided
on basic research associated with the development of algorithms
to support AO. The research that was presented at the workshop
focused on behavioral models, control algorithms, reasoning,
ADAs, swarming or collaborative behavior technologies, and
architectures to support autonomy. As expected, the
overwhelming majority of this work was in the constructive
domain (or earlier).

3.2 Virtual

The virtual domain represents a hybrid of both the constructive
and live domains in that it can contain elements of both for any
given scenario. It is best understood as a distributed collection of
high fidelity laboratories and facilities whose main objective is to
provide a ground based environment that is representative of a
batlespace (Figure 6). At its core, this digital battlespace has a
Virtual Warfare Engine (VWE) that coordinates/synchronizes all
of the activities necessary to support the acquisition of specific
information related to a user derived scenario based;

e Virtual R&D Experiment

e System/Unit Under Test

e F0S/SoS Test.

e CONOPs Development

e Tactics Techniques Procedure Development
e Mission Rehearsal

Other Navy Facilities and Labs
(i.e. SAIL, NSWC Dahlgren, Wallops)
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SIL/HITL/MITL
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Figure 6. Surface Warfare Virtual Scenario

While the DoD acquisition communities utilize this domain for
performing mission level testing of both new systems or
improvements to existing systems (typically prior to or in parallel
with testing in the live domain), the R&D communities use of this
domain is mixed. The higher level of fidelity (over constructive
evaluation) within the domain comes at a cost which is typically
much less than the live domain but possibly more than
constructive. It is within this domain that the majority of the work
on NAS Integration (Section 2) is being performed and the
domain which offers the best promise for maturing technologies
for the future of AOs. The main reason that this domain offers so
much potential is that while the TRL for constructive evaluation is
typically limited to the 3-4 range (by definition) demonstrations of
technologies in a high fidelity virtual environment could achieve
TRL 5-6. In addition as the feedback from the live domain
continues to increase the fidelity of the virtual domain it is more
commonly being used to augment live flight testing at the
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technology readiness 7-9 levels (typically for identification of
issues that are hard to replicate in the live domain) .

3.3 Live

In the context of a discussion on the development of AO UAS, the
live domain refers to the utilization of actual air vehicles in the
open air environment. While the live domain is (and will/should
continue to be) the last and most important step in verifying the
performance of DoD weapon system performance, it is the most
costly component of a T&E plan/strategy. The major advantage
of the live domain is the operational environment in which a
system is tested. While the virtual domain can replicate a large
number of the operational components of the environment, there
is no substitute for the real thing. It is often the unpredictable
nature of the live domain that makes it so valuable. While
engineers can work in both the constructive and virtual domains
and achieve positive results, many failure mechanisms do not
become evident until a system is in flight and being utilized in a
manner commensurate with real flight operations. This does not
diminish the need for the other domains, but solidifies the need for
all.

Live testing of AO capable UAS (including the ABSAA
component of NAS Integration) will be required for
deployment/fielding. For ABSAA developmental test and
engineering, it is hard to envision a live test event that includes
two aircraft converging on each other to determine if the SUT
meets its performance requirements. It is for this reason that
significant high fidelity work should be performed in the other
domains to provide a high level of confidence before entering the
live phase of testing.

4. OPERATIONAL ENVIRONMENT

The operational environment for AO capable UAS are highly
complex and are not limited to just the in flight segment of its
operation. The operational environment as a minimum would
include the following;

Control Segment (Control Station)

Communication Segment

Environmental factors that could affect operation

Mission Environment (whether it be the NAS or exposure to
battlefield conditions with all of the related high level
interactions)

e Unmanned Aircraft Segment (including AE)

e Payload Segment

Other elements could include provisions for deck operations of
USN carrier based systems, launch and landing (including
marshalling activities), aerial refueling, etc.. The two aspects of
the operational environment that will be addressed are the NAS
(which will be crucial to GBSAA/ABSAA development and a
focus area for the JUAS ME program) and the Warfare
Environment (which is a logical step for AO UAS development
that support DoD missions). Both of these environments will be
described in relation to the virtual domain.

4.1 National Airspace (NAS)

The NAS environment is a major component of the overarching
Airspace Integration effort to specifically examine the integration
of the Unmanned Aircraft System (UAS) into the NAS. The
major elements of the NAS required to support the development
of GBSAA and ABSAA technologies and procedures are;



Air Traffic Control (ATC)

Commercial Aviation

General Aviation

Military Aviation (both Manned and Unmanned)
e  Data Extraction and Analysis Tools

A realistic representation of the NAS must recreate the civil
airspace structure (traffic patterns/routes, elevation profiles,
separations), civil air traffic (traffic densities, and time
dependencies), and civil air traffic control. An accurate air traffic
generator should be developed using historical recorded air traffic
data to enable both static and dynamic flight representations and
facilitate the V&V process. NAS data must be translated into
ATC useable data files for input to the ATC in a manner identical
to normal operations. The NAS should incorporate dynamic
routes for enabling flights to be flown by human-in-the-loop
pseudo-pilots responding to ATC controller instruction. [2]

To create a valid virtual environment for T&E, the NAS
representation should consist of models, including air traffic
generators, and integrated operator in the loop Air Traffic Control
capabilities to accurately conduct procedures and operations in
conjunction with UAS operators and other aircraft in the T&E
mission. By integrating with OAR (live) controllers and systems,
this capability can provide end to end T&E event conduct or
rehearsal from launch to recovery. Additionally, to support Sense
and Avoid test events an NAS representation must provide for a
high fidelity General Aviation “intruder” pilot/aircraft. [2]

4.2 Warfare Environment

Within the virtual domain, the stimulation of installed systems in
a realistic warfare environment provides a deterministic approach
for assessing the baseline performance of existing and future
weapon systems. This process provides an important step in the
evaluation of complex platform and/or SoS/FoS constructs within
an environment that is controlled and understood. An accurate
T&E warfare environment can be best described by the phrase
“test like we fight”. To support this goal for the development of
AO capable UAS this would require doctrine based UAS specific
scenarios that accurately portray;

e Major and limited contingencies
e Homeland defense
e Mission, Engagement, and Engineering level fidelity

The warfare environment should include all aspects of the
battlespace that could affect the evaluation of the AO capable
mission under consideration, including;

e Mission Scenarios (i.e. Strike, Close Air Support (CAS),
Intelligence Surveillance Reconnaissance (ISR), Stand off/in
Jamming, etc.)

e Blue entities (air, ground and surface, space, communications,
etc.)

e Red entities (Integrated Air Defense System (IADS), Threats
(air, ground/surface), communications, etc.)

e Other entities (civil traffic (air/surface),
buildings, etc.)

o Weather effects

o Data Extraction and Analysis Tools

ally entities,
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Warfare environments have been developed for the manned
aviation community for decades and should be highly leveraged to
support AO capable UAS developmental efforts.

5. RISK BASED TEST APPROACH

The previous sections of this paper were focused on guiding the
reader to conclude that the T&E community is well suited (both
infrastructure and expertise) to become an active partner in the
engineering development (at all stages) of AO capable UAS. This
section focuses on an approach or process that could be utilized
for both the evaluation and maturation of AO technologies.
Figures 7 and 8 depict the T&E and V&V Findings/Challenges
that were briefed to the Defense Science and Technology
Advisory Group (DSTAG) by the R&D Communities of the joint
services.

- » Briefto DSTAG
T&E and V&V Findings 1 April, 2009
Thereis not a clear understanding of what will be good enough to
allow advanced autonomy technologies to pass through T&E and
V&ViIcertification successfully

« How much do we need to ensure safety/reliability outside of the
usethe systems are explicitly designed for

« Thereis aneed for amechanismto involvethe T&E and
V&V/certification community in innovative autonomy S&T as it
develops

« Itis not clear that there are sufficient connections yet between the
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thelevels of autonomous control that can be properly certified,
and could lead to limiting thefielding of future autonomous
systems.
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Figure 8 Brief to Defense S&T Advisory Group [3]

Careful examination of the findings and challenges reveal several
key points;

e That the R&D and T&E communities need to coordinate their
activities in the very early stages of the developmental cycle
of AO capable UAS

e Both the R&D and T&E communities see the growth and
sophistication of software in modern aviation systems (Figure



1) as a formidable challenge that will require a new approach
to T&E/V&V

e New analytical tools will be required to facilitate the T&E of
AO capable UAS

The Battlespace Modeling Verification and Validation (BMV&V)
Branch of the NAVAIR Integrated Battlespace Simulation and
Test Department (IBST), has been refining a process for Risk
Based Verification, Validation, and Accreditation (VV&A) of
models and simulation for the past several years. A risk based
approach to VV&A "provides a strategic method for tailoring
VV&A efforts based on the criticality of the decision being
supported by the M&S and the availability of resources (schedule,
personnel, and funds)."[4] The topic is the subject of several
papers and will only be synopsized here, while the
exploration/investigation into the extensibility of the approach
beyond the current VV&A process (T&E of complex weapon
systems like AO capable UAS) will be the subject of future
papers. Figure 9 provides a flowchart of the actions required as
part of the risk based VV&A process.

Figure 9 Risk Based VVV&A Process [4]

The process itself starts by working with the user to define the
"intended use" and "role of the M&S" in the decision making
process. The model/simulation that will be used for the decision
process must be analyzed to determine the likelihood that it will
generate an incorrect result. This process involves significant
insight into the working level of the model/simulation and
requires access to the Subject Matter Experts (SMES) that created
the model/simulation and SMEs for the system/systems that the
model/simulation will represent. The end result of this analysis is
a Summary of Limitations and Errors (SALE) (part of a detailed
risk report that describes the limitations of the model/simulation
within the context of its intended use) that will be utilized in the
accreditation phase (with the user) to reduce the level of risk.
Once the intent and role are defined, the maximum acceptable risk
level the user is willing to accept must be determined. The
maximum risk level is based on the likelihood (described above)
and the consequence if the model/simulation results are wrong
(resulting in a wrong decision).[5] The accreditation process
trades off the investment required of reducing the likelihood of
M&S error and the consequence associated with a poor decision.
The trade off could range from zero investment (user willing to
accept risks) to potentially large investments (if the likelihood that
the limitations or errors within the M&S are unacceptable).

In the context of testing AO capable UAS, the current approach
could be tailored to determine the limitations/errors for a UAS
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(versus M&S) within a specific mission set (intended use) and
basing the consequence on a number of variables (safety, security,
attrition, cost, etc.). The user could manage the overall risk by
limiting the utilization of classes of UAS to mission sets that
represent an acceptable risk level for the variable of interest.
Approaching it in this manner would have the effect of buying
time to invest in the reduction of risk at a point in time when the
expansion of the mission sets is required. The user could define a
program that starts with a limited operational capability that
would diminish over time.

6. SUMMARY

Figure 9 illustrates the projection for the development and fielding
of UAS at various Autonomy Control Levels (ACL) (circa 2009,
although the original data (in black) seems to be circa 2005-2006
based on when UCAR and J-UCAS were canceled at DARPA).
The blue and red lines are new estimates based on current
uncertainty related to ACL of the UCLASS LOC (follow on of J-
UCAS => N-UCAS => UCAS-D) platform. How much time is
actually available for the RDT&E communities to determine a
way forward for the best approach on testing high level of AO is
difficult to say, however, there is no time like the present to start
the dialogue.

Project Specifications

ALFUS Framework

Test Resource Management Center
Science and Technology Program
Unmanned Autonomous Systems, Test (UAST)
Cognitive Autonomous System Tester (CAST)

Canceled

CAST focus

Modifications from Original Slide

T&E/S&T Program Technology Review 2009

Figure 9 UAS Autonomy Trends [6]

The LVC domains were briefly described and it was suggested
that the best method for economically meeting the goal of
supporting the engineering development and test of AO capable
UAS lies in the virtual domain. This domain offers significantly
higher levels of test fidelity than the constructive domain at a cost
that is significantly less than that of the live domain. In addition,
the introduction of UAS into the NAS (through the efforts of
GBSAA/ABSAA) is the first step to AO within a program of
record UAS and the acquisition and T&E communities are already
engaged in a path forward. Through the efforts of TRMC, the
JUAS ME program (for testing NAS Integration) will become the
basis for T&E of research and engineering efforts to develop
higher levels of AO capable UAS.

Finally, the RDT&E community has recognized the need for new
approaches to the T&E/V&V of future software intensive
systems. While the NAVAIR IBST Department has successfully
utilized a risk based approach for V&V, determining whether an
approach of this nature is extensible to an AO capable UAS will
require some additional investigation.
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ABSTRACT

Real-world applications for UAS teams continue to grow, and the
scale and complexity of the teams is continually increasing. To
reduce life cycle costs and improve T&E, there is increasing need
for a generalized framework that can support the design and
development of T&E approaches for multi-UAS teams and
validate the feasibility of the concepts, architectures and
algorithms. This challenge is most significant in the
cognitive/social domains, where the development of test
approaches and methodologies are difficult because of the
emergent nature of behaviors in response to dynamic changes in
the battlespace. Current DOD T&E capabilities and
methodologies are insufficient to address these needs. Today
much of the initial validation effort is done using simulations,
which unfortunately very rarely capture the complexity of this
problem. Current simulations rarely capture the complexity of real
world effects related to net-centric communications, vehicle
dynamics, distributed sensors, the physical environment (terrain),
external disturbances, etc. Furthermore, very often high fidelity
simulations do not scale as the number of UAS increases. On the
other extreme, directly implementing hardware platforms without
high resolution simulations to help refine the design induces
significant risk. For large unmanned system teams, shortcomings
in design decisions related to the control architecture, information
flow, sensor fusion, assumptions on communication bandwidths,
and robustness of the algorithms may only become apparent when
deployment on several hardware platforms has been completed,
resulting in a significant loss of time and resources. In response to
this need, under a recently completed effort with TRMC, IAI has
developed the Distributed Control Framework (DCF), an
Integrated Agent-based T&E Framework for Simulated, Mixed-
Model (Virtual and Live/hardware in the loop) and Live Testing
of Teams of Unmanned Autonomous Systems. In recent efforts,
DCF has been made JAUS compliant, and integration with TENA
has been achieved. In this paper we discuss the development of
this framework, details of JAUS compliance implementation and
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initial results of its deployment at ARDEC in Picatinny Arsenal
on use cases involving teams of FireAnt Robots performing
cooperative surveillance tasks.

Keywords
Unmanned Systems Teams, T&E of Unmanned systems,
Unmanned and Autonomous System Testing, JAUS compliance.

1. INTRODUCTION

The successful deployment of unmanned platforms in the
battlefield has led to an increased demand for greater numbers of
unmanned and autonomous systems (UAS). Coupled to this
increase in demand is the expectation of greater levels of
autonomy for these systems [1]. As the rate at which new and
more complex systems are developed accelerates, there is a
compelling need for the development of flexible T&E frameworks
that can address the challenges associated with testing
increasingly complex systems over shorter testing cycles [2]. This
challenge is most significant in the cognitive/social domains,
where the development of test approaches and methodologies are
difficult because of the emergent nature of behaviors in response
to dynamic changes in the battlespace [3].

Under a recently completed effort with the Test Resource
Management Center (TRMC), Unmanned and Autonomous
System Testing (UAST) program, IAI has developed an Integrated
Agent-based T&E Framework for Simulated, Mixed-Model
(Virtual and Live/hardware in the loop) and Live Test and
Evaluation (SMML-T&E) of Teams of Unmanned Autonomous
Systems. At the core of this T&E architecture is IAI’s Distributed
Control Framework (DCF) (see [4][5][6]). As part of this effort,
an enhanced JAUS [7] and TENA [8] compliant version of DCF
was developed and tested. A user interface with integrated T&E
environment development, simulation and C2 capabilities was
implemented. DCF was also evaluated at the Armament Research
Development and Engineering Center (ARDEC) in Picatinny
Arsenal in a relevant test environment.

In this paper, we discuss the details of DCF and present initial
results from a technology development conducted at ARDEC. The
paper is organized as follows. In Section 2 we introduce DCF. In
Section 3 we present the features of the Vignette Editor. Our
implementation of JAUS and TENA compliance are discussed in
Section 4. In Section 5 we discuss the details of the technology
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Figure 1: Layered architecture of the Distributed Control
Framework (DCF)

demonstration conducted in collaboration with ARDEC personnel
at Picatinny Arsenal.

2. DISTRIBUTED CONTROL
FRAMEWORK

Written entirely in the Java programming language, DCF (see
[4][5]) is a small and lightweight framework that may be deployed
on any computing architecture that supports the Java Virtual
Machine (JVM). A key element of DCF is the ability to deploy on
real hardware the same UAS control and coordination code that is
verified through simulation. In fact, DCF makes no distinction
between real and simulated UAS. This powerful feature is
possible because of the modeling of UAS teams as “software
agents”. Software agents are autonomous and event driven, they
do not share their encapsulated data, and they interact exclusively
via messaging. The key features of DCF include:

e Agent-based Modeling — DCF simplifies the implementation
of distributed algorithms, supports mixing of virtual robot
agents with real robot agents and enables data sharing via
peer-to-peer messaging

e Controls-centric Design — DCF adopts a control-centric
architecture with a Sensor Layer, State Estimators, Motion
Planners and an Actuation Layer

e Modular Architecture — In DCF algorithms are implemented
as plug-ins and include hardware device abstraction, self-
contained sensor/actuator drivers, with components loaded
at run-time via XML configuration files

e Robust Simulation Capabilities — DCF provides hardware-in-
the-loop support, discrete-time and real-time simulations,
built-in equation solvers, distribution across multiple
computing resources with repeatable results, cross layer
(network —level) modeling and human in the loop support.

DCF is built on top of the CybelePro™ agent-based framework
developed at Intelligent Automation, Inc. (see [10][11]). Figure 1
shows a high-level representation of the DCF and its relationship
to CybelePro™. CybelePro™ is built on top of the Java 2
platform and provides the runtime environment for control and
execution of agents. The architecture consists of a kernel and
several service implementations. The architecture kernel provides
application interface methods for agent programmers to write
classes representing activities using the Activity Centric
Programming (ACP) paradigm. The agent-infrastructure adopts a
service-layered architecture promoting plug-n-play capability of
agent services. The services and their interfaces are defined in
such a way that performance can be fine-tuned by loading
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different service implementations as appropriate to the
OS/platform/network and/or the agent application domain,
without having to re-write the agent code. The agent services
include error handling, concurrency management, event handling,
thread-management, internal event services, communication,
timer, data sharing, GUI services, sender side filtering, dynamic
data distribution migration, and load balance services. Events
currently supported include message, timer, and agent internal
events. CybelePro provides support for different concurrency
models between activities of an agent, and data-sharing among
activities for high efficiency. Location independent
communication between agents is supported via publish-subscribe
based messaging, with support for synchronous, asynchronous,
broadcast messaging, multicast, and point-to-point messaging.
Both continuous and discrete clock capabilities (for event driven
large-scale distributed simulations) are supported by CybelePro.

DCF adds support for robot team coordination and management, a
pluggable architecture for sensing and estimation, support for
heterogeneous robot platforms, robust simulation capabilities with
hardware in the loop, and an extensible planner and plan
execution engine. DCF also provides rich fast simulation
capabilities for verifying the complete distributed control system
prior to deployment on physical hardware. To support fast-time
simulation, DCF uses the discrete clock feature of CybelePro™.
To utilize these simulation capabilities, the user must provide
appropriate kinematics and/or sensor models for the agents to be
simulated. A simulation service manages the execution of these
models at discrete time steps and also handles routing information
to the various DCF activities. Simulations are limited only by the
availability of computing resources. Multiple computing resources
may be chained together when simulating large numbers of agents
or when the control algorithms are particularly numerically
intensive. As mentioned previously, DCF also supports mixed-
mode operation in which simulated and physical agents interact
seamlessly with one another. To support mixed-mode or pure
execution on hardware, DCF uses a real-time clock.

As seen in Figure 1, The DCF architecture features two distinct
agents: a Robot Agent and a Remote Control Agent. The Robot
Agent embodies a real or simulated robot that is part of a multi-
agent system, while the Remote Control Agent (RCA) provides
the command and control GUI enabling a human operator to
interact with the robot team. Block diagrams of the Robot Agent
and Remote Control Agent architectures appear in Figure 2 and
Figure 3 respectively.

2.1 Robot Agent

The Robot Agent represents either a simulated or a real physical
robot; since the DCF does not distinguish between real and
simulated agents, users are able to simulate complex missions
with real hardware in the loop. The Robot Agent uses four classes
of Activities (Activities are lightweight software components that
perform work on behalf of the Agent) to perform its work: State
Estimators, Robot Coordinators, Robot Planners, and Custom
Tasks. Multiple instances of each Activity class are supported and
instances within the same class may run either concurrently or
sequentially. The arrows shown in Figure 2 depict the flow of
information through the Robot Agent.
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Figure 2: Architectural block diagram of the DCF Robot
Agent

State Estimators receive and process raw sensor data from
onboard hardware and from other connected agents via the Robot
Coordinators. The State Estimators maintain and update models of
the team and world state that are shared with other agents and
supplied to the Robot Planners. Robot Planners process the team
state data and invoke high-level behaviors using rules defined in
the currently executing plan. Finally, Custom Tasks perform
application-specific tasks and may be executed periodically or in a
background process.

System developers can augment the DCF functionality by
implementing new algorithms for execution by the Robot Agent
Activities. A new algorithm is added to the DCF by writing a Java
class that implements one of the Activity models. For example, we
have developed an indoor navigation system that uses an extended
Kalman filter to fuse robot odometry and range measurements
from a network of Cricket® sensors. The software navigation
module implements the Estimation Model, which is executed by a
State Estimator Activity whenever new odometry or range data is
available. Activity models are loaded by the Robot Agent at
runtime according to an XML configuration file that specifies the
desired models, and if applicable, the physical hardware sensors
to be used. This model-based architecture enables libraries of
algorithms to be developed and shared with other DCF users.

Notice that hardware devices are classified according to the
functionalities they provide (see Figure 2). For example, a GPS
receiver can function either as a position device or as a range
device. In Java terminology, a robot device is an interface — a
contract specifying the methods that must be provided by an
implementing class. This device interface architecture enables a
loose coupling between the control/estimation algorithms and the
underlying hardware; alternative hardware sensors supporting the
required device(s) may be interchanged freely (for example, GPS
may be substituted for the Cricket sensors in our navigation
system since GPS is a Range Device).

2.2 Remote Control Agent
The counterpart of the Robot Agent is the Remote Control Agent
(RCA), which provides the human operator command and control
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Figure 3: Architectural diagram of the DCF Remote
Control Agent

GUI. A block diagram of the RCA is shown in Figure 3. Core
components of the RCA include the GUI and the HRI (Human
Robot Interface) modules. Using the GUI, an operator can quickly
assess the team’s shared situational awareness and perform robot
tasking using simple drag and drop operations. The human-robot
interface was designed specifically for ease of use on a tablet PC,
where the agent tasking operations are performed with a stylus.
Next section includes a detailed discussion of the user interface.

The DCF also provides various hardware support services for
interfacing with sensors and actuators. So far, a number of
important features and capabilities have been implemented,
including the ability to interface with a rich variety of platforms
(ARIA Amigobot and Pioneer, DARPA developed LAGR
platform, Robotic Research Corporation’s FireAnt platform and
iRobot Create) and sensors (cameras, LADAR, sonar, among
others).

3. Vignette Editor

DCF also provides a user interface called the Vignette Editor
(shown in Figure 4). The functions of the Vignette Editor are
various; from visualizing the state of the UAS team, creating T&E
scenarios, monitoring the UAS team performance and generating
automated T&E reports. Most importantly, the Vignette Editor
provides the user the ability to issue real-time commands to the
team and to upload a new distributed control algorithm (mission)
on-the-fly.

The Vignette Editor is written in Eclipse. Eclipse is a Java open-
source plug-in architecture most notably known for its Java
Integrated Development Environment (IDE). Implemented as a
series of cascading plug-ins providing a variety of functionality
including OSGi the plug-in loading and management platform,
SWT the Java Native Interface (JNI) to the native widgets of the
operating system, and JFace the user interface level event
management API.  Additionally, it provides support for
developing new plug-ins and deploying applications within itself.
A description of the main components of the Vignette Editor
follows:



DCF Project View:

The DCF Project View (see
Figure 5) provides a tree view of

all of the robots, and their
corresponding software
components, of the running

scenario. From this view, robots
can be added and configured and
missions can be built and
assigned. Each robot element
displays the set of Actuators,
Sensors, State Estimators,
Coordinators, and  Planners
based on the DCF Robot Agent
Architecture (see Figure 2). Each
element within the tree can be
selected, and the corresponding
parameters such as serial port

Figure 4: DCF Vignette Editor
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Figure 5: DCF Project View

or desired position can be

manipulated via the Properties Sheet View provided by Eclipse.

DCF Runtime View:

The DCF Runtime View (see
Figure 6) provides a view of all
of the Robot Agents in the DCF
Community. Robots appear as
children of the root node of the
tree. From this view, the contents
of the sensor map and the active
plan are displayed. Each element
within the tree can be selected,
and the corresponding parameters
such as serial port or desired
position can be view via the
Properties Sheet View provided

Figure 6: DCF Runtime
View

by Eclipse. The runtime view can be extended to support new
device types, as programmers create them. Via the context menu
and the local toolbar, users can assign, pause, and resume plans,
display a live video feed, and remote control the robot.
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DCF Components View:

The DCF Components View (see
Figure 7) provides a view of all

components that can  be
configured within a scenario.
This  includes the  Robot

Prototypes which are the basis of
each robot added to a scenario,
the Behaviors and Behavior
Interrupts, and the map of the
environment. The user simply
has to drag the selected
component onto the map to make
the necessary change.

Mission Building Editors:

The Serial Mission Editor allows
mission  builders to  chain
Discrete Behaviors, and execute
them at runtime sequentially.
Using this editor, users can
manually select waypoints on a
map for behaviors that require
them. Once the user assembles
the mission as they see fit, the
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mission is saved to an XML file and assigned to the robot.

The Serial Mission Editor allows the user to string discrete
behaviors into a serial sequence. These behaviors are then
executed by the robot sequentially (see Figure 8 and Figure 9).
The State Machine Mission Editor allows mission builders to use

1 Properties [ Catalog | = consele | -
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Move Ta Waypoint(s)

Behavior Class

Fuman Agent Resoures Arbitrater | @) Ener Log

com.iai.def  planner . behavior MoveTaWayPointsBehavior

=] Simple Mission Sequence Table 5

Duration
Completion

Figure 8: Serial Mission Editor. Mission Sequence List
defining the order of the Behaviors.



Figure 9: Serial Mission
Editor. Serial Mission
Editor with Selected

Waypoints Figure 10: State Machine
Editor.
Behaviors from the DCF Component View, and visually

configure them in a finite state machine (see Figure 10). Once the
user assembles the mission as they see fit, the mission is saved to
an XML file and assigned to the robot. Missions assembled using
these editors also fit the DCF description of Behaviors, so they
can then be used in the Serial or State Machine Missions Editors
as components Behaviors.

Map Editor:

The Map Editor is an Eclipse Editor implemented within the
UDig application to provide a way to display a series of map
layers such as political maps and road locations. UDig is a
popular open source Eclipse-based GIS application, which was
used as the foundation of the DCF Vignette Editor. It provides a
two dimensional canvas to display layers on a map. In the
Vignette Editor, it is a fundamental tool for displaying the
location of the robots on two dimensional canvas. The Map Editor
supports editing the DCF scenario graphically. User’s can drag
robots to adjust their positions and orientations. Robots can be
added by dropping a Robot Prototype XML document onto the
map.

Web Map
Visualization:

Tile Server
A series of UDig renderers, using
any standard web mayp tile server
for the back end, were created to
visualize street maps, aerial
photographs, and terrain maps.
These components download the
images from web servers, cache
them locally, and display them
accordingly based on the geo
location of the Map Editor (see
Figure 11).

Figure 11: DCF Map View
with Open Street Maps

Digital Terrain Elevation Data
(DTED) Visualization:

DTED is a file format, used by
the military to encode elevation
data over a large scale. Leverage
an existing technology, a DTED
based UDig renderer was built.
The DTED rendered displayed a
topographic map build from
DTED level 0, 1, or 2, from a

Figure 12: Screenshot
Google Map with DTED
Topographic Overlay
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Figure 13: Real-time Metric Display
local directory on the file system (see Figure 12).

Streaming Video:

The Vignette Editor supports any number of incoming video
streams, as long as their sources are known. Users can right-click
a robot in the Runtime View, and select “Show Video Stream” to
bring up the video window for a particular robot. Launching the
video window is also quite simple. Users can right-click a robot
in the Runtime View, and select “Show Video Stream” to bring
up the video window for a particular robot.

Metrics Evaluation Integration:

Visualization capabilities for real-time metrics have been
incorporated to the Vignette Editor. Users may visualize metrics
via configurable plots during runtime using the JFreeChart library.
Simply by selecting a robot, a separate eclipse view is launched
displaying the value of the given metric. Numerous types of plots
are supported via JFreeChart so different types are trivial to
implement. An example of a time sequence chart showing the
navigation error of a robot is shown in Figure 13.

4. JAUS/TENA Compliance

4.1 JAUS Compliance

The Joint Architecture for Unmanned Systems (JAUS) is a
messaging standard that has been mandated by the DoD to
facilitate interoperability between unmanned systems. In addition
to the messaging standard, JAUS also defines a series of
hierarchically organized software naming scheme to reduce
confusion. These object names are Subsystem, Node,
Component, and Instance.

A Subsystem is generally viewed as a complete hardware and
software solution such as a UGV Platform or an Operator Control
Unit (OCU). A Node is generally viewed as a process running on
a dedicated CPU. Components are logically organized software
components that generally perform some specific sensing or driver
level task within the Node.

There are three levels of JAUS compliance, Level 1, Level 2, and
Level 3. Level 1 compliance indicates that all communication
between JAUS Subsystems is done via JAUS messages. Level 2
compliance indicates that all communication between JAUS
Nodes is done via JAUS messages. Level 3 compliance indicates
that all communication between JAUS Components is done via
JAUS messages.



A DCF-style JAUS Controller was implemented that sends JAUS
messages to specific JAUS Components on the platform. As part
of transitioning DCF to ARDEC at Picatinny Arsenal, the JAUS
Controller was designed to directly interface with the Primitive
Driver, Reflexive Driver, Local Waypoint Driver, and Global
Waypoint Driver to support driving the platform. Additionally,
periodic updates of important sensor data were required. Global
Pose Sensor and Local Pose Sensor were implemented to support
the creation of higher-level DCF Behaviors that allowed more
complex task such as perimeter surveillance.

Other data that was implemented included the image data from the
Visual Sensor and platform operation data from the Primitive
Driver. Additionally, FireAnt-specific experimental custom
messages were implemented to support control of the
Pan/Tilt/Zoom Camera, Querying the Encoders, and Querying the
LIDAR. In this model, DCF is JAUS Compliant Level 1 since it
sends and receives messages at the Subsystem Level.

4.2 TENA Compliance

Test and Training Enabling Architecture (TENA) is a middleware
to support interaction between remote software components. The
specific applications that use TENA are T&E applications where
users want to integrate with data collected from remote test
ranges. TENA classes are implemented in their own
programming language, which is similar in syntax to C++, and
compiled remotely by the TENA community at the TENA
Software Development Architecture website (Www).

The DCF-TENA integration approach was to support relaying
DCF Robot Agent data across the TENA infrastructure, and
support waypoint tasking from remote TENA applications. A
series of TENA classes were developed and compiled, which are
available via the tena-sda website, which integrates with DCF.
TENA application programmers can task DCF robots to an (X, Y)
location using the TENA method moveToLocation. Additionally,
they can query the position of the robots as well. Future
development will be done by integrating with an existing TENA
repository, and log DCF data to it.

5. Evaluation of DCF at ARDEC in
Picatinny Arsenal

ARDEC personnel at Picatinny Arsenal have developed the
Firestorm system, a fully integrated and scalable decision support

tool suite for the mounted/dismounted Warfighter/Commander.
Firestorm is an open, extensible and scalable family of tools that
support network centric warfare and can be configured for user
experimentation in either virtual or field environment. ARDEC is
also developing the concept of a joint manned-unmanned system
team (JMUST), for which target handoff and sharing of situational
awareness (SA) data between humans and UAS working together
have been demonstrated. This is a groundbreaking program in
terms of implementation of advanced concepts for human-UAS
teaming in combat operations. Some examples of unmanned
systems currently being integrated at ARDEC include military
robots such as the FireAnt, PackBot, Talons, and Scouts (See
Figure 14). However, as new unmanned platforms (manufactured
by different vendors with different levels of JAUS compliance, if
at all) are being integrated into Firestorm, new challenges are
emerging. There is a critical need for a framework to coordinate
the behavior of these platforms and to test the performance of
teams of unmanned systems.

Based on our interactions with ARDEC personnel, use cases for
“perimeter surveillance” scenarios and implemented in two stages:

a) Single UGV Perimeter surveillance: In order for an
unmanned system to conduct autonomous perimeter
surveillance, the operator would provide a region (such as
a building, for example) around which the unmanned
system should conduct surveillance. The unmanned
platform would have to generate a surveillance path plan
around the region of interest as a sequence of way-points.
At each way point the unmanned system would conduct a
surveillance activity, such as searching for candidate
targets using a camera (the target could be predefined or a
moving object). If such a target is identified, a message
would be sent to the OCU, together with an image of the
target.

b) Multiple UGV Perimeter surveillance: As in the previous
discussion, the operator would provide a region around
which the team of unmanned systems should conduct
surveillance.  The  unmanned  platforms  would
collaboratively generate a surveillance path plan around
the region of interest as a sequence of way-points for each
of the unmanned platforms. At each way point the
unmanned systems would conduct a surveillance activity,

Figure 14: Some of ARDEC UGY platforms: a) FireAnt, b) Talon and c) Packbot
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Figure 15: Selection of Region of Interest

as in the single platform case. Higher and more interesting
behaviors can be achieved by multi-UAS system. For
example, if a given target is identified by UAS-1 (say
UGV 1), it could be confirmed or handed over to UAS-2.
UAS-2 could be commanded to follow the target while
UAS-1 continues the surveillance, etc. This decision could
be taken with or without operator intervention.

The main stages of the perimeter surveillance mission
implemented in collaboration with ARDEC personnel were the
following:

a) Selection of Region of Interest: The operator uses the
mouse to indicate on the Vignette Editor the region over which
the UGVs are to perform surveillance (see Figure 15). This region
can be any non-intersecting polygon. Once the region is selected,
the planner defines a sequence of way points which the UGVs are
to traverse during the surveillance.

b) Deployment of UGV team: The UGV Robot Agents
negotiate over equally-spaced starting position of each platform.
Once a starting point for each platform is assigned, both platforms
navigate to their respective starting positions (see Figure 17).

¢) Surveillance: Both robots start a clockwise rotation pattern
traversing each of the way points in the perimeter of the Region of

Figure 16: Surveillance
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Figure 17: Deployment of UGV team

Interest. At each waypoint the platforms stop and conduct a target
detection search where they pan their cameras towards the outside
of the Region of Interest (see Figure 16).

d) Target Detection: If a target is detected during any point of
the surveillance mission, a pop-up menu is displayed on the
Vignette Editor prompting the operator to take an action such as
“Continue surveillance”, “Remote Control”, “Follow Target”, etc.
If no action is taken by the operator within a timeout period, the
surveillance mission continues.

e) End of Mission: At the completion of the mission the
operator has the choice of manually tele-operating each of the
platforms or giving them all a command to go back to their
starting positions.

The use cases listed above were implemented over a number of
visits to Picatinny Arsenal. On June 2010, a coordinated perimeter
surveillance mission using two FireAnt UGVs was successfully
demonstrated. Figure 19 and Figure 18 shows the two platforms
while performing the mission.

6. Conclusions

Real-world applications for UAS teams in military scenarios
continue to grow, and the scale and complexity of the teams is
rapidly increasing. To reduce life cycle costs and improve T&E,
there is an increasing need for a generalized framework that can
support the design and development of T&E approaches for multi-

Figure 18: FireAnt 1 and FireAnt 2 during coordinated
perimeter surveillance mission



Figure 19: IAI’s Vignette Editor operating as OCU to control a coordinate
perimeter surveillance mission at Picatinny Arsenal. The light blue disks
correspond to the UGVs (Fireant 1 and Fireant 2); the perimeter under
surveillance is shown as a sequence of waypoints which the UGVs are to follow.
The bottom right corner shows a live video of Fireant 2 taken in real time.

UAS teams and validate the feasibility of the concepts,
architectures and algorithms. To address this need, IAI has
developed a JAUS and TENA compliant Integrated Agent-based
T&E Framework for Teams of Unmanned Autonomous Systems
developed. TAI has also developed the Vignette Editor which
fulfills a variety of functions from visualizing the state of the UAS
team, creating T&E scenarios and monitoring the UAS team
performance. 1Al has already integrated a variety of drivers into
DCF which allow the framework to interface with a rich family of
platforms, sensors and by providing the tools to develop missions.
This enhanced system has already reached a TRL 5, and thanks to
the support of TRMC, it is currently in the process of being
transitioned to ARDEC personnel at Picatinny Arsenal.
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ABSTRACT

Current developments show that the integration of Unmanned
Aerial Systems (UAS) into the National Airspace System
(NAS) is a process that will inevitably happen. Arguably, it
may be viewed as one of the key milestones in the history of
aviation. Whereas the majority of research and development
efforts are being invested on developing the core technologies
and regulations to enable such a leap, there are currently a
number of gaps that need to be addressed to transition those
new technologies to daily operations with no detriment to
performance of the NAS and chiefly, to safety of the NAS.
One of those gaps relates to the efficient Testing and Evalu-
ation (T&E) methodologies and procedures that need to be
applied to guarantee smooth integration of UAS with vary-
ing levels of autonomy. Another main gap relates to the
performance metrics that need to be considered to support
these new T&E processes. This paper elaborates on those
two aspects and it shows examples of how to streamline T&E
to accelerate UAS integration.

Keywords
Unmanned Aerial Systems, NAS Integration, Modeling and
Simulation, Test and Evaluation, Verification and Validation

1. INTRODUCTION

Considering all modalities of unmanned vehicles, namely:
aerial, ground, surface, underwater, and space, it is the
aerial modality which seems to be advancing the technol-
ogy readiness levels (TRL) at the fastest pace. Part of this
rapid development stems from the strong need of military
and civilian entities for utilizing unmanned aerial systems
(UAS) in a large variety of applications. The numerous envi-
ronmental, economic, and safety benefits have been demon-
strated and documented exhaustively [3]. The large number
of UAS being developed, manufactured and acquired by sev-
eral entities and governments all over the world create a new
composition mix in the total number of aerial vehicles with
potential access to airspace. Most aviation experts predict
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the inevitable advent of the time when manned aircraft will
share the airspace with their unmanned counterparts [12].
The exact time frame when this will happen is at this point
unknown. What are the challenges associated with the inte-
gration of UAS into civil airspace? This question has driven
a lot of research and it has captured significant attention in
the aviation community. Since we appear to be witnessing
the beginnings of a rising technology, we see a lot of work
aiming at creating structure in this complex problem, and
at defining commonly accepted terminology [2]. In addition
to the conceptual and technological gaps, the thought of un-
manned aircraft flying alongside manned airspace users or
even above populated areas causes a great deal of uneasi-
ness, specially for institutions responsible for the safety of
the air transportation system.

Gaps may be identified and technologies addressing those
gaps may be developed. However, there remains the ques-
tion of how to guarantee that technology indeed addresses
those gaps fully, or that it does not cause unforseen inter-
actions. Is it possible to guarantee that all gaps have been
identified? The current report on “Technology Horizons”
issued by the U.S Air Force points to the numerous advan-
tages originating from the utilization of autonomous sys-
tems. However, it cautiously highlights the need for meth-
ods to establish “certifiable trust in autonomy” [8]. A for-
mal methods-based approach to the Verification and Valida-
tion (V&V) of autonomous systems inhabiting environments
with high levels of stochasticity may be intractable [11]. We
propose Test and Evaluation (T&E) as one of the essen-
tial tools to guarantee a reasonable “level of trust” in an
autonomous system.

The lack of data has been also frequently mentioned as a ma-
jor gap preventing safety authorities to progress on the path
of UAS integration. T&E may be seen as a major generator
of data. Moreover, advanced and principled T&E methodol-
ogy may not only provide data in quantity and quality, but
if may also guarantee a level of efficiency in the utilization
of resources needed for obtaining valuable data. Although
there is a long tradition in the successful practice of T&E
applied to technical systems of diverse nature, it has been
shown that T&E needs to evolve considerably to cope with
the complexity implied by Unmanned and Autonomous Sys-
tem T&E (UAST). The challenges of UAST have been doc-
umented and expounded in several sources [14],[6]. Hence,
one of the main objectives of this paper is to introduce
an important methodological tool whose utilization may in-



crease the efficiency of T&E procedures considerably, spe-
cially when dealing with autonomous systems.

Section 2 introduces the problem of integration of UAS into
the NAS in general terms. It also defines terminology which
is accepted and used in the aviation community to commu-
nicate and understand the UAS integration issues. Section 3
delves into more details of T&E concepts, as they apply to
the general UAS integration problem. This section also con-
trasts traditional T&E methodology and procedures against
new methods proposed in the Unmanned and Autonomous
System T&E (UAST) community, targeting aspects specific
to unmanned systems, such as autonomy. Section 4 explores
the application of the concepts presented in the previous sec-
tion at a high analytical level. Finally, section 5, points to
important conclusions and future perspective of this work.

2. UAS AIRSPACE INTEGRATION BACK-
GROUND

2.1 Related Work

Numerous studies have attempted to identify the key chal-
lenges of UAS airspace integration. For example, the De-
partment of Defense’s (DoD) Joint UAS Center of Excel-
lence (JUAS COE) has identified 35 issues, which have been
categorized into five groups [15]: 1) sense-and-avoid, 2) air-
worthiness, 3) operating standards and procedures, 4) equi-
page, and 5) pilot qualifications. Many of the challenges
are specific to each type of UAS. One contribution of the
JUAS COE work is a UAS categorization schema, based on
maximum gross takeoff weight, normal operating altitude,
and speed, which is used frequently in the UAS integration
community.

MITRE has also worked on the key airspace integration chal-
lenges for UAS. For instance in [4], Lacher et al. classify
those challenges into four groups: 1) technical, 2) opera-
tional, 3) policy, and 4) economic. In Lacher’s work, ma-
jor emphasis is placed on three technical challenges: 1) the
lack of an onboard capability equivalent to “see-and-avoid,”
2) vulnerabilities of UAS command and control link, and
3) possible need for UAS-specific procedures for air traffic
management (ATM) integration.

There seems to be consensus in assigning the highest pri-
ority to the sense-and-avoid (SAA) problem. In accordance
to that, the FAA organized a series of workshops with the
main objective of acquiring technical insight into this mat-
ter, which could be utilized for guiding policy and regulatory
developments. The main conclusions from these workshops
were condensed in a publicly available document [10]. An-
other important contribution of the SAA workshop is a set
of specific definitions, functions, and concepts, which may
be used as a basis for defining SAA requirements. Also in
this report, the TLS is put forward as the most desirable
means for quantification of safety of a SAA system.

2.2 UAS Integration and NextGen

The Air Transportation System in the US is undergoing
a major, highly needed transformation, which is described
partially in a document called the Concept of Operations
(ConOps) of the Next Generation Air Transportation Sys-
tem (NextGen) [1]. NextGen envisions a National Airspace
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System (NAS) populated by heterogeneous aircraft types,
with highly variable levels of equipage in terms of automa-
tion, considering even UAS. The authors of this paper argue
that SAA is a subfunction of a more general trajectory de-
confliction capability [5], which may possess another higher
layer, directly related to trajectory-based operations (TBO),
lying at the core of NextGen. SAA seems to be essential for
the integration of UAS into the current NAS. However, an-
other strategic deconfliction layer is needed that will enable
UAS to autonomously synchronize and negotiate its trajec-
tory with Air Traffic Control (ATC). This layer, which may
be referred to as the Trajectory Management layer will guar-
antee smooth integration of UAS into NextGen.

2.3 Basic Concepts

Some basic concepts are provided, to establish a clear frame-
work for the UAS integration problem, considering the de-
confliction aspects.

Conflict. An event triggered when any of the constraints
that a 4D trajectory is subject to is NOT met. The
most well-known conflict type is the event triggered by
a loss of separation. However, any possibility of invad-
ing restricted airspace, proximity to ground, proximity
to no-fly zones subject, weather, etc., may be viewed
as conflicts.

4D-Trajectory. A path defined in space and time.

Loss of separation, PAZ, CAZ. Loss of separation is a
violation of the Protected Airspace Zone (PAZ) around
an aircraft. In civil aviation, the PAZ is defined by
legal separation requirements, which vary according to
airspace category and to other factors. For instance,
the PAZ could be defined by a cylinder with a radius of
5NM and an altitude of 2000ft. A conflict with a higher
degree of urgency of attention is generated when there
is a violation of the Collision Avoidance Zone (CAZ),
e.g.: 0.15NM radius, 600ft altitude.

Deconfliction. A comprehensive deconfliction solution for
UAS integration may be partitioned into three main
components:

e Trajectory Management Layer. according to the
NextGen ConOps document [1]: “Trajectory Man-
agement (TM) is the adjustment of individual
aircraft within a flow to provide efficient trajec-
tories, manage complexity, and ensure that con-
flicts can be safely resolved.” The generation of
conflict-free trajectories will require global knowl-
edge about potential conflicts, which is accessible
to ground systems. However, trajectory genera-
tion also requires performance data, which may
be only available to airspace users. Hence, it is
foreseeable that strategic deconfliction will be a
collaborative effort manifest though some form of
trajectory megotiation. Furthermore, a basic pre-
requisite for trajectory negotiation is a common
view of the aircraft trajectory, airspace structure,
restrictions, etc. This is only going to be achiev-
able through another process essential to trajec-
tory management, known as trajectory synchro-
nization.



e Separation Management. “Separation manage-
ment tactically resolves conflicts among aircraft
and ensures avoidance of weather, airspace, ter-
rain, or other hazards.” Weather, terrain, re-
stricted airspace and other hazards may be treated
as generic conflicts. Separation management is
usually handled by ATC. However, there are sev-
eral instances when ATC delegates separation re-
sponsibility to the airspace user. In those cases
we talk about self separation. In UAS in whose
operation there is a large amount of human in-
volvement, the UAS operators are in charge of
self separation. However, it is envisioned that in
the future, UAS will autonomously perform self
separation.

e Collision avoidance. An urgent “last ditch” effort
to avoid the occurrence of a collision. It should
only be activated when other deconfliction mea-
sures have failed

Trajectory

/ .
Management // Separation

Management
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Figure 1: Comprehensive UAS Deconfliction

3. T&E IN UAS AIRSPACE INTEGRATION

As described in previous sections, an efficient T&E process
is essential for the introduction of new technologies posing
significant challenges to safety. T&E is particularly challeng-
ing when dealing with complex autonomous systems. It has
been shown that traditional component-focused requirement-
traceability T&E has severe limitations when dealing with
complex systems. An example that is often cited to sup-
port this notion is the Predator MQ-1 UAS, which failed
operational T&E but proved extremely useful on the bat-
tlefield [14]. The case of the Predator proves that metrics
for complex systems need to be tied to measures of effec-
tiveness (MoE) and not necessarily to measures of perfor-
mance (MoP). Frameworks such as the Mission and Means
framework (M&M) can help in establishing a hierarchical
relationship between mission effectiveness, tasks, capabili-
ties and system components [9]. By using this framework
it is also possible to trace back mission success or failure to
specific tasks, to capabilities, and to components.

To guarantee that tests are truly relevant and efficient, a
formal approach to test planning is necessary. Statistical
techniques such as Design of Experiment (DoE) have been
already proposed as viable tools [7]. The authors adhere to
that notion and to the view of T&E of UAS airspace inte-
gration as a DoE problem. The main objective is to obtain
a minimal set of experiments which yields the maximum in-
formation with respect to the hypothesis that need to be
tested. To maximize the efficiency of physical tests in terms
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of time and resources, test planning is crucial. The only
way to avoid the curse of dimensionality in designing ex-
periments with a large number of independent variables is
by including as much knowledge of the process as possible.
This is where modeling and simulation (M&S) is most valu-
able. M&S can be seen as the main vehicle for incorporating
knowledge about the system into the test planning process.

What we propose is a test generation system based on mod-
eling and simulation tools along with search techniques. A
test or experiment F corresponds to a specific selection of
independent variables X;, where each independent variable
represents a factor affecting the outcome of a mission, whose
success is measured via a single or aggregate metric M. The
simulation of the system that needs to be tested assists in ex-
ploring the search space of experiments E. The final objec-
tive is to find through simulation experiments combinations
of independent variables X; that produce abnormal behav-
ior, thus making the system fail the mission (measured via
the metric M). These are the tests that if executed on the
real system provide the richest set of data. The information
gathered from the data may be then fed back to the test-
ing planner, which uses the data to increase the fidelity of
the models in certain aspects that are relevant to the cho-
sen metrics. Hence, we not only have a recursive procedure
within the test planner, but also the test planner interacts
with the T&E aspect by generating test plans which help re-
fine the search for weaknesses. The recursive search process
within the planner is depicted in Figure 2.

The blocks labeled with number (1) represent elements that
may provided by a third-party simulation tool vendor. The
elements of the autonomous testing planner are shown with
the label (2). For the T&E of deconfliction capability, we
developed a high fidelity model of the UAS of its environ-
ment, and of the interactions between both. As it may be
observed in Figure 3, central to the UAS model is a Flight
Management System (FMS). We support the concept that
if UAS will share the airspace with their manned brethren,
they will need to possess similar capabilities, specially for
trajectory management, which is provided by the FMS. This
aspect is commonly neglected in current UAS airspace in-
tegration work, although it has been demonstrated that an
FMS may prove essential for the insertion of UAS into civil-
ian airspace [13].

With a fast-time executable simulation of the model pre-
sented in Figure 3, it is possible to explore the search space
of experiments, looking for weaknesses or combinations of
independent input parameters that cause failures, as deter-
mined by a specific metric to be chosen.

4. CASE STUDIES

Two scenarios of high relevance to UAS airspace integration
efforts were selected for the application of the proposed test
generation methodology. These scenarios were originally de-
signed for demonstrating some technological solutions for
UAS integration. However, since simulations need to be
developed for these demonstrations, they can also be used
for test generation purposes. In both scenarios, appropriate
quantitative outcomes were identified, which could serve as
metrics in the search for meaningful T&E experiments. Fur-
thermore, input variables were also determined to allow for
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Figure 3: UAS Autonomous Deconfliction Model

a rich search space universe. In other words, the test gener-
ation methodology we propose helps testers to find situation
when things could go wrong.

4.1 Logistics

UAS manufacturers and users are often faced with the lo-
gistics problem of getting UAVs delivered to the operations
site from the manufacturing facility. Same problem arises
when UAV units in need of service or maintenance are re-
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quired to be transported to a maintenance or testing facility
that is geographically separated from the UAS’s operational
base. Ideally, manufacturers, users, and testers should be
able to fly UAVs from/to operational bases. Currently, due
to safety restrictions on UAS operations, this is extremely
inefficient and complicated to do.

We acknowledge the fact that one of the serious obstacles to
UAS in the NAS operations is the absence of integrated and



certified UAS sense-and-avoid capabilities. This capability is
essential for UAVs in Class B/C/D/G and the lower portion
of Class E airspaces, where they need to interact with gen-
eral aviation and other types of possibly unequipped aircraft.
However, in Class A airspace, ATC is assumed to be fully
in charge of air traffic separation. The original goal of this
demonstration scenario was to illustrate that the absolute
reliance on a sense-and-avoid capability, which is tactical in
nature, can be minimized or possibly completely eliminated
for UAV operations in Class A airspace by shifting focus to
trajectory-based management, which acts in the strategic
time horizon.

The scenario involves a flight of a Predator B from Fort Hua-
chuca, AZ army base (KFHU) to Griffiss maintenance facil-
ity (KRME) in Rome, NY. It illustrates both the difficulties
associated with the lack of sense-and-avoid capabilities, and
the benefits to Class A airspace UAS operations provided
by trajectory synchronization and negotiation.

Event sequence:

1. The operating agency creates and files a flight plan
for the UAV that is not very different from the typical
commercial flight plan with the exception that it states
UAS operation.

2. The filed flight plan has to be approved and results
in the set of Temporary Flight Restrictions (TFR) es-
tablished around the departure and arrival points of
the UAV route and distributed through NOTAMS as
outlined in FAA AIM 5-1-3.

3. UAV takes off under the ground based ”sense-and-
avoid” support. A chase plane is assigned to this flight,
to ensure collision avoidance with potential non-TFR-
compliant traffic.

. UAV climbs to FL180. During the climb, the Class
A airspace portion of the trajectory is negotiated by
the UAV and ATC taking into account other traffic
in the vicinity of the requested UAV trajectory. Once
in Class A, the chase plane is released and is free to
return to the starting airport.

5. From this point on, UAV trajectory does not differ
from the typical commercial airplane trajectory. Tra-
jectory synchronization guarantees that Air Traffic Con-
trol has complete situational awareness of the UAS’
4D-trajectory and intent.

6. As the UAV approaches the end of its Class A airspace
trajectory segment, a ground-based “sense-and-avoid”
system is engaged. Descent is initiated and the landing
at the destination airport is completed.

In this scenario, the control variables could be various flight
conditions (winds aloft, etc.) and the traffic density along
the travel route of the UAV. The key objective is the ability
for the UAV to meet the specified navigation performance
and be able to communicate and follow accurate four dimen-
sional trajectory.
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4.2 Border Patrol

This scenario exemplifies the needs of UAS integration into
the NAS for their intended applications. These needs are
more complex than those described in the previous scenario.
Specifically, unlike the case in the logistics scenario where a
UAV flight resembles the point-to-point flights of a typical
commercial or GA aircraft, typical UAS operations involve
trajectories that can be different from those flown by com-
mercial airplanes. An example of such operational needs is
the DHS use of Predator B aircraft in US/Mexico border pa-
trol missions. Similar operations are contemplated along the
US/Canada borders. Also, forest fire detection and law en-
forcement UAS applications would have similar operational
needs and UAV trajectory structures.

As in previous scenario, lack of comprehensive sense-and-
avoid capability places restrictions on operations of UAS in
Class B/C/D/G and the lower portion of Class E airspaces.
However, advanced 4D-trajectory synchronization and ne-
gotiation mechanisms can be enabling factors of UAS oper-
ations in Class A airspace despite the lack of comprehensive
sense-and-avoid strategies.

The scenario evolves around DHS Predator B operation at
the New Mexico/Arizona/California Mexican border. The
Predator flies loitering patterns between FL180 and FL500
that are repeatedly re-negotiated with ATC services. The
loitering pattern crosses multiple commonly used IFR routes
with air traffic travelling to/from Mexico as well as the
South- and Central American countries. Trajectory syn-
chronization is engaged to give ATC accurate positions of
the UAV. Trajectory is negotiated by the UAV based on
its strategic and tactical mission needs as well as perfor-
mance limitations and threat priorities. Under normal cir-
cumstances, commercial air traffic remains largely unaffected
by the presence of the UAV. UAV has to adapt its loitering
patterns to accommodate commercial traffic and be unob-
trusive.

Situation reverses if a high security threat is detected. Com-
mercial traffic routes will be re-negotiated by ATC to give
way to the high priority UAV trajectory. Similar situation
occurs in the case of UAV malfunction when an immediate
emergency landing is required. This is especially relevant in
the reduced crew case of the manned aircraft with the single
pilot. Such an aircraft essentially becomes a UAV in case
when a pilot becomes physically incapacitated.

Event sequence:

1. The demo starts with Predator B already in class A
airspace initiating negotiation with ATC of its pro-
posed loitering pattern. Traffic in the airspace is low
and UAV loitering pattern is approved.

2. User is given an option to increase the commercial air
traffic density in the vicinity of the UAV operations.
Eventually, a conflict between the UAV and the com-
mercial traffic arises. It requires ATC to modify UAV
trajectory. UAV re-negotiates trajectory and adjusts
to ATC requests.

3. The user of the demonstrator is given an option to
change UAV mission priorities. For instance, an area



of the border becomes a suspect and requires close in-
vestigation. This results in a need for the UAV to
re-negotiate its trajectory with ATC. The negotiation
process is initiated and conflicts with commercial traf-
fic are resolved, yielding a new loitering pattern for the
UAV.

4. User is given an option to trigger“high security threat”
event that will require UAV to re-negotiate high prior-
ity trajectory with ATC. The new UAV trajectory is
established and commercial traffic trajectories are also

re-negotiated to accommodate high security threat UAV

request.

In this scenario, the control variables are commercial traffic
density, ATC and ground control communication latency,
and threats injected into the scenario. The goal of the UAV
is to detect as many threats as possible, so threat detection
capability as well as threat handling capacity are test and
evaluation objective functions.

5.  CONCLUSIONS

The advantages of the use of a T&E-approach to the ad-
vancement of safety critical technologies has been presented
along with a general framework for test generation. T&E
may be seen as an essential tool for risk reduction and for
generation of relevant data. On the other hand, M&S com-
plements the T&E process by providing understanding about
the system and about its possible interactions with the en-
vironment. Due to the complexity of current systems, it
would be challenging to identify all issues without the help
of computer simulation tools. Although the methodology
introduced is general and it may apply to manned, un-
manned, and autonomous systems, its actual application to
the problem of UAS airspace integration has been developed
in higher detail in this work.

The model of UAS presented in this paper contains a com-
plete deconfliction solution, including a trajectory manage-
ment aspect realized by an FMS, as expected in future UAS
systems participating in the NextGen air transportation sys-
tem. The scenarios presented in the last section are being
studied with the help of the test generation tool. Actual
results will be included in future publications reporting this
work.
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ABSTRACT

This paper proposes a new methodology, the Spatia Variance
Bounding Methodology, for designing tests/experiments for
intelligent systems based on a metamodel method for
characterizing a discontinuous, stochastic system. The intent of
these designs is to provide a framework for evauating the
performance of these intelligent systems across large test spaces
that may take months or years to complete via traditional
test/experiment design methods.

General Terms
Performance, Design, Experimentation
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1. INTRODUCTION

Traditional test methods for physica systems rely on ther
performance being continuous with best and worst performances
occurring a the extremes of the test space. When testing a
manned vehicle such as a truck, testers determine operational
requirement limits on the system and test the vehicle at these
limits. The assumption is that if the system performs well at the
limits of its operational realm, it will perform well at al points
between the limits.

On the other hand, software systems are deterministic and very
likely to have a discontinuous performance across a test space.
Intelligent robotic systems and other systems that are highly
software based physica systems become discontinuous and
stochastic in their performance. This means that if the intelligent
system performs well at al the operationa limits, there is no
confidence that it will perform well at &l points between the
limits. It is these points of uncertainty in an intelligent system’s
behavior that are more commonly referred to as emergent
behavior. More often than not, emergent behavior is undesirable
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not only because of the risk of lower performance, but aso
because of the inability to predict or understand an intelligent
system’s behavior at these points. Additionaly, an intelligent
system of significant complexity running the same test multiple
times will produce a mean performance with some variability
because of the testers inability to reproduce the exact same
stimuli or because of inherent noise added by the system itself.
Together with emergent behavior, these two concerns represent
the magjority of performance uncertainty in an intelligent system
and need to be accounted for with an appropriate test or
experiment methodol ogy.

Before researching the methodology, it was wise to concentrate
on certain goals. The methodology must be:
o gpplicable to intelligent systems, both purely software and
mobile
e gpplicable to systems with discontinuous and/or stochastic
performance
e able to provide general system performance information
for evaluation purposes (e.g. probability of success,
confidence in probability)

In addition to these goals, it was clear that this methodology
should target systems that are not aready sufficiently testable
with other methods. Of particular interest were systems with
large test spaces. Intelligent systems are considered to have large
test spaces when sufficiently testing them with traditiona
methods would takes months or years.

[Note: the terms test and experiment are used interchangeably in
this document not because they are the same, but rather because
the proposed methodology could be used for either.]

2.METHODOLOGY DESIGN

2.1 Organizing the Test Matrix

Traditional test matrices are designed by using the test parameters
as axes. This methodology uses the same set up by defining a
specific test with a parameter value chosen from each of the
parameters. Since intelligent systems will typicaly have many
influencing parameters, the high number of axes produces a P
dimensiona hypercube where P is the number of parameters.

Assuming the metrics have already been established for the
system under test for this task, the metrics can then be
incorporated into the test matrix. The P dimensional hypercube
in replicated M times, once for each of the M number of metrics.
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This will ensure that performance
independently for each metric.

is being evauated

2.2 Utilizing Meta-Model M ethods

There are many methods that estimate a system’s performance
through observation of outputs to avariety of inputs. Meta-model
techniques such as Response Surface Methods (RSM) and
Kriging are extremely useful when dealing with black box
systems with complex behaviors and/or unknown parameters.
RSMs use a quadratic or cubic interpolation between data points
to determine an approximation of a system. Typicaly, RSMs are
most useful for systems with continuous outputs because the
model cannot account for deterministic outputs that lead to output
discontinuities. Because RSMs are not ideal for discontinuous
systems, they would not be appropriate for this methodology.

Kriging was originally developed as a group of geostatistical
techniques to interpolate the value of a stochastic field at an
unobserved location from observations of its value at nearby
locations. Its main use was to determine the most likely locations
of valuable minerals based on the results of a few varied
locations. The variability in the concentration of ore at these
locations compared to their distance from each other gave rise to
a probability function that could be maximized to locate the
highest likelihood of finding a precious metal.

While geology is an unlikely surrogate for system testing, there
are a surprising number of connections. First, ore placement is
random in the ground. Just because ore is a one location does
not guarantee that it will be in any surrounding locations.
Likewise, just because an intelligent system performs well at one
location in the test space does not mean it will perform well in the
immediate surrounding tests. Second, the probability function
that geologists maximize to find ore could be correlated instead to
risk of mission failure or even safety violations for intelligent
systems. In fact, a separate probability function can be devel oped
for each metric for the intelligent system under test allowing
evaluators to easily discern system performance risks to a
requirement. Finally, geostatistical Kriging typicaly involves
only three parameters (latitude, longitude, and depth) but is
actually scalable up to hundreds of different parameters.

A particular form of Kriging called Blind Kriging assumes an
unknown mean output and builds an expected mean output meta-
model of a system iteratively as more combinations of inputs are
run. While knowing a mean performance for each metric across
the entire test space is extremely useful, using the spatial variance
to bound the expected performance has been so far overlooked.
The spatial variance function is calculated during the Kriging
methods and is typicaly displayed in a graph known as a
variogram (Figure 1).

This variogram shows the maximum variance in a metric as a
function of distance between any two tests. If a scalar distance
could be calculated between tests, the variogram would be used to
create an upper and lower expected bound of performance for al
tests that have not be run. Assuming that the stochastic
performance distribution at each test was a norma distribution,
the bounds on performance would then be compared to arequired
level of performance and an expected probability of success could
be determined (Figure 2).
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Figure 1: A sample metric variogram.

Figure 2: Example of three tests providing bounds on
remaining test.

2.3 Similarity between Tests

The maor issue with using Kriging methods for testing is
determining a scalar distance between tests. Parameters, if even
continuous, are often in different units that don't reflect their
importance. One parameter could be linear distance from start to
end in meters while another parameter could be average ambient
temperature in Kelvin. Calculated a distance between two tests
with these parameters would result in a vector of differences for
parameter. Of course, a vector would only work for those
parameters where a difference could be determined. Categorical
parameters such as type of precipitation or terrain would make
caculated a difference very difficult. However, a normaized
similarity between tests based on the differences in parameters
would provide a scalar distance that would alow each test to be
related to every other test in the test space.

To calculate a test’s similarity to another, one needs to know the
values of each parameter in each test (the location of each in the
matrix), the weight of the system’s sensitivity to each parameter,



and an estimated relation between values of each categorica
parameter. The normalized similarity S between two testsis then
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S

where 1% isthe normalized relation between the parameter n

for each test and "» s the weight of each parameter on
expected performance. A similarity S equal to one means the tests
are identical and a similarity S equal to zero means the tests do
not share common ground and the results of one should not be
used to create an expected performance of the other. The scalar
distance between tests D = 1 — Swhich means
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This scalar distance can be used to build the variogram and allow
this methodology and Kriging to be applied.

D

3. USING THE METHODOL OGY

3.1 Seeding the Test Matrix

Given adefined test matrix from a set of parameters, the first step
is to seed the initiad sample set from which to work. Seeding
methods such as Random Sampling and Non-orthogona Latin
Hypercube Sampling and excellent choices, but either will work
as long as the sample set is spread to cover the test matrix. The
number of tests in the sample set is largely dictated by the
sampling method and the amount of time it takesto set up and run
atest.

3.2 Iterative Operations

With the test matrix setup and the sample set of tests selected, the
method is ready to enter its iterations. The following steps are
repeated until an ending condition is met.

A) Run the selected tests and enter the results into each metric’'s
replicated test matrix.

B) Caculate the variogram for each metric based on al results
available.

C) Cdculate the expected performance and bounds for each
metric.

D) Update the variables such as parameter weighting based on
correlation of sensitivity.

E) Select the next sample set of tests.

In step E, sample sets can be chosen by one of three methods.
The first is to do another random sample. The second is to select
a set of tests where the expected bounds on performance are
greatest. This method gives the most amount of knowledge by
running tests with the most amount of uncertainty. The final
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method is to choose tests with an expected performance closest to
the threshold requirement for a metric. This method is useful
when much of the expected performance is too close to be
definitively above or below athreshold.

3.3 Ending the Iterations

Like much of the methodology thus far, testers have a choice on
ending the iterations. Many times time and money are constraints
on testing so the iterations simply have to end when resources are
diminished. When using this ending requirement, it is highly
advised to select sample sets based on the greatest expected
bounds so that it will maximize knowledge.

When time and money are less of a constraint, the best ending
condition is when the confidence level in the model reaches some
pre-determined point. It isimportant to note that not only should
the confidence level reach this point, but that the metric
variograms should be more or less constant the last three
iterations.

4.0 CONCLUSION AND FUTURE WORK
The methodology presented here is a variation on an existing
form of Kriging that provides additional insight into the variation
of performance throughout the test space. The methodology,
tentatively called the Spatial Variance Bounding Methodology,
gives testers a method for testing intelligent systems with
stochastic and discontinuous performance characteristics in large
test spaces. In order to use this methodology, testers will need set
of operational parameters, operational values for theses
parameters, and a set of metrics that can be linked to performance
requirements.

For intelligent systems without stochastic performance (e.g. pure
software systems), this methodology may prove to be too
cumbersome and tedious asit is currently written. However, the
methodology is designed to work with deterministic (i.e. zero
nugget variance) and discontinuous systems and should provide
an excellent starting point.

Though no experiments have been run with this methodology at
time of publishing, the first trials will be in Q4 2010 on a
heterogeneous system of autonomous systems and results will be
published.
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ABSTRACT

Technological evolutions are constantly occurring across
advanced and intelligent systems across a range of fields
including those within the military, law enforcement, automobile,
and manufacturing industries. Testing the performance of these
technologiesis critical to (1) update the system designers of areas
for improvement, (2) solicit end-user feedback during formative
tests so that modifications can be made in future revisions, and (3)
validate the extent of a technology’'s capabilities so that both
sponsors, purchasers and end-users know exactly what they are
receiving. Evaluation events can be minimally designed to include
afew basic tests of key technology capabilities or they can evolve
into extensive test events that emphasize multiple components and
capabilities along with the complete system, itself. Tests of
advanced and intelligent systems typically assume the latter and
can occur frequently based upon system complexity. Numerous
evaluation design frameworks have been produced to create test
designs to appropriately assess the performance of intelligent
systems. While most of these frameworks allow broad evaluation
plans to be created, each framework has been focused to address
specific project and/or technological needs and therefore has
bounded applicability. This paper presents and expands upon the
current development of the Multi-Relationship Evaluation Design
(MRED) framework. Development of MRED is motivated by the
desire to automatically create an evaluation framework capable of
producing detailed evaluation blueprints while receiving uncertain
input information. The authors will build upon their previous
work in developing MRED through an initial discussion of key
evaluation design elements. Additionaly, the authors will
elaborate upon their previously-defined relationships among
evaluation personnel to define evaluation structural components
pertaining to the evaluation scenarios, test environment, and data
collection methods. These terms and their relationships will be
demonstrated in an example evaluation design of an emerging
technology.
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1. INTRODUCTION

Advanced technologies and intelligent systems are emerging
across a range of domains including those within the military, law
enforcement, automobile, manufacturing and oil industries. An
example of a technology are the remotely operated underwater
vehicles (ROVs) currently being used to support the Gulf of
Mexico oil spill [5]. One commonality of these systems is the
human robot interface (HRI) or human computer interaction
(HCI) component [11] [12]. Evaluating the performance of these
intelligent systems is of paramount importance to (1) inform the
technology designers of shortcomings, (2) solicit end-user
feedback, and (3) validate the technology’s final capabilities. The
former occurs in formative evaluations so that modifications can
be made in upcoming design iterations; the latter occurs in
summative evaluations so that buyers and technology users know
exactly what they are getting. These HRI and HCI technologies
still feature human-in-the-loop operation. The user’s involvement
with the technology can range from having full control over all
system functions to simply monitoring the system’'s behavior and
can include dynamically varying the levels of control between
these two limits.

Both formative and summative evaluations can be minimally
structured to include severa basic tests of key system capabilities
or they can take the form of comprehensive test events that focus
on multiple sub-system components and capabilities [8].
Evaluation events of advanced and intelligent systems usualy
focus on these multiple levels. These tests can justifiably occur
more frequently based upon their inherent system complexity.

Extensive evaluations of emerging and intelligent technologies
have occurred in numerous domains. Examples include the
evaluations of autonomous ground vehicles aong with severd
constituent components (i.e., intelligent control architectures,
automated positioning and mapping technologies, obstacle and
pedestrian tracking systems) [1] [2] [13]. Likewise, considerable
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resources have been exerted to test the advanced technologies of
Urban Search and Rescue (US&R) and bomb disposal robotic
systems. To date, a widespread range of tests have been designed,
fabricated, implemented, and iterated to test US&R and bomb
disposal robots across a collection of operationa situations[6] [7].
The tests designed to evauate these technologies range from
specific test methods aimed at assessing individua system
capabilities to scenarios targeted at testing the entire system.

Assessing the performance of advanced and intelligent systems
has motivated research into creating methods and frameworks to
design evaluation plans. Many of the frameworks developed have
been sufficient to evaluate given technologies and accomplish
program-specific objectives. To date, no individua framework
has been recognized as being suitable to attain both quantitative
and qualitative performance across a range of virtual and physical
systems including those with both human-controlled and
autonomous functions.

The Nationa Institute of Standards and Technology (NIST) has
created the System, Component, and Operationally-Relevant
Evduation (SCORE) framework to evaluate emerging and
intelligent systems at various levels [8]. SCORE has been
effectively applied to fifteen evaluations across severa
technologies [9] [10] [17] [19]. SCORE enabled tests have yielded
extensive quantitative and qualitative data that has proven
valuable to the technology developers, evaluation designers,
potential end-users, and funding sponsors.

Weiss, a co-developer of SCORE, has drawn upon that success to
introduce a new evaluation framework that will automatically
generate evaluation blueprints (test plans). This new evaluation
plan design tool is known as the Multi-Relationship Evaluation
Design (MRED) framework. MRED's ultimate objective is to take
inputs from three specific groups, each complete with their own
uncertainties, and output an evauation blueprint that specifies al
characteristics of the tests [18]. MRED’s evaluation blueprint is
defined as a detailed technology evaluation plan that states the
levels and values of the test variables and how they will be
combined to set up and implement the test. The blueprint also
specifies the class(es) of metrics to be collected which would
either include quantitative and/or qualitative data.

This paper will present the following: the author’s initia
development of the MRED framework. The discussion will
include those elements leveraged from SCORE and further
expansion of the MRED framework. MRED will be validated by
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applying it to an evaluation design to test an emerging technology.
Finally, strategies to further develop and augment MRED will be
stated.

2. OTHER FRAMEWORKS

Development of MRED is motivated by the desire to create an
evaluation framework capable of producing detailed evaluation
blueprints while factoring in numerous uncertainties. There are
currently many test development systems that are used to evaluate
complex advanced and intelligent systems. For instance, an
evaluation framework was produced to test mobile robots for
planetary exploration across relevant terrains [15]. However,
evaluations did not consider HRI factors. Likewise, Cdlisi et al.
[3] have devised an evaluation framework to specifically assess
intelligent algorithms. Its success has been well-documented in
capturing technical performancein the virtual world, yet it has not
been employed to capture feedback from human users or evaluate
physical systems.

The SCORE framework was created to evaluate technologies at
the component level, capability level, and system level across
numerous environments from highly-controlled laboratory
settings to real use-case domains [16]. To date, SCORE has been
successful in alowing evaluation designers to recognize the most
practicd blueprints for evaluating a range of intelligent
technologies. MRED not only leverages some of the successes of
the SCORE framework in its own design, but it also introduces
severa innovative features. They include (1) MRED’s ability to
identify relationships and interdependencies among many
evaluation elements and (2) an ability to address the uncertainties
from the various evaluation inputs including how they impact the
blueprints.

Due to SCORE’s success in identifying evaluation designs for
testing speech-to-speech trandation technologies, advanced
soldier-worn sensor systems, along with mapping and navigation
algorithms, MRED will adapt the SCORE framework’s prescribed
evaluation goa types [9] [10] [14] [17] [19]. These will be
discussed in subsequent sections as the MRED framework is
presented.

3. MRED MODEL

The Multi-Relationship Evaluation Design (MRED) model is
introduced by presenting the significant design inputs and the
features of the output “evaluation blueprint.” These inputs and
outputs are shown in Figure 1.
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Figure 1. Input (Categories 1 to 3) and Output (Evaluation Elements) of the MRED M odel

Development of the MRED model began with identifying
elements of the evaluation blueprint [18]. The unique parts of this
paper are the expansion and elaboration of three evaluation
blueprint elements. They are Explicit Environmental Factors,
Data Collection Methods, Evaluation Scenarios, and Personnel -
evaluators (shown in Figure 1). Additionaly, previoudy-
identified parts of the evaluation blueprint will be presented
section 3.3 asshown in Figure 1 [18].

3.1 Example MRED Application

These MRED pieces will be applied to a technology that is
currently being tested by NIST personnel as each of the critical
input categories and output blueprint criteria are discussed. The
selected project is the assessment and evauation of multiple
pedestrian  tracking agorithms whose test design and
implementation is conducted jointly by NIST and members of the
Army Research Laboratory’s (ARL) Collaborative Technology
Alliance (CTA) [2]. Specifically, the CTA/NIST testing is focused
on evaluating agorithms produced from numerous companies and
organizations which use Laser Detection and Ranging (LADAR)
and video sensor data taken from a moving test vehicle. This
vehicle travels through the test environment and the vehicle-
mounted sensors collect and feed data to the on-board detection
and tracking algorithms.

From 2007 to the present day, the CTA/NIST team has jointly
planned and implemented several evauations. To expand the
evaluation capabilities of the MRED, the ARL work will be
discussed using the terms of the initial MRED framework design.

3.2 Input Categories

The MRED framework identifies three critica input groups that
provide data into the planner. Each group will be briefly described
in the following subsections. These categories will be further
elaborated upon including their relationships and sources of
uncertainty in future efforts.
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3.2.1 Category 1 —Sakeholders

Test stakeholders are classified into six categories or parties
interested in a technology’s evaluation. Stakeholders could have
an impact over the design of atechnology evaluation. Members of
these categories have their own motivation in the test plan and
interests in the results of a technology's performance. Their
individual motivations will reflect personal uncertainties based
upon their changing preferences. An example of uncertainty
within stakeholder preferences could be the sponsor’s expectation
of what system capabilities are crucial for testing. Based upon
uncertain and/or changing information, directives from their
superiors, etc, the sponsor’s preference of what capabilities should
be tested could be moving a target. The six personnel categories
are summarized in Table 1.

Table 1. Personnel with a Stakein a Technology Evaluation

STAKEHOLDER GROUPS
Buyers

WHO THEY ARE...

Stakeholder purchasing the technology
Stakeholder that will be, or are already using
the technology

Stakeholder creating the test plans by
determining MRED inputs

Stakeholder implementing the evaluation
test plans

Stakeholder paying for the technology
development and/or evaluation
Stakeholder designing and building the
technology

Users, Potential Users

Evaluation Designers

Evaluators

Sponsors/Funding Sources

Technology Developers

There may be some overlap among the stakeholders which occurs
on a technology-by-technology basis. Figure 2 presents the
potential relationships among the stakeholders.



EVALUATION
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Figure 2. Stakeholder Relationships

3.2.2 Category 2 — Technology State Factors
This class or category comprises the factors that influence the
technology’s state at the time of its test. These factorsinclude:

e Reliability — This term defines the technology's ability to be
evaluated under certain conditions and/or use specific
functionalities. Reliability is important because it determines
if the technology is robust enough to undergo specific tests
and/or if its current level of reiability limits the tests it can
perform.

e  Maturity — This term describes the technology's state or
quality of being fully developed. This factor is critica
because it states the degree to which the technology is
equipped with all of its intended functionalities. Only a
subset of expected features may be operationa at the time of
testing.

e  Repeatability — This term refers to the technology’ s ability to
yield the same or comparable results as determined from
previous test(s). Repeatability is a significant factor that
notes the degree to which the technology has undergone
previous testing. The output test data may be used to iterate
upon the design aong with provide baseline data for future
testing.

Understanding each of these factors will provide knowledge as to
to the high-level intent of the test. The evaluation will either
output formative data (intended to inform on a technology's
design while it's still in development and not fully mature) or
summative data (intended to validate the final design of a
technology) [14].

3.2.3 Category 3 — Resources for Testing and
Analysis

This last input group is composed of various types of materidl,
personnd and technology to be included in the evaluation
exercise. Resource availability (or lack thereof) and resource
limitations can have a tremendous influence on the final
evaluation design.

e  Personnel -those individuals that will use the technology
during the test(s), those that will indirectly interact with the
technology during the test(s), those that will collect data
during the test(s), and those that will analyze the data
following the test(s).

e Test Environment —the physica test venue, supporting
infrastructure, artifacts and props that will support the test.
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e Data Collection Tools —the tools, equipment, and technology
that will collect quantitative and/or qualitative data during
the test(s).

e Data Analysis Tools —the tools, equipment and technology
capable of producing the necessary metrics from the
collected evaluation data.

3.3 Previoudly-defined Blueprint Outputs
Previously-defined key terms in MRED’ s evaluation blueprint are
presented here prior to introducing the new blueprint concepts.
These existing terms include technology levels and metric types,
which are aso combined to form goa types. Additionaly,
evaluation personnel and environments are discussed. These
previously-defined outputs were applied to the ARL CTA test
casein earlier work [18]. An example will be briefly presented in
the following subsections to better enable understanding of how
the newly-defined outputs are applied.

3.3.1 Technology Levels

A system (often called a "technology") is made up of constituent
components and they can be evaluated at multiple levels. There
are several termsrelated to technology levels as follows:

e  System Group of cooperative or interdependent
Components forming an integrated whole intended to
accomplish a specific goal.

e Component — Essential part or feature of a System that
contributes to the System’ s ability to accomplish a goal(s).

e  Sub-Component — Element, part or feature of a Component.

e Capability — A specific ability of a technology where a
System is made up of one or more Capabilities. A Capability
is provided by either a single Component or multiple
Components working together.

3.3.2 Metric Types

Evaluations are capable of capturing two distinct types of metrics.
In defining the two metric types, it is essentia to define metrics
and measures in the context of the MRED model.

e Measures — A performance indicator that can be observed,
examined, detected and/or perceived either manually or
automatically.

e Metrics — The anaysis of one or more output measures
elements, eg. measures that correspond to the degree to
which a set of attribute elements affects its quality.

Specifically, the two metric types are:

e Technical Performance — Metrics related to quantitative
factors (such as accuracy, precision, time, distance, etc).
These metrics may be needed by the program Sponsor to get
a status of the technology’s current performance, update the
Technology Developers on their design, etc.

e  Utility Assessments — Maetrics related to the qualitative
factors that judge the condition or status of being useful and
usable to the target user population. Like Technical
Performance, these metrics may be of value to any of the
stakeholders.

3.3.3 Goal Types

Goal types, extracted from the SCORE framework, are
combinations of technology levels and desired metrics [9] [16].
There are five goal types employed in the MRED framework
(shown in Table 2).



Table 2. Goal Types Employed by the MRED Framework

TECHNOLOGY LEVEL

METRIC TYPE

DESCRIPTION

Evaluation type breaks down a system into components in order to
separate the subsystems that are essential for system functionality and

Component Level Testing Technical Performance

can be designed or altered independently of other components.

Capability Level Testing Technical Performance

Evaluation type requires the identification and isolation of specific
capabilities from overall system behavior to the measure the individual
capabilities’ contribution to technical performance.

System Level Testing Technical Performance

Evaluation type targets a full system assessment where environmental
variables can beisolated and manipulated to capture their impact on
system performance.

Capability Level Testing Utility Assessments

Evaluation type assesses the end-users’ utility of a specific capability
where the complete system's behavior is composed of multiple
capabilities. In this instance, the SCORE framework defines utility as
the value the application provides to the end-user.

System Level Testing Utility Assessments

Evaluation type focuses on the end-users’ utility of the entire system.

Each of these goa types requires different blueprint components
and characteristics within an evaluation. Specific goal and metric
types make it possible to design evaluations to collection the
necessary quantitative and/or qualitative data

Due to the current level of technology maturity, the ARL CTA is
currently isolating the pedestrian detection and tracking
algorithms to yield technical performance metrics. Based upon
this knowledge, NIST’s involvement in the program has focused
on conducting exercises in the Goal Type of Capability Level
Testing — Technical Performance. Further discussion of Metrics
can befoundin [2] [18].

3.3.4 Personnel — Evaluation Members

Various individuals and groups are required to perform an
effective evaluation. They are classified into two categories:
primary (direct interaction) technology users and secondary
(indirect interaction or evauation support). The primary
technology users are defined as Tech User. These individuals
directly interact with the technology during the evaluation. They
receive any training necessary to use the technology and are
responsible for engaging/disengaging the technology’'s usage
during the test event. There are multiple classes of Tech Usersthat
have been extensively defined in previous efforts [18]. Tech Users
are usualy the predominant source of qualitative data when the
evaluation goal(s) include capture of utility assessments.

e Tech User: End-User — Individuals that are the intended
users for the technology. Depending upon the level and
extent of the evaluation, all, some, or none of the Tech Users
will be from the End-User class.

e  Tech User: Trained User — Individuals selected to be Tech
Users, yet are not End-Users.

e  Tech User: Tech Developer — Members of the research and
development organization that developed the technology
under evaluation.

The secondary personnel feature those that indirectly interact with
the technology during the evaluation and fall into three categories:

e Team Member — Individuas that work with Tech Users
during the evaluation as they would to realistically support
the use-case scenario in which the technology is immersed.
Team Members may or may not be in a position to indirectly
or directly interact with the technology during the eval uation,
but they are often in a position to observe a Tech User’s
interactions with the system.
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e Participant — Individuals that indirectly interact with the
technology during an evaluation. Typically, Participants are
given specific tasks to either interact with the Tech Users
and/or with the environment, but not with the technology.

e Evaluator — Personnel on the evaluation team present within
the Test Environment that task the Participants and/or
captures data, but do not interact with the technology.
Depending upon the test, the Evaluator may interact with the
Tech User to capture data.

As discussed in previous efforts [18] each of these Personnel
Groups (excluding evaluators) has varying Knowledge Levels
about the technology (Technical Knowledge) and the testing
and/or use-case environment (Operational Knowledge).
Additionally, Autonomy Levels are identified for these personnel
groups where each has varying decision-making authority
regarding the technology they were using (DM Autonomy —
Technical) and their interactions with other personnel and the
environment (DM Autonomy — Environmental).

Presently, the ARL CTA test effort calls for a Tech User: Trained
User to operate the technology during the test runs. It should be
noted that since the capability being tested will ultimately be
incorporated into a larger system, it is premature to recognize the
intended user group. Prior tests have not featured any Team
Members, yet include numerous Participants. These Participants
play the role of “walkers’ where they are assigned to walk
specific paths during the test. Knowledge and Decision-making
Autonomy levels for these Evaluation Members can be found in
[18].

3.3.5 Test Environments

The setting in which the evaluation occurs can have a significant
effect on the data since the environment can influence the
behavior of the personnel and can limit which levels of a
technology can be tested. MRED defines three distinct
environments that are:

e Lab — Controlled environment where test variables and
parameters can be isolated and manipulated to determine
how they impact system performance and/or the Tech Users
perception of the technology’s utility.

e Smulated — Environment outside of the Lab that is less
controlled and limits the evaluation team’s ability to control
influencing variables and parameters since it tests the
technology in amore realistic venue.



e Actual — Domain of operations that the system is designed to
be used. The evaluation team is limited in the data they can
collect since they cannot control environmental variables.

Significant relationships exist between Technology Levels, Metric
Types, Tech Users and Test Environments which were highlighted
in previous efforts [18]. Likewise, extensive relationships have
been noted between Personnel, Knowledge Levels, and Autonomy
Levels have been documented in this same effort.

The ARL CTA testing is currently being conducted in Smulated
environments that include some Military Operations in Urban
Terrain (MOUT) characteristics. This type of venue enabled the
evaluation team to control many key parameters and variables
within the Test Environment. It also alowed them collect
extensive ground truth necessary for calculating several of the
quantitative metrics.

3.4 Latest Key Blueprint Outputs

This work defines and further illustrates several new output
elements from MRED. Specificaly, they are Evaluation
Scenarios, Explicit Environmental Factors, and Data Collection
Methods. Although introduced in previous work, Evaluators
(Personnel) will be discussed again in the context of their
responsibilities and interactions with the three latest output
categories. Relationships that link these blueprint components will
be also be explored.

3.4.1 Evaluation Scenarios

The Evaluation Scenarios govern exactly what the technology
will encounter and the challenges it will have to meet within the
identified Test Environments. Three unique types of Evaluation
Scenarios are identified below where each is unique in the
relationships they have with Tech User: Knowledge Levels, Tech
User: Decision-Making Autonomy, and Environment — High
Level Venues. The three Evaluation Scenario types are:

e  Technology-based — Evaluation scenarios in this category
feature specific instructions to the user in how they should
use the technology within the testing environment.

e  Task/Activity-based — Evauation scenarios in this category
state the user complete a specific task within the environment
where they may use the technology as they see fit.

e  Environment-based — Evaluation scenarios in this category
enable the user to perform the relevant activities within the
environment based wupon an advanced Operational
Knowledge.

Typicaly, Technology-based Evaluation Scenarios occur in the
Lab or Smulated environments where the evaluation team can
determine the exact test parameters and control the various test
variables. Likewise, Task/Activity-based Evaluation Scenarios can
occur across any of the three (Lab, Smulated, Actual)
environments where the evaluation team till has specific
measures of control of both the test parameters and variables. The

Environment-based Evaluation Scenarios can only occur in the
Smulated and Actual environments where the evaluation team has
no control over test parameters and variables. The specific
relationships among the Evaluation Scenarios and the Tech User’s
Knowledge Levels and Decision-making Autonomy are shown in
Table 3. Refer to [18] for a detailed presentation of Knowledge
and Decision-Making Autonomy Levels.

The Evaluation Scenarios designed for the ARL CTA testing can
be classified as Technology-based (see Table 4). Specificaly, the
Tech User is restricted in how they can interact with the
technology. They are only allowed to engage the technology at
the beginning of arun and disengage it at the run’s conclusion. It
is clear that the Evaluation Scenarios are neither Task/Activity-
based nor Environment-based since the Tech User has no freedom
to interact with the environment or has to complete a specific
mission with the technology during the testing.

Since the Evaluation Scenarios are Technology-based, meaning
the Tech User is fully-constrained as to when they can use the
system, the Tech User then has a DM Autonomy-Technical value
of “None” Likewise, since Evaluators drove the test vehicle
around the site, the Tech User hasa DM Autonomy-Environmental
of “None.” The Tech User has no other responsibilities and more
specificaly, is a Trained User, with some working knowledge of
the technology thereby specifying the Technical Knowledge Level
of “Medium.” Multiple tracking algorithms from different
organizations were evaluated simultaneously. So, it was not
practicdl or proper to have a Tech Developer engage the
technologies. Since the Tech User had no control over their
activities within environment nor was it a place they had prior
experience, their Operational Knowledge can be defined as
“Low.”

3.4.2 Explicit Environmental Factors

The Explicit Environmental Factors are significant characteristics
within the environment that impact the technology and therefore,
influence the outcome of the evaluation. These factors pertain to
the overal physica space which is composed of Participants
(constituent actors), structures along with any integrated props
and artifects. These factors are broken down into two
characteristics, Feature Density and Feature Complexity.
Together, these two elements determine the Overall Complexity of
the environment.

e  Feature Density — Refers to the number of features within the
Test Environment given the size of the test area. The greater
the Feature Density, the more challenging it is for a
technology to effectively and efficiently interact with,
identify objectdeventdactivities, operate within, etc. The
Test Environment. Feature Density of a testing environment
can be characterized as “Low,” “Medium,” and “High”
referring to the level within the testing environment.

Table 3. Relationship Among the Evaluation Scenarios, Test Environments, K nowledge and Decision-making Autonomy

EVALUATION TEST TECH USER'S KNOWLEDGE LEVEL TECH USER'S DECISION-MAKING AUTONOMY
SCENARIOS ENVIRONMENT(S) TECHNICAL OPERATIONAL TECHNICAL ENVIRONMENTAL
Technology-based [Lab, Simulated MED - HIGH LOW - MED - HIGH NONE - LOW NONE - LOW
Task/Activity-based [Lab, Simulated, Actual| LOW - MED - HIGH | LOW - MED - HIGH | LOW - MED - HIGH LOW - MED - HIGH
Environment-based [Simulated, Actual MED - HIGH MED - HIGH MED - HIGH MED - HIGH
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e Feature Complexity — Refers to the intricacy of various
features within the environment. For example, a baseball
(sphere) has a lower Feature Complexity as compared to a
car. Similar to Feature Density, the greater the Feature
Complexity, the more difficult it is for the technology to
accurately and appropriate operate and be beneficial to the
Tech User(s). As with Feature Density, Feature Complexity
can also be characterized as “Low,” “Medium,” and “High”
referring to the level within the testing environment.

e Overall Complexity — This factor refers to the global
combination of Feature Density and Feature Complexity
within the testing environment. Overall Complexity can
range from  “Low,” “Low/Medium,” “Medium,”
“Medium/High,” and “High” since it integrates both density
and complexity.

Table4. ARL CTA Test Evaluation Scenario, Environment,
and Tech User Parameters

EVALUATION TEST ENV KNOWLEDGE DM AUTONOMY
SCENARIOS | TECH. OP. TECH. ENV.
Technology-based| Simulated| MED LOW NONE NONE

Figure 3 presents the relationship between the Test Environment
and the Low Level Environmental Factors. Note that “Low” and
“High” Overall Complexities are achieved by single combinations
of “Low” “Low” and “High” “High” Feature Densities and
Feature Complexities, respectively. “Low/Medium” and
“Medium/High” Overall Complexity can be obtained by two
combinations of Feature Density and Feature Complexity.
“Medium” Overall Complexity is achieved by three unique
combinations. Since the Lab environment is heavily controlled by
the Evaluators and it's usualy desired to obtain specific
Technical Performance data during the technology’s early stages
of development, it's unlikely that the Overall Complexity will
exceed the “Medium” level. Note that it is possible to obtain
Utility Assessment data in the Lab, but this Test Environment
limits the type and range of qualitative data that can be captured
since the Lab is not indicative of the Actual Environment. The
Smulated and Actual environments are capable of producing the
full range of Overall Complexities where the significant difference
between the two is that the Evaluators have some measure of
control over the parameters and variables present within the
Smulated environment whereas the Evaluators have no control
over test parameters and variables within the Actual environment.

It is also critical to note that the Feature Density and Feature
Complexity ranges from “Low” to “Medium” to “High”
correspond to global values across a specific Test Environment.
For instance, the global Feature Density of an environment may
be classified as “Medium” yet one local spot in the environment
could have a large cluster of features indicating a “High” loca
Feature Density. Likewise, another spot within this same Test
Environment could be sparsely populated so its local Feature
Density could be classified as “Low.” Altogether, the global
Feature Density of the entire Test Environment is still “Medium.”
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Matching the appropriate Explicit Environmental Factors of the
ARL CTA testing effort based upon previous test events is not
trivia. Since NIST personnel have limited prior algorithm testing,
it's difficult to state how the Feature Density, Feature
Complexity, and Overall Complexity compare in the current test
venue from prior testing environments. Also, since this
technology will be integrated onto a greater system for its
intended usage, it's difficult to state what the Actual environment
will be, especidly since the greater system(s) are somewhat
unknown at this point. This highlights another chalenge in
accurately defining this blueprint category. Should Explicit
Environmental Factors be referenced from the same test types
with the technology at comparable states or do values of Explicit
Environmental Factors range across all test types? In the case of
the ARL CTA testing effort, the former would mean that “Low”
Feature Complexity in the Lab is much lower and vary different to
“Low” Feature Complexity in a Smulated Environment. The
latter would mean that “Low” Feature Complexity in the Lab is
comparable to “Low” Feature Complexity in a Smulated
Environment.

The MOUT Simulated Test Environment’s Explicit Environmental
Factors that the ARL CTA/NIST team most recently evaluated
the technology could be classified as having an Overall
Complexity of “Medium” where Feature Density and Feature
Complexity were both globally “Medium.” This determination is
based upon the overall consideration of the number of pedestrians
within their environment, their motion paths, the number and type
of fixed obstacles, number of lanes and other ambient features
and/or obstacles. However, looking a specific artifacts and
personnel activities within the environment, a case could be made
that local Feature Density ranged from “Low” to “Medium” since
multiple personnel were close proximity to one another in some
spots while other personnel stood by themselves in other spots.
Comparably, it can be stated that local Feature Complexity also
ranges from “Low” to “Medium” considering that there were
various environmental features present including several
rectangular buildings and about a dozen Participants.

Further exploration needs to be completed on the exact method(s)
to determine global and local complexities and densities both in
general and specific to the CTA/NIST example. Additiona time
will be spent with the CTA/NIST test designers to obtain a greater
understanding of their specific wants regarding the features and
obstacles specifically placed in the environment.

The authors envision refining these blueprint specifications and
solidifying the issue raised regarding if levels of Explicit
Environmental Factors range within each Test Environment or
across dl Test Environments. Additionally, the authors will
determine if the MRED framework will identify specific Feature
Density and Feature Complexity levels, leading to unique Overall
Complexities or if the framework will simply specify the Overall
Complexity alowing the designer some freedom to specify
Feature Densities and Complexities based upon the relationships
identified in Figure 3.
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Figure 3. Relationship between the Test Environment and itsLow Level Environmental Factors

3.4.3 Data Collection Methods

Technology-specific and/or customized Data Collection Methods
are used to capture experimental and ground truth data depending
upon the technology being evaluated and the environment it's
being tested. Data Collection Methods are classified as being an
observation device placed a a specific location in the
environment to collect experimental test and/or ground truth data.
No matter the type of tools are being used, Data Collection
Methods include severa factors that influence the techniques
being employed. These two factors include Mode and Collector
Location and are discussed further.

e Mode- Thisfactor refers to the nature of the Data Collection
Method that will be employed. Specificaly, there are two
different types of Modes that can collect data.

1) Automated Modes involves collecting data with a
calibrated technology that is independent of the system
undergoing testing. An example of thiswould be using a
redar gun to determine the speed of avehicle.

2) Manual Modes features an Evaluator actively managing

a calibrate technology or collecting data by hand. Either
way, Manual Modes are impacted by the Evaluator and
are subject to human error. An example of Manual
Modes would be a human starting and stopping a stop-
watch to determine the time it takes a vehicle to go from
point A to point B. Note that an evaluation can include
Data Collection Methods of both Automated and
Manual Modes.

e Collector Location — This factor refers to where the Data
Collection Methods are located relative to the technology
under test. The different perspectives include (i.e. physica
locations from which observations are taken) include:

1) From that of the technology (subject of the testing) —

For those data collection tools used from this

perspective during the evaluation, it's important that

they are as discreet as possible so they do not interfere
with the technology’ s functions.

From that of a Tech-User — Depending upon the exact

nature of the test and the type of data being collected

(quantitative vs. qualitative metrics) it may be

imperative for the Data Collection Methods to be as

unobtrusive as possible so as not to influence the Tech

User asthey are using the technology.

2)
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3) Fromthat of a Team Member — Although the same types
of data can be collected from this perspective as
compared to that of the Tech-User, the captured data is
distinct. The Team Member(s) have the ability to
provide feedback about not only their perceptions of the
technology’s effectiveness, but aso their perception of
how it's impacting the Tech-User in their ability to
complete their task, mission objective, etc.

From that of a Participant — Data collected from this
perspective is also distinct from that collected by the
Tech Users and Team Members. The evaluation team
gets insight from individuals who usually have the least
familiarity with the technology. It should aso be noted
that Participants rarely support Data Collection
Methods used during the evaluation since this can be
perceived by the Tech-Users and Team Members as part
of the evaluation scenario and not something that is
purely for the evaluation.

From the environment — Data collected from this
perspective usualy includes sensors automaticaly
collecting data and/or evauation team members
manually collecting data from various points within the
test environment.

4)

5)

Table 5 shows several example Data Coallection Methods from
both Automated and Manual Modes across the five Collector
Locations.

The CTAINIST team deployed numerous Automated Data
Collection Methods from the Collector Location from within the
test environment. Specificaly, an UltraWideband (UWB)
tracking system is deployed to capture position ground truth data
of the test vehicle, key environmental features and pedestrians
(Participants) within the testing environment [4]. Data is used to
capture quantitative Technical Performance data of the sensors
and agorithms in order to generate the necessary evauation
metrics. A filter, devised by evaluation personnel, is incorporated
into the raw UWB tracking data to minimize the impact of any
potential data collection errors resulting from artifacts within the
environment or from the UWB technology, itself. Additionally,
numerous cameras are setup throughout the environment to
automatically capture additional position data of test vehicle, key
environmental features and Participants.



The experimental data is composed of each algorithm reporting
detection information such as positions and velocities of the
humans at the end of each CTA agorithm cycle. Some of the
underlying assumptions for the outputs of the algorithms included:

e  Only obstacles seen and classified as human were reported.
e Unique identification numbers were assigned to individual
algorithm detections within a run.

e Algorithms demonstrated tracking of an individua by
maintai ning the same ID in successive frames.

Since the fixed test area was instrumented to capture ground-truth
data, all detections were excluded if they occurred outside the test
area. The correspondence algorithm found the correspondence
between the detections and the ground-truth based on location and
time stamp. Detections were compared with al the ground-truth
objects on the course to attain the desired metrics[2].

Table 5. Example Data Collection M ethods from various Collection Per spectives and M odes

DATA COLLECTION METHODS: Examples

COLLECTION PERSPECTIVE]

MEANS - AUTOMATED

MEANS - MANUAL

From the Technology during the evaluation

Sensor and/or tool collecting technical information

Evaluator capturing data with sensors, tools

Output of log files following the evaluation

Evaluator making notes of behavior

From the Tech User X R
User that collect data during testing

Sensors (e.g. helmet camera) attached to the Tech

Surveys prior to and/or following the evaluation(s)
Interviews prior to and/or following the evaluation
Verbal and/or physical feedback provided by the
Tech User during the evaluation (e.g. thumbs-up or
thumbs-down at key way points)

From the Team Member

Sensors (e.g. microphone) attached to the Team
Member that collect data during testing

Surveys prior to and/or following the evaluation(s)
Interviews prior to and/or following the evaluation
Verbal and/or physical feedback provided by the
Tech User during the evaluation (e.g. thumbs-up or
thumbs-down at key way points)

From the Participant NONE (usually)

Surveys prior to and/or following the evaluation(s)
Interviews prior to and/or following the evaluation

From the Environment

collect data during testing

Sensors (e.g. radar gun, thermal camera, motion
detector) setup throughout the environment that

Evaluation personnel stationed in various parts of
the environment taking notes and/or manually using
a sensor and/or tool to collect data

3.4.4 Personnel — Evaluators

There are three classes of evaluation personnel that are necessary
to ensure that the evaluation proceeds accordingly to plan and that
the necessary data is captured to evaluate a technology’'s
performance. They fal into the three classes below:

e Evaluatorss Data Collectors — These Evaluators are
responsible for either setting up/implementing automated
collection methods and/or performing manua collection
methods. This class of Evaluators is aso responsible for
collecting experimental data directly from the technology at
the conclusion of each test scenario (as necessary).

e Evaluators: Test Executors These Evaluators are
responsible for initiating the test including instructing
Participants on when to engage in their specified activities
within the environment.

e Evaluators. Safety Officers — These Evaluators are solely
responsible for ensuring the safety of all personnel within the
Test Environment along with protecting the technology and
the environment, itself.

Depending upon the nature of the technology being evaluated and
the range of Data Collection Methods employed, it's possible that
some Data Collectors may aso be Test Executors and vice versa.
Although safety is everyone's responsibility on a test site
including Data Collectors and Test Executors, Safety Officers
have no other role other than ensuring a safe test. The exact
responsibilities and number of each of these personnel is heavily
dependent upon the size and scope of the eval uation.

The ARL CTA/NIST testing featured both Data Collectors and
Test Executors facilitating the test exercises. Specificaly, the
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Data Collectors included personnel responsible for deploying and
calibrating the UWB tracking system and cameras prior to the test
event. These same personnel were also responsible for managing
the UWB tracking system and cameras during test to ensure it was
operating within norma limits. Numerous Test Executors aso
played a significant role in the evaluation. This personnel class
included one individual who signaled the start and conclusion and
another individua that signaled the Participants to walk in their
prescribed paths. Additionally, another Test Executor was
employed to signa when the vehicle should begin its motion and
when the sensors and algorithms under test should be engaged.
This test exercise featured numerous Safety Officers stationed
throughout the environment. Additionally, several Safety Officers
were positioned at key locations along the test environment’s
perimeter to prevent non-evaluation personnel or vehicles from
entering.

4. CONCLUSION

The MRED model’s new blueprint elements have shown they can
be applied to a current technology through test plan matching with
the ARL CTA test plans. This has already highlighted some areas
to address in this continuing work. The next steps for the MRED
model are to identify the remaining evaluation blueprint pieces
and continue to validate its design against a technology whose
own tests were inspired by other successful methods, such as the
SCORE framework. Once the entire blueprint has been specified,
the three input categories will be addressed in detail. Since each
input is nondeterministic in nature (based upon human preference,
an unknown technology state, or uncertain resource availability),
uncertainty will be factored. The inner workings of the framework



will then be outlined and devised, first assuming certain inputs,
and then uncertain data.

With MRED leveraging some of the success of a previous
evaluation framework, MRED presents expanded capabilities in
the detailed evauation blueprints it prescribes aong with the
defined relationships among them. It is envisioned that MRED
will be an invauable tool in devising comprehensive technology
test plans of emerging and advanced intelligent systems allowing
evaluation designers to be more effective and efficient in
producing and implementing the appropriate tests.
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ABSTRACT

This paper provides an overview and examples of a novel and
practical method for estimating the reliability of a complex
system, with confidence regions, based on a combination
of full system and subsystem (and/or component or other)
tests. It is assumed that the system is composed of mul-
tiple processes, where the subsystems may be arranged in
series, parallel, combination series/parallel, or other mode.
Maximum likelihood estimation (MLE) is used to estimate
the overall system reliability based on the fusion of sys-
tem and subsystem test data. The method is illustrated
on two real-world systems: an aircraft-missile system and
a highly reliable low-pressure coolant injection system in a
commercial nuclear-power reactor. The examples are used
to demonstrate the following properties of the method. One,
increasing the number of full system tests improves the confi-
dence in the full system reliability estimate. Two, increasing
the number of tests of one subsystem stabilizes the subsys-
tem reliability estimate. Three, the likelihood function and
optimization constraints can readily be modified to handle
systems consisting of repeated components in a mixed se-
ries/parallel configuration. Four, the asymptotic normal as-
sumption for computing confidence intervals is not always
appropriate, especially for highly reliable systems. Five,
performing a mixture of full system and subsystem tests
is important when the model that relates the subsystem re-
liability to the full system reliability is uncertain.
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1. INTRODUCTION

System, subsystem, component, interface, and other® tests
are often carried out on complex systems to ensure that an
operational reliability requirement is satisfied. Fusing full
system and subsystem test data to evaluate the reliability of
a complex systems is desirable when full system testing can
be very costly, dangerous or requires the destruction of the
system itself. Additionally, it is desirable to include full sys-
tem testing in an overall reliability assessment to help guard
against possible mis-modeling of the relationship between
the subsystems and full system in calculating overall system
reliability. One method of fusing full system and subsystem
reliability test data to form a full system estimate of relia-
bility is the method of maximum likelihood [8]. This general
maximum likelihood formulation for the fusion of reliability
test data applies across all system configurations (series, par-
allel, etc); only the optimization constraints change, leading
to an appropriate maximum likelihood estimate (MLE). The
method of maximum likelihood provides a characterization
of the estimation uncertainty—statistical uncertainty about
the model parameters—through the Fisher Information on
the parameters of the system reliability model.

The general maximum likelihood method of reliability es-
timation combines data from subsystem tests and full sys-
tem tests via a model that reflects the constraints associated
with the operation of the full system. If the reliability of the
system must be known within a specified confidence interval
or if the test plan is limited by cost, there exists an inherent
trade off between performing full system tests or subsystem
tests. However, the model is often subject to error, leading
to an inaccurate system reliability estimate when subsys-
tem tests alone are performed. Performing full system tests
guards against error in the system reliability estimate due
to an imperfect model. The general method is extended in
[4] to include a robust test planning capability to simulta-
neously minimize estimation uncertainty and the effect of

To avoid the need to repeatedly refer to tests on subsys-
tems, components, processes, and other aspects of the sys-
tem as the key source of information other than full system
tests, we will usually only refer to subsystem tests; subsys-
tem tests in this context should be considered a proxy for
all possible test information short of full system tests.



modeling error on the full system reliability estimate for a
series system. The capability enables a planner to deter-
mine the optimal number of system and subsystem tests to
include in an experiment.

This paper provides an overview and examples of a novel
and practical method for estimating the reliability of a com-
plex system, with confidence regions, based on a combi-
nation of full system and subsystem tests. It is assumed
that the system is composed of multiple processes, where
the subsystems may be arranged in series, parallel (i.e., re-
dundant), combination series/parallel, or other mode. The
general MLE method of [8] is used to estimate the overall
system reliability. The MLE approach provides asymptotic
or finite-sample confidence bounds through the use of Fisher
information or Monte Carlo sampling (bootstrap). The ex-
amples below also demonstrate the need for developing a
robust test plan that includes a mixture of full system and
subsystem tests to reduce the influence of model error on
the system reliability estimate and minimize testing costs.

The method is illustrated on three systems. First, a hy-
pothetical system is used to demonstrate the value of com-
bining full system and subsystem test data for reducing the
uncertainty in the full system reliability estimate even with
model error. Second, the MLE method is used to form es-
timates of system and subsystem reliability on the series
aircraft-missile system described in [6]. The example demon-
strates that increasing the number of full system tests im-
proves the confidence in the full system reliability estimate
and that increasing the sample size of one of the subsystems
stabilizes the subsystem reliability estimate but only slightly
improves confidence in the full system reliability estimate.
The asymptotic and Monte Carlo (bootstrap) confidence in-
tervals are computed and compared. The system reliabil-
ity MLE and 90% confidence interval is also compared with
the Bayesian posterior distribution on the system reliabil-
ity computed in [6]. The comparison shows that prior in-
formation significantly influences the full system reliability
estimate. Also, prior information on the subsystem reliabil-
ities is used to determine a minimum cost test program for
achieving a specified mean square error (MSE) given that the
system reliability model is in error. Third, the MLE method
is used to form estimates of system and subsystem reliability
on a highly reliable low-pressure coolant injection system in
a commercial nuclear-power reactor described in [5]. The ex-
ample shows that likelihood function and optimization con-
straints can readily be modified to handle systems consisting
of repeated components in a mixed series/parallel configura-
tion. Through the presentation of the empirical distribution
of the bootstrap sample used to determine the confidence in-
terval, the example also shows that the asymptotic normal
assumption for computing confidence intervals is not always
appropriate, especially for highly reliable systems.

2. MLE APPROACH
2.1 Background

Consider a system composed of p subsystems. The gen-
eral estimation formulation involves a parameter vector 6,
representing the parameters to be estimated. Let p and p;
represent the reliabilities (success probabilities) for the full
system and for subsystem j, respectively, j = 1,2,...,p.
The vector @ = [p1,p2,...,pp]". Let ® represent the fea-
sible region for the elements of 8. To ensure that relevant
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logarithms are defined and that the appropriate derivatives
exist, it is assumed, at a minimum, that the feasible region
® includes the restriction that 0 < p; < 1 for all j. The sys-
tem reliability p is not included in @ because it is uniquely
determined (or bounded) by the subsystem reliabilities p;
for 7 = 1,2,...,p and possibly other information via rele-
vant constraints. Herein, the relation is restricted such that
p is uniquely determined by a function h(6). The mapping,
h, between @ and p dictates the arrangement of the system,
which may be configured in series (p = h(0) = [[}_, pi),
parallel (p = h(0) = 1 —J[?_,(1 — ps)), combination se-
ries/parallel, or some other configuration, and it is analogous
to a model of system reliability in terms of its subsystems.
To mirror the lexicon commonly used in the literature, A will
be referred to as the model for the system reliability. Thus,
an estimate of the system reliability p is found by evaluating
h(-) at the estimate 6.

Further consider the test data on the system and its sub-
systems. Let Y be the number of successes in n independent
identically distributed (i.i.d.) tests of the system, and let X;
be the number of successes in n; i.i.d. tests of the 5" sub-
system, for j = 1,...,p. And, let 6 = é(Z) be a function
that produces an estimate of @, where Z is the set of test
data on the full system and its subsystems {Y, X1,..., X,}.

2.2 MLE Formulation

Consider the following general maximum likelihood esti-
mator of the parameter vector 0,

0=0(2)= argleneaé(f,(e)
subject to p = h(8), (1)

where £(0) = log (p(Z|0, p)), [8]. Given both system and
subsystem test data, Z, the estimate of p is derived from
the MLE for 8 through the model for the system, h. The
model dictates how the subsystems are arranged in the full
system (£(0) is the same regardless of whether, the subsys-
tems are in series or parallel). For a given parameter vector
0, the definition of £(0) does not depend on the model for
the system. However, the MLE does change as a function
of the model for the system. This is a consequence of the
system model being used as a constraint in the optimization
problem that is solved to produce the MLE. Given that the
test data are independent, the probability mass function is:

p(Z16,p) = <;> p(1—p) ")

system

1 X1 (n1—X1) Np | Xp (np—Xp)
1— 1— P P
x <X1>p1 (L—p1) <X,,>”” (1= pp) ;

p subsystems

(2)
leading to the log-likelihood function:
£(0) =Ylogp+ (n—Y)log(l — p) +
P
> [Xjlog p; + (n; — X;) log(1 — p;)] + constant, (3)
j=1

where the constant does not dependent on @. The MLE is
determined by finding a root of the score equation 9£(0)/06 =



0. The solution to 0£(6)/060 = 0 must generally be found
by numerical search methods.

2.3 Theoretical Properties

Except in trivial cases, the analytic expression for the vari-
ance of the general MLE for system reliability is not easily
found. However, [8] showed that the Fisher Information,
F(0), is easily obtained for the general maximum likelihood
estimator of the parameter vector 6. Further, [9] showed
that the general MLE of system and subsystem reliability
has a strong (a.s.) convergence property and that the rate
of convergence for the system reliability estimate to the true

reliability p* is
O <

where s is the index of the slowest increasing subsystem sam-
ple size. Invoking the Cramer-Rao inequality, the inverse of
the Fisher information is a lower bound on the variance of
the MLE (for an unbiased estimator). Although, proof of
asymptotic normality has not yet been formally established
for the general MLE described in Section 2.2, standard re-
sults in MLE, [3], show that the estimate is asymptotically
normal. Therefore, the variance of the general MLE, é, is
approximated with the inverse Fisher Information and the
variance of the general MLE of the full system reliability, p,
is approximated by

log log (n—|—ns)> 7 @)

n -+ ns

K (O) F(0)'h (). (5)

Aside from being used to form approximate confidence re-
gions for the MLE when the sample size is sufficiently large,
the Fisher information is helpful in determining when the
estimation problem in Section 2.2 is well posed (i.e., when p
and/or 0 is identifiable) through an evaluation of the con-
ditions ensuring that the information matrix is positive def-
inite (e.g., [2], pp. 104 and 139; [10]; and [1]). Further,
the Fisher information matrix is used in determining the
optimal combination of subsystem and full system tests for
estimating reliability when performing test design [4].

2.4 Confidence Bounds

There are two general methods for constructing confidence
bounds for the estimate p, a large-sample approach based
on an asymptotic normal distribution (and accompanying
inverse Fisher information matrix for variance calculation)
and a finite-sample approach based on Monte Carlo (boot-
strap sampling) methods. The discussion below is a sum-
mary of key aspects of both of these general methods.

For the large-sample approach, the asymptotic distribu-
tion provides an approximate probability distribution for p
for use in finite-sample (practical) analysis. Herein, the in-
verse average information matrix for 8 (or information num-
ber for p) is used as the covariance matrix (or variance) ap-
pearing in the asymptotic distribution of the appropriately
normalized MLE (see Section 2.3).

There are, however, potential problems in the use of the
asymptotic approach in practical reliability settings. The
problem is especially acute when sample sizes are too small
to justify the asymptotic normality and/or when confidence
intervals from the asymptotic normality fall outside of the
interval [0, 1] as a consequence of the need to approximate
the true asymmetric distribution with the symmetric normal
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distribution. The latter factor is exacerbated by the fact
that practical reliability estimates are often very near unity.
Therefore, we provide a summary of a bootstrap (Monte
Carlo)-based method below. Bootstrap methods are well-
known Monte Carlo procedures for approximating impor-
tant statistical quantities of interest when analytical meth-
ods are infeasible (e.g., Efron and Tibshirani, 1986; Ljung,
1999, pp. 304 and 334; and Aronsson et al., 2006). The
bootstrap-based method for constructing confidence inter-
vals for the full system reliability estimate p relies on the
assumption that p is uniquely determined from 6. Ref. [§]
presented sufficient conditions for such a function via the
implicit function theorem.

The steps below describe a parametric bootstrap approach
to constructing confidence intervals for p. Parametric boot-
strap methods rely on many Monte Carlo samples from the
distribution associated with the likelihood function, where
the unknown parameters in the distribution are replaced by
their estimated values (in contrast, a standard bootstrap
method uses Monte Carlo samples from the raw data, typ-
ically from a histogram of the raw data). The bootstrap
approach performance is compared with the asymptotic ap-
proach in example 2 below (see Section 4).

Bootstrap Method for Computing Confidence Intervals

for p:

Step 0: Treat the MLE 6 , and associated p = h(8), as the
true value of 8 and p.

Step 1: Generate (by Monte Carlo) a set of bootstrap data
of the same collective sample size {n, ni,ns,...,np} as
the real data Z using the assumed probability mass
function in (2) and the value of 8 and p from Step 0.

Step 2: Calculate the MLE of 8, say éboot, from the boot-
strap data Z in Step 1, and then calculate the corre-
sponding full system reliability MLE, ppoot-

Step 3: Repeat Steps 1 and 2 a large number of times (per-
haps 1000) and rank order the resulting values; one-
or two-sided confidence intervals are available by de-
termining the appropriate quantiles from the ranked
sample of ppoot values.

2.5 Estimator Uncertainty with Model Error

The system reliability model, h, is a function that relates
the subsystem reliabilities to the system reliability based
on the layout of the subsystems. As h is a mathematical
representation of the true relation among reliabilities, it is
imperfect. For example, a subsystem may be neglected and
not included in the model, or two subsystems assumed to be
stochastically independent in the model may have a subtle
dependence. An imperfect mathematical model results in a
true system reliability that is not uniquely determined by
the model for the system, h(-). Ref. [4] develops a method
for test planning that minimizes MSE of the MLE using a
local design for a series system assuming that the system
reliability is uniquely determined from the subsystem relia-
bility and the model error 3(0); that is,

p=h(6) — B(6). (6)

where, in general, —p < 3(8) < (1 — p) to ensure 0 < p <
1 (the model error subtracted from h as it is desirable to



avoid overestimating the system reliability). The expression
for the MSE is formed to explicitly include a contribution
from the modeling error. The result is summarized next for
completeness.

Given the relation in (6), the estimator of system relia-

bility, p = h(0) no longer satisfies the conditions for a.s.
convergence to p* as described in [9], and the optimal test
plan depends on 6, h, and 3. However, a test planner does
not know 6 or (3 before testing the system (and determining
[ may be intractable). To cope with the optimal test plan’s
dependence on 6, test planners assume a nominal value of 8
and develop an optimal test plan based on this fixed value.
For a fixed value of 8, the function 3 becomes a constant,
and only a single value of the model error needs to be deter-
mined. Hence, to cope with the optimal test plan’s depen-
dence on 3, test planners can also assume a maximum value
for the model error, 3 = max (3(0), and develop a test plan
based on the fixed maximum value. Using this approach,
a test planner can avoid explicitly determining the function
B(0) (analogous to a local design, see [7], Sect. 17.4) and
develop a test plan so that the estimate of system reliability
is robust to modeling errors. ~

The MLE of 6 with a fixed model error, § = max 3(6),
is assessed by modifying the constraint in (1) such that it is
p="hs(0, B) = h(8) — 3. The addition of the modeling error
to the constraint does not change the log likelihood function
of the general MLE. However, the relationship between p
and the p; differs, and so, the MLE of 8 differs from what
it would be if there were no modeling error. The MSE of
the general maximum likelihood estimator is composed of
the asymptotic variance of the estimate from (5) and the
approximate expected bias of the estimate. The expression
for the MSE is,

E[(h(0) —p)*] ~ W (0)TF(0) W (0)+ E [p5—p]”. (7)

The expression for the expectation of the quantity |55 — 5|

9gMLE (97 ﬁ) ]
ap

B=

(F(9))71E{ -8,
0
(8)

where the function guir(0, ) is the value of the score func-
tion , where the function A is replaced with hz. Note that

E[6]

that for implementing a local design, 8 and E[é] are replaced
with a nominal estimate of the parameter vector. Eqn. (8)
is an approximation for the bias in the MLE, for a specific
test plan n,n1,...np, given h, a nominal estimate of @, and
the maximum model error, 5 When only full system tests
are planned, model error does not contribute any bias to the
full system reliability MLE. When full system tests are not
planned, F [[75 — ﬁ] = 3 and (32 is the bias squared term of
the MSE for the MLE.

3. EXAMPLE 1: UNCERTAINTY REDUC-
TION FROM COMBINING TEST DATA

For an asymptoticly efficient MLE, increasing the esti-
mation sample size reduces the asymptotic uncertainty (in-
creases the statistical information) about the variate being
estimated. Herein, an example is designed to demonstrate
that the general MLE method described in Section 2.2 and
[8], decreases the asymptotic uncertainty about the system
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Figure 1: The 90% asymptotic lower confidence lim-
its (CLs) about the true reliability of a hypothetical
series system.

reliability estimate when subsystem reliability test data is
added to full system reliability test data. A variation on
this example demonstrates that the benefit, in terms of de-
creased full system reliability estimate uncertainty, can still
be realized if there is error in the model that relates the
subsystem reliabilities to the full system reliability.

Consider a system with four independent subsystems in
series. Assume that each subsystem is tested 22 times. Fur-
ther assume that the true reliability of each subsystem is
0.987. This implies a full system reliability 0.987* = 0.95.

The system reliability and and the asymptotic 90% lower
confidence limit about the true system reliability are plot-
ted as a function of the number of full system tests in Fig-
ure 1. The lower confidence limit is computed using two
different samples of data. First, the lower confidence limit
is computed using only full system test data. Second, the
lower confidence limit is computed using full system test
data and all available subsystem test data (22 tests for each
subsystem). As expected, the lower confidence limit com-
puted from full system test data alone is below the lower
confidence limit from the combined full system and sub-
system data samples. This indicates that the estimation
uncertainty about the full system reliability estimate is de-
creased by adding the available subsystem test data to the
full system test data. Also, the difference between the two
confidence intervals depicted in Figure 1 is greatest when
the number of full system tests is small. Thus, in this ex-
ample, the greatest potential for decreasing the estimation
uncertainty exists when adding the subsystem test data to
a few tests of the full system. The example also illustrates
that by combining the system and subsystem test data via
MLE, test planners require fewer full system tests to meet
evaluation objectives in terms of statistical confidence.

As discussed in Section 2.5, the model that relates the
subsystem reliabilities to the system reliability may be in
error. Because the subsystem test data are combined with
full system test data that is not subject to model error, the
addition of a deterministic model error to the model does not
uniformly increase the uncertainty in the full system reliabil-
ity estimate as the number of full system tests is increased.
To illustrate this property, the 90% lower confidence limit
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Figure 2: A 90% lower confidence limits (CLs) about
the true reliability of a hypothetical series system
given a maximum model error 5 = 0.05.

about the true system reliability is modified. Specifically,
the asymptotic variance use in the confidence bound com-
putation is replaced with the MSE, computed via (7) with
a maximum model error of 5 = 0.05. The resulting bound
is plotted in Figure 2, and represents the uncertainty in the
full system reliability estimate assuming a maximum model
error of 3 = 0.05. The resulting bound is not a simple trans-
lation of the bound in Figure 1. In addition, the figure shows
that, even under assumption of modest model error, there
is advantage, in terms of reducing the estimate uncertainty,
to fuzing the subsystem and full system reliability test data
using the MLE method, especially when there are few full
system tests avalible.

4. EXAMPLE 2: AIRCRAFT-MISSILE
SERIES SYSTEM

The second example consists of three parts. First, the
MLE method described in Section 2.2 and [8] is applied to
test data from a certain series air-to-air heat seeking mis-
sile system described in [6]. Second, the test data from [6]
are modified to illustrate the effect on the MLE of increas-
ing system and subsystem sample sizes. Third, the prior
information from [6] is used as the basis for designing a hy-
potheical robust test program for the example system using
the method described in Section 2.5 and [4]. Herein, com-
parisons are drawn between the reliability estimates from
the general MLE method and the naive maximum likeli-
hood system and subsystem reliability estimator of the form
(# Successes/Total # Tests). To avoid confusion, these es-
timates of the individual subsystems or full system are re-
ferred to as ratio estimates.

4.1 Aircraft-Missile System Reliability

For simplicity, the aircraft-missile system example in [6]
is restricted to the aircraft and aircraft-to-missile interface,
which consists of nine subsystems in series (the subsystems
are listed in Table 1). The binomial test data and ratio es-
timates for the aircraft system and its subsystems are listed
in Table 1. The product of the subsystem ratio estimates
is 0.954, which is larger than the full system ratio estimate.
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The aircraft system and subsystem MLEs are also listed in
Table 1. The subsystem MLEs are slightly smaller than
the ratio estimates and the aircraft system MLE is larger
than the system level ratio estimate. The MLEs represent
a compromise between the ratio estimates from subsystem
and system test data. The MLEs reflect increased informa-
tion about the subsystem and system reliability as a result
of fuzing the test data; the degree of change in the estimates
depends on the statistical information in the data samples
used for estimation (represented by the Fisher Information,
see Section 2.3).

The two-sided 90% confidence interval on the aircraft sys-
tem reliability is computed using the large sample approach
(the inverse Fisher Information is used as the asymptotic
variance) and using the bootstrap method described in Sec-
tion 2.4. The asymptotic 90% confidence interval on the
MLE of system reliability is (0.921, 0,962), and the 90%
bootstrap confidence interval from 500 Monte Carlo trials
is (0.920, 0.961). In this case, the two confidence intervals
are very similar. The MLE of aircraft system reliability and
90% confidence interval are much different from the aircraft
system reliability estimate and 90% credible interval derived
from the posterior distribution presented in [6]. The poste-
rior mean and 90% credible interval derived from the poste-
rior distribution are 0.927, (0.925, 0.928). The Bayesian air-
craft system reliability estimate is significantly less than the
MLE and ratio estimate because the Bayesian reliability esti-
mate is heavily influenced by the prior distributions selected
for the subsystem and system reliabilities (prior means are
listed in Table 4). The total number of prior parameters
needed to form the Bayesian estimate is 20. The Bayesian
estimate also provides a 90% credible interval on the system
reliability estimate that is much smaller than the 90% con-
fidence interval provided by the MLE approach because the
additional prior information narrows the distribution about
the posterior mean (reduces the estimate uncertainty).

4.2 MLE Estimate Sensitivity to Sample Size

The aircraft-mssile system example described above is mod-
ified to illustrate the effect of (i) increased full system testing
and (ii) increased subsystem testing on the MLEs of system
and subsystem reliability.

To demonstrate the MLEs sensitivity to full system test-
ing, the number of full system tests is increased to 1000
and the total number of successful tests is increased such
that the system reliability ratio estimate remains 0.932 (the
same as in the original example). The resulting MLEs of
the aircraft system and its subsystems are in Table 2 (four
of nine subsystems shown to save space). The 90% confi-
dence interval on the system estimate is (0.923, 0.947). The
aircraft system MLE is much closer to the system reliability
ratio estimate, it reflects the additional information from in-
creased full system testing. The system reliability confidence
interval width is significantly decreased from the original ex-
ample (the confidence interval shrinks from 0.041 to 0.024
as the full system sample size increases from 205 to 1000)
representing more certainty about the system reliability es-
timate. The additional information from increased system
testing also decreases the MLEs of the subsystem reliabili-
ties. They are smaller than the subsystem ratio estimates
and MLE estimates in the original example (see Table 1).

To demonstrate the MLEs sensitivity to subsystem test-
ing, the number of subsystem tests about the acquisition /fire



Table 1: Subsystem and System Test Data and MLE Reliability Estimates for the Aircraft System

# Successes

Subsystem # of Tests* # of Successes* MLE Estimate
# Tests
1. Flight Structure 130 129 0.992 0.990
2. Avionics 130 130 1.000 1.000
3. Power 130 129 0.992 0.990
4. Flight Control 130 129 0.992 0.990
5. Environmental 130 130 1.000 1.000
6. Acquisition/Fire Control 250 247 0.988 0.986
7. Launching 130 129 0.992 0.990
8. Missile Interface 250 249 0.996 0.995
9. Human Intervention 130 130 1.000 1.000
Aircraft System 205 191 0.932 0.941

*Data are from [6].

Table 2: Modified Subsystem and System Test Data and MLE Reliability Estimates for the Aircraft System

Demonstrating the Effect of Increased System Testing

(S4u(lz)fsgsstsglm) # of Tests # of Successes % MLE Estimate
1. Flight Structure 130 129 0.992 0.988
2. Avionics 130 130 1.000 1.000
4. Flight Control 130 129 0.992 0.988
6. Acquisition/Fire Control 250 247 0.988 0.985
Aircraft System 1000 932 0.932 0.935

control subsystem is increased to 1000 and the total num-
ber of successful tests is increased such that the subsystem
reliability ratio estimate remains 0.988 (the same as in the
original example). The resulting MLEs of the aircraft sys-
tem and its subsystems are in Table 3 (four of nine subsys-
tems shown to save space). The 90% confidence interval on
the system estimate is (0.922, 0.962). The aircraft system
MLE is slightly larger (but virtually unchanged) from the
original example, it reflects the additional information from
increased subsystem testing. The increased subsystem test-
ing results in a very stable estimate of the acquisition/fire
control subsystem. It is identical to the subsystem ratio es-
timate and the MLE derived 90% confidence interval about
the acquisition/fire control subsystem is (0.982, 0.993) vs.
(0.975, 1.004) for the flight structures subsystem. The MLE
system reliability confidence interval width is virtually un-
changed from the original example (it shrinks from 0.041
to 0.040 as the subsystem sample size increases from 205
to 1000) indicating that increasing the testing about one
subsystem does not greatly improve confidence in the sys-
tem reliability estimate. The subsystem MLEs are slightly
increased to reflect the additional information about the ac-
quisition/fire control subsystem (compare Tables 1 and 3).

4.3 Optimum Test Planning

In this section, the optimal combination of system and sets
of subsystem tests?, in terms total test plan cost, is deter-
mined for the aircraft series system using the methodology
described in Section 2.5. Let the presumed reliabilities of the
nine subsystems be equal to the prior means (see Table 4).
These estimates represent the best knowledge, information,

2The robust test planning method of [4] is not restricted to
optimizing the number of sets of subsystem tests for test
sizing. The number of sets of subsystem tests are optimized
herein to simplify the the presentation of the approach.

Table 4: Initial Reliability Estimates for Aircraft
Subsystems Derived from Subsystem Prior Distri-
butions in [6]

Subsystem Initial Reliability Estimate
1. Flight Structure 0.989
2. Avionics 0.984
3. Power 0.992
4. Flight Control 0.989
5. Environmental 0.994
6. Acquisition/Fire Control 0.992
7. Launching 0.996
8. Missile Interface 0.996
9. Human Intervention 0.971
Aircraft System* 0.907

*Product of subsystem reliabilities

and experience about the system before testing has begun.
Among other reasons, model error may arise because some
of the subsystems are dependent or because a component
is left out of the subsystem definitions or test plan. The
methodology described in Section 2.5 and [4] allows a test
planner to assume that the system reliability model may
be incorrect and supply a maximum model error, 3. The
model error contributes a bias to the MSE of the general
maximum likelihood estimator based on the number of full
system/subsystems tests planned. Loosely, full system tests
contribute unbiased information to the general maximum
likelihood estimator. Thus, as the number of full system
tests increases relative to the number of sets of subsystem
tests, the model error contributes less to the bias term of
the MSE.

To achieve an MSE of 0.005 or less (root mean squared
error 0.07 or less) many different test plans can be devised.
Thus, the design of a test plan should also account for the
cost of the tests. To illustrate the effect of cost on the test
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Table 3: Modified Subsystem and System Test Data and MLE Reliability Estimates for the Aircraft System
Demonstrating the Effect of Increased Subsystem Testing

Subsystem # Successes .
(4 of 9 Shown) # of Tests # of Successes W MLE Estimate
1. Flight Structure 130 129 0.992 0.989
2. Avionics 130 130 1.000 1.000
4. Flight Control 130 129 0.992 0.989
6. Acquisition/Fire Control 1000 988 0.988 0.988
Aircraft System 205 191 0.932 0.942
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plan design, assume that a set of subsystem tests costs a
fourth as much as a full system test. The cost benefit, rel-
ative to only performing full system tests, is depicted in
Figure 3. Four test plans are listed, each having an a MSE
of 0.005, given 8 = 0.050. The baseline test plan consists
of performing only full system tests. The other three test
plans consist of a mixture of full system and subsystem tests.
The potential cost reduction from performing one of these
three test plans instead of performing only full system tests
is plotted as a percentage. For § = 0.050, the minimum cost
test plan consists of 21 sets of subsystem tests and 22 full
system tests. If several other test plans have the same total
cost, then it is optimal to perform the maximum number of
full system tests that can be performed while achieving the
desired MSE for the least cost.

5. EXAMPLE 3: LOW PRESSURE
COOLANT INJECTION SYSTEM

A third example is carried out on a highly reliably low
pressure coolant injection (LCPI) system in a commercial
nuclear-power reactor. The system provides coolant to the
reactor vessel during accidents in which the vessel pressure is
low. The system consists of six subsystems (listed in Table
5), some of which are repeated in a mixed series/parellel

unchanged. However, the subsystem reliability MLEs in-
crease slightly with information from the 200 successful sys-
tem level tests.

To illustrate the properties of the MLE method, consider
the following modification to the example. Let the test data
on check valve (CV) 2 and the test data about the LPCI
system be modified so that the reliability estimates from
system and subsystem data alone disagree significantly (see
Table 6). In this case, the system reliability estimate from
subsystem testing alone is 0.999999999547. The LCPI sys-
tem MLE is 0.999994756507. Again, the MLEs represent
a compromise between the ratio estimates from subsystem
and system test data; the degree of change in the estimates
depends on the statistical information in the data sample
used for estimation. In this case, the CV 2 subsystem MLE
differs the most from its ratio estimate because it has largest
statistical variance of any subsystem estimate and, based on
the system configuration (see Figure 4), it has the largest po-
tential of any subsystem to affect the system level reliability
estimate.

The confidence interval is computed using 500 Monte Carlo
iterations of the the bootstrap method described in Section
2.4. The 90% bootstrap confidence interval on the LCPI
system is (0.999982353026, 0.999999083859). Because the
system reliability is so close to unity, the interval is not sym-
metric about the MLE estimate. In fact, the normality of
the uncertainty about the estimate is questionable given the
proximity of the estimate to 1.0. The empirical cumulative
distribution function of the system reliability MLE gener-
ated via the bootstrap Monte Carlo procedure is plotted in
Figure 5 alongside the best fit normal distribution function.
The empirical cumulative distribution function is clearly not
normal.
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Table 5: Subsystem and System Test Data and MLE Reliability Estimates for the LCPI System

# Successes

Subsystem # of Tests # of Successes MLE Estimate
# Tests
1. Pump 1 240 236 0.98333 0.98341
2. Pump 2 240 238 0.99167 0.99168
3. Pump 3 190 189 0.99474 0.99478
4. Check Valve (CV) 1 14232 14231 0.99993 0.99993
5. Check Valve (CV) 2 240 240 1.00000 0.99999
6. Motor Operated Valve (MOV) 470 469 0.99787 0.99790
LPCI System 200 200 1.00000 1.00000

Table 6: Modified Subsystem and System Test Data and MLE Reliability Estimates for the LCPI System

# Successes

Subsystem # of Tests # of Successes MLE Estimate
# Tests
1. Pump 1 240 236 0.98333 0.98333
2. Pump 2 240 238 0.99167 0.99167
3. Pump 3 190 189 0.99474 0.99474
4. Check Valve (CV) 1 14232 14231 0.99993 0.99993
5. Check Valve (CV) 2 100 99 0.99000 0.90003
6. Motor Operated Valve (MOV) 470 469 0.99787 0.97709
LPCI System 500 495 0.99000 0.99999
1
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Figure 5: Non-normality of the bootstrap MLE
liability estimates.

6. CLOSURE

The main purpose of this paper was to develop three ex-
amples of the general MLE method for reliability. The ex-
amples illustrated a few of the important properties of the
method. Namely, the method appropriately combines data
from subsystem and full system reliability tests based on
the statistical information in the respective samples. In ad-
dition, an extension of the method enables robust test plans
to be developed for system reliability estimation involving
trade-offs between the MSE (estimation accuracy), the de-
gree of modeling error, and the cost of doing full system and
subsystem tests.
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“What do you do with a drunken robot?”

In Situ Performance Measurements of Intelligent Mobile Robots
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ABSTRACT

This paper explores the characteristics of intelligent systems,
focusing on impact of intelligence on performance metrics. The
feedback loops required for intelligence cause areas of stable and
unstable performance over environmental characteristics. The
stable areas result in wide zones of nearly identical performance,
surrounded by unstable zones where performance degrades.

We present design criteria for probing the envelope of stability,
and present the results of performance metrics for an mobile
autonomous robot.
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1 INTRODUCTION

Performance metrics are a well accepted methodology for testing
both software and hardware. These metrics have the advantage of
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not requiring any knowledge of the internal structure or
mechanisms of the system being tested, and they allow systems
that perform essentially the same functions to be compared
directly, with respect to that function. This makes performance
metrics an ideal candidate for testing robots.

However, the nature of intelligent systems can make it difficult to
design and implement good performance metrics. Unlike a simple
deterministic system, such as a sort routine, intelligent systems
adapt their behavior to the environment. This typically results in a
wide range of environmental conditions under which the
performance is nearly identical. Within this environmental
envelope, we expect the performance to be near optimal. To
compare two intelligent systems it is often the case that the
comparison must be between the performance of the system at
limits of the envelope, and the performance of the system outside
the bounds of the envelope.

We look at the aspects of intelligent robots that place them into
this class of systems. We then explore the process of designing
tests that will push the intelligent systems to the edges of their
envelopes, so that significant measurements can be made of
individual systems, and meaningful comparisons can be made
between systems.

This paper concludes with an analysis of a robotic system, and the
performance metrics resulting from such testing. However, we
begin by providing a short discussion of the nature of intelligent
systems, and a working definition of intelligence for autonomous
intelligent robots.

2 DEFINING INTELLIGENCE FOR
EMBEDDED SYSTEMS

For this work we will use an extension of the working definition
of intelligence derived from the work of Albus and Mystel:

Intelligence is the ability of a system to act
appropriately in an uncertain environment, where
an appropriate action is that which increases the
probability of success, and success is the
achievement of behavioral sub-goals that support
the system's ultimate goal[8].

We initially modify this definition as follows:

“Intelligence is the ability of a system to select
actions or behaviors, which, if executed



successfully, increase the probability of achieving
sub-goals that support the system's ultimate goal.”

This definition focuses on the cognitive task of selecting actions
or behaviors — the process of producing a information based
solution that would satisfy the system's goals. However, for
embedded systems, such as robots, the problem is more complex.
For these systems, just selecting a solution is not enough. They
must implement that solution in the real world.  This means that
they are subject to additional cognitive and physical demands that
the environment may create.

The first extension of the definition concerns a set of assumptions
that may be correct when applied to a disembodied artificial
intelligence, but are almost never true for an embedded system:

*  There is always enough time to find a solution;
*  There are always enough computational resources;
*  The system is independent of its environment; and,
e The description of a solution is sufficient.

This involves modifying the definition as follows:

“Intelligence is the ability of a system to select
and execute actions or behaviors in a timely
manner, which, if executed successfully, increase
the probability of achieving sub-goals that support
the system's ultimate goal under changing
environmental conditions.”

To illustrate this, consider a human taking an IQ test. Then
consider that same human taking an IQ test after being sleep
deprived. Better yet, consider the sleep deprived human drinking
a few beers and taking an IQ test. How about after a fight with a
loved one? What is the “correct” IQ measurement? Has the
intelligence of the drunk/sleep deprived/angry human changed?

There is a tendency to consider the reasoning ability of humans as
independent of emotion, and indeed of the body and its needs.
The way in which the emotions interact with cognition is
discussed in detail in Damasio's work[1].

The requirement that the system execute actions also expands the
basic definition of intelligence. Following Howard Gardner's
work on multiple intelligences [4], the definition must include at
least two additional dimensions of intelligence, in addition to the
logical-mathematical intelligence required to create a plan. These
are spatial intelligence, which is required to perceive the world
accurately and bodily-kinesthetic intelligence, which is required
to move smoothy through the world.

To illustrate this, consider a drink serving robot that has the goal
of offering a drink to people in each section of a large room. The
metric for the logical-mathematical intelligence of the robot is the
speed with which it comes up with a satisficing plan. It will come
up with a plan to visit each section of an empty room quickly. If
the robot is given a snapshot of people's positions in the room, it
will take longer to plan, since it is necessary to determine the
spatial aspects of the distribution of the people. Then place the
robot in the room with the people. If the people are moving while
it is planning, the robot must also utilize kinesthetic intelligence
to avoid collisions, and to intercept the moving people. Given the
limited computational resources of the robot, there may not be
enough time to plan and execute — in short it may fail to achieve
its goals.
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If it is also moving and avoiding people, using its bodily-
kinesthetic intelligence, it may not have enough computational
resources to do the planning. In any case, the planning while
moving in a crowded room will take significantly longer than the
planning for an empty room. Then, to make the problem harder,
allow the environment to affect the robot, by requiring the robot
to report on all the people it encounters, so that it's ability to plan
is compromised or, as is discussed below, allow it to be distracted
by other demands. We demonstrate that under the latter condition,
the planning and execution process suffers. So what is the “true”
intelligence of the robot. The speed with which it plans in an
empty room with a full battery and no distractions or the speed
with which it plans in in a crowded room with a partial charge
and many computational needs?

3 CHALLENGES FOR PERFORMANCE
METRICS ON ROBOTS

Intelligent robots are complex embodied software/hardware
systems that operate by observing the environment, becoming
oriented within that environment with respect to the system goals
and abilities, deciding an appropriate set of actions or behaviors,
and then applying those actions or behaviors and monitoring the
results. This loop has been variously described as a “Sense-Act
Loop”, a “Sense, Plan, Act Loop”, or as the “Observe, Orient,
Decide, Act (OODA ) Loop”.

Inherent in all these descriptions are two common elements — the
system is operating in a continuous loop, and there is significant
feed-back between the intelligent system and the world in which
it operates. This feed-back causes specific problems in designing
performance metrics for an intelligent system.

An autonomous robot has feed-back loops running at many
different time scales and levels of abstraction. These feed-back
loops might range from low level, high frequency loops
controlling power in the drive system, to high level, lower
frequency loops selecting actions to get from the front door to the
kitchen, to higher level, very low frequency loops designed to
allow the robot to learn from its mistakes. The overall
performance of the robot depends not only on the individual loops
working correctly, but these loops must also interact successfully
if the robot is to achieve its goals.

These feed-back loops are designed to give the robot the ability to
function in a dynamic, uncertain world, and respond appropriately
to changes in knowledge, changes to the environment, and
changes to the systems goals. If the system is designed correctly,
it will achieve its goals across a wide range of environmental
states, and in response to a broad range of dynamic changes to its
environment.

4 EFFECT OF ENVIRONMENT

We can look at the example of the drinks serving robot (presented
above) from this perspective. There are four test conditions across
two characteristics:

1. An empty room;

2. Aroom with people standing around,

3. Aroom with people moving around; and,
4

A room with people moving around and a reporting
requirement.



There are two characteristics in the description: the complexity of
finding and serving food to the people, and the need to log the
locations of people. These two characteristics interact, since the
additional computational load will affect the robot's ability to plan
paths and perform precise motions, which in turn impact it's
ability to actually get to the people, to achieve the goal.

We can look at this graphically as a two dimensional field (See
[Mlustration 1)

Ilustration 1: The difficulty of achieving the goal "Serve
people food" under different environmental conditions.

The effect of a feedback system is that within some portion of this
environment space, the performance will be essentially constant.
If the system can achieve the goal, it will do so. So rather than
the gradient from easy to really hard, there will be an envelope
within which the robot will perform stably, and outside the
envelope the robot will have progressive failures and unstable
performance. This is shown in Illustration 2.

4.1 Designing Performance Tests

The key to using performance metrics to assess the capabilities of
a single system or to compare one system to another, is the design
of the test conditions. If all the performance tests are drawn from
inside the stable zone of the system under test, we learn very little
about the capabilities of the system.

One can envision the test setup as a probe into the environment
space in which the robot is operating. Ideally, we can design tests
that probe the boundary of the envelope, and also probe the
unstable area to assess the performance degradation as we move
away from the envelope. The response of the robot just outside
the envelope can vary in a number of significant ways — it can
simply fail outside the envelope, it can degrade smoothly as the
distance from the envelope increases, or it could have a very non-
linear performance degradation.

4.2 Unstable Zone Environments

If we label the area outside the envelope as unstable environments
(e. g., the demands exceed the capacity of the system under test)
we can look at comparing performance across systems. By
probing this environment space, we can compare the stability
zone of two systems, if one system has a stable zone that contains
the zone of the other, and extends beyond it, the first system
dominates the other. If the envelopes overlap, but each has areas
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where the other performs unstably, intelligent choices can be may
about which system to use under what circumstances.

Also, if the capabilities of all available systems are marginal — if
the expected environments are close to, or outside the envelopes —
the performance degradation can be used to inform decisions
about which system is more appropriate.

Ilustration 2: The zone in which the robot's performance is
stable, versus unstable.

S EXPERIMENTAL SETUP

In our experiments, we focus on probing the envelope of a single
robot. This robot is intended to function in home and office
environments and to provide fetch and carry services for the
people in the environment. It is the same robot that is used to
serve food to people who drop by our lab during our monthly
open house.

The robot can also be assigned a security (or guard robot) role. In
this role it patrols a specified route (a sequence of locations to
observe) and monitors the environment at these locations and
along the route between them. Since it monitors the environment,
and builds a Mental Model of what it encounters, it can detect
both the presence of unauthorized people, and the evidence of
intrusion (noticing a door that was open is now closed for
example). This requires the ability to monitor and log the state of
the world on a symbolic level, which is provided by the
Cybernetic Brain.

5.1 Robot

The robot is a BSL series autonomous mobile robot manufactured
by Gamma Two. It is a roughly cylindrical robot, designed for
deployment into home and office environments (see Illustration
3). It is equipped with 12 forward looking ultrasonic ranging
sensors, thermal infrared sensor, encoders, and a magnetic
compass. The drive system is based on two co-axial drive motors
and fore and aft casters. This enables the robot to turn in place as
well as execute straight line and curving forward motion.



Ilustration 3: BSL Series robot manufactured by Gamma
Two, Inc.

The control system is a two tiered structure, with a lower tier real-
time control system directed by the upper tier Cybernetic Brain.
The lower tier (cerebellum) is responsible for sending control
signals to the drive system, monitoring the sensors, and reflex
actions such as collision avoidance. The Cybernetic Brain is
responsible for planning, execution monitoring, fault analysis and
correction, and maintaining a multi-resolution representation
(mental model) of the world as it changes and is changed by the
robots actions.

5.2 Cybernetic Brain Architecture

Ilustration 4: The Cybernetic Brain architecture is derived
from the structure of vertebrate brains in living systems.
Rather than being mathematically principled, it is based on
the biological principles that lead to natural intelligence.

Our approach to an intelligent architecture is biologically
principled. Rather than attempting to construct a priori a system
the embodies intelligence, we rely on the large number of
exemplars of intelligent systems presented by living systems.
Recent advances in brain imaging have provided significant
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indicators of the structure of one successful solution to the
problem of producing an intelligent system.

From this recent research we have designed and implemented a
Cybernetic Brain. This brain displays the capabilities normally
associated with intelligent behavior, and conforms to the
definition of intelligence outlined above. The design and
architecture of this system is presented in Robots, Reasoning, and
Reification[6].

In order to function in the complex, dynamic, and uncertain
world, living systems have evolved complex, multilevel
feedback/feed-forward structures in their brain architecture, and
rely on significant levels of redundancy supporting multiple
representations of information organized for different purposes. It
is Dbelieved that these redundant, multi-resolutional
representations are necessary to support complex intelligence.

We have emulated this complexity in our design not because we
like complexity, but because the only working models of
intelligent behavior seem to require it.

5.3 Goal

The goal of this experiment is to investigate the impact of
environmental conditions on the measured performance of the
robot. The goal given to the robot is to complete a tour of
specified locations. The robot is instructed by voice command to
execute a tour. The robot must control its velocity (both linear and
angular), and heading during an approximate 10 meter closed
path.

5.4

The performance of the robot on its assigned tasks is measured by
the total time from the assignment of the goal to the completion.
This metric was chosen for several reasons:

Metrics

1. Itis a 'black box' metric — no knowledge of the internal
mechanisms of the robot is required;

2. It is applicable across many types of robots;

3. It integrates both the planning ability and the execution
of the actions (this would penalize a robot that
produced plans that it was incapable of reliably
executing); and,

4. It requires the robot to perform these tasks while
monitoring the environment and adapting to failures.

This provides a single metric that captures the ability of the robot
to achieve its goals — a hallmark of an intelligent system.



5.5 Setup

The tests were run in the lab at Gamma Two, with a six station
patrol route. The route (See Figure 5) requires the robot to cross
open areas, skirt the edge of obstacles, and avoid potential
obstacles such as the stair-rail on leg E.

Illustration 5: The patrol route for the experiment. The
total length is approximately 10m.

5.6 Drunken robots

The BSL series robots maintain a multi-resolution representation
of the world, and maintain a history of recent actions, tasks, and
events. As with living systems, this Episodic Memory requires
space, and processing power; and like living systems, the robot
has limited resources (bounded rationality is the term used by
Newell and Simon[9])

In living systems, this linear, time sequenced Episodic Memory is
processed into a more structured representation (Semantic
Memory) during sleep. Several studies have demonstrated that
there is significant degradation of cognitive function as a result of
sleep deprivation[3]. This may be, in part, due to the increasing
cognitive load of maintaining the unprocessed Episodic
Memory[5]. It has been reported that chronic sleep shortage of as
little as 1 to 2 hours per night has effects on cognition, judgment,
and motor skills equivalent to alcohol intoxication[10]. Under
normal operation, the robot uses downtime to re-process its
Episodic Memory. Since it is a service robot, this reprocessing is
designed to occur when there are no unsatisfied tasks. By
preventing the robot from offloading this memory, (analogous to
sleep deprivation, which approximates drunkenness) we force the
robot towards the edge of its stability envelope, and into the
unstable performance area of Illustration 2.

The effect of this 'drunkenness' is to limit the resources available
to the kinesthetic control system. The robot is designed to
constantly monitor its environment, and adjust its movement in
response to changes in the sensed environment. This enable the
robot to re-calculate the direction it needs to travel, and the
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distances and speed needed to arrive at a desired location
regardless of roughness on the floor, different surfaces, close
approaches to obstacles, and dodge moving obstacles. This
kinesthetic intelligence is needed to successfully execute the
planned actions in an uncertain and dynamic world.

To stress the kinesthetic intelligence, we prevent periodic
offloading of the Episodic Memory. This forces the Cybernetic
Brain to assign increasing amounts of resources to the tasks of
maintaining Episodic Memory. Since the computer is limited in
resources, if additional resources are needed for 'maintenance’
tasks — then fewer resources are available for the primary tasks
(See Illustration 6). In short, the logical-mathematical, linguistic,
and kinesthetic intelligence of the robot will be compromised. It
will take longer to plan, the processing of voice input and output
will be degraded, and the ability of the robot to move smoothly
and accurately will be impaired.

Resource allocation
under environmental conditions
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Illustration 6: Resource allocation under varying
environmental conditions.

We allow the maintenance tasks to require increasing resources,
and measure the time to task completion. As fewer and fewer
resources are available for kinesthetic computation, the robot has
greater and greater difficulty navigating around the space in a
timely manner. It takes longer to plan the actual movements (how
many degrees to turn, how far and fast to travel). It also impacts
the fine motor control needed for stopping at the appropriate
location. As the fine motor control degrades we expect to see
slower approaches to targets, more and larger mid course
corrections during travel, and repeated overshooting and
undershooting on final target approaches. All of these will impact
the total time until to task completion.

We ran the robot around the patrol route and recorded data for
*  Unprocessed Episodic Memory size
*  Total Execution Time

The protocol was to:

1. Place the robot in a known location and orientation
(room-center facing north — point 0 in Illustration 5);

2. Inform the robot of its location and pose;

3. Task the robot with a single patrol; and,



4. When the robot completed its task, query it for total
time and Episodic Memory size.

Since the robot is constantly monitoring it's own performance,
and state, it automatically tracks the needed information and can
simply be asked to report the values.

This process was repeated until the Episodic Memory size grew
to over 100MB, well outside the operating specifications, and by
the same token, well outside the envelope. Once we reached
100MB files, we allowed the robot to process its Episodic
Memory, and started over with an empty memory.

6 RESULTS

The typical patrol required 129 seconds, and we collected a total
of 129 data points. During the course of this testing the robot
traveled over 1.5 kilometers.

Since we began each run inside the envelope, and ended it well
outside, we have data points from both the stable zone, and the
unstable area for the robot. The raw data is shown below as a
scatter plot of execution time versus Episodic Memory size.
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Ilustration 7: Overall Performance of the robot during all
tests
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It is clear from these data that there is very little correlation
between the execution time and the Episodic Memory size. In
effect, the state of the Episodic Memory would appear to have no
correlation with performance. However, since our hypothesis is
that we would have very low correlation within the stable zone,
and much higher correlation in the unstable region. When we
partition the data into stable and unstable regions we get the
results listed in Table 1.

Zone Data Points Linear Correlation
(r2)
Stable 80 0
Unstable 49 0.26
Overall 129 0.05

Table 1: The relative correlation of the stable zone and the
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unstable area

From these data it is clear that we have differential behavior
inside and outside the envelope boundary. Which is consistent
with our hypothesis. Further more, the performance outside the
stability envelope shows a significant linear degradation, from
which we can predict the performance.

Unstable Zone Performance
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Illustration 8: Predictive model of performance outside the
stable zone.

7 CONCLUSIONS

In this paper, we have discussed the ways in which a definition of
intelligence must change when the system being analyzed is
embedded.  These changes include an extension of the
intelligence metric to include, at the least, spatial and bodily-
kinesthetic intelligence.

We have also shown that the performance of an embedded
artificial intelligence can be degraded by environmental
conditions. We have analyzed the expected performance of an
intelligent system with complex feedback control systems. After
discussing the expectation of both stable and unstable zones
controlled by environmental demands, we analyzed the impact of
this on performance metrics. We concluded that we would see
areas of self-similar near optimal performance, surrounded by an
unstable zone of degraded performance.

With this in mind, we concluded that there is little value in
running multiple performance metrics within the stable zone,
since they would produce similar measurements. However, there
is significant advantage to probing the edges of the stability
envelope, and probing the unstable areas to assess performance
degradation.

We designed and ran tests based on this methodology on a service
robot, to assess its performance and showed that it displayed
characteristics that matched our predicted behaviors, and found
that its measured performance was significantly affected by the
environmental characteristics.



This finding has two important corollaries. First that any metric
for intelligent systems must include performance over a variety of
environmental stresses. These stresses should be related to the
types of environmental conditions that the embedded system will
be exposed to under normal conditions. Second, and perhaps
more important, the result of this testing will indicate the
direction that further work should go, in order to make a more
robust system.

As a side note, one of the most challenging aspects of collecting
data for performance metrics on robots is the sheer ti