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Abstract

The Second Conference on Neutron Cross Sections and Technology-
was held in Washington, D. C. on March 4-7, 1968. Papers from this

Conference have been published in two volumes, as follows: Volume I,

Sessions A-D, pages 1-640; Volume II, Sessions E-H, pages 641-1337.
These volumes contain the texts of the invited and contributed papers of

the Conference. Topics covered include: The need for neutron data in

fields of science and technology; standard data and flux measurements;
the determination of neutron cross sections by theoretical and experi-
mental techniques; a presentation of recently measured data and their
utilization in a variety of applications.
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Foreword

The National Bureau of Standards, along with the other sponsoring
institutions, has been most gratified with the conduct of this second
in a series of conference designed to bring neutron cross section
measurers and users together. The first conference was entitled, "Neu-

tron Cross Section Technology," and was held in Washington, D. C,
March 22-24, 1966. Its success prompted the "Second Conference on Neu-
tron Cross Sections and Technology," held in Washington, D. C, on March
4-7, 1968.

The sponsors generally, and the Center for Radiation Research par-
ticularly, are keenly interested in promoting effective coupling between
basic and applied radiation research. These conferences have proved to

be a most successful exercise in the transfer of technology. We look
forward to more of these symposia in the future. For this recent one,

we wish to acknowledge the very capable manner in which the General
Chairman, Dr. David T. Goldman, of the Center for Radiation Research,
conducted the conference.

Carl 0. Muehlhause, Director
Center for Radiation Research
National Bureau of Standards



Preface

These are the proceedings of the Second Conference on Neutron Cross
Sections and Technology held at the Shoreham Hotel in Washington, D. C,
1968. The meeting was sponsored by the Atomic Energy Commission, the

National Bureau of Standards, the American Physical Society, and the
Reactor Physics and Shielding Divisions of the American Nuclear Society.
There were 320 registrants of whom approximately 20% came from outside
the United States.

The purpose of this conference, as elucidated in its prospectus,
was to provide a common meeting area for the exchange of information
among nuclear scientists and engineers interested in neutron cross sec-
tions. The program was designed to consider aspects of neutron cross
sections in the following sequence: the need for accurate measurements;
their determination by theoretical and experimental techniques; and their
applications. As indicated in the Table of Contents, the conference was
divided into eight sessions, each lasting a half day. Each session con-

sisted of two or three invited talks, which are distinguishable in these
pages by their greater length, and contributed papers. No attempt was
made to record the comments and questions following each oral presenta-
tion in order to retain informality at the meeting. By requesting one

speaker to summarize several papers dealing with a single topic, it was
possible to avoid simultaneous sessions and yet present over half of the

more than one hundred contributed papers. There is, however, no dis-
tinction made between those presented orally and those accepted for pub-

lication only. The report of the panel summarizing the contents of the

meeting was recorded verbatim and subsequently edited. It is suggested
that the reader turn to these pages first to receive an impression of

the general flavor of the meeting, prior to turning to specific research
contributions

.

Following a well established custom for the rapid dissemination of

the proceedings of scientific conferences, it was decided to publish
this volume by direct photoreproduction of manuscripts provided by the

authors. The editor would like to acknowledge the cooperation of the

authors who provided a suitable copy promptly, thereby assisting the

speedy publication of these proceedings. Any errors appearing herein
are, however, the responsibility of the editor, though effort was made
to avoid them by retyping where necessary.

The editor, who also functioned as Conference Chairman, would like

to thank the members of the Program Committee who were responsible for

arranging the choice of speakers, the selection of contributed papers,

and an initial review of the manuscripts. They responded immediately to

any request from the chairman. The success of the conference was due to

the Committee members, many of whom also functioned as session chairmen,
to the speakers, and, most important of all, to the attendees who pro-

vided well attended sessions complete with stimulating discussions. The

IV



experience provided by the initial conference and its Chairman,
Professor W. W. Havens, Jr., and the example of its Proceedings, CONF-

660303 (1966) edited by P. Hemmig were of extreme value. The most
delightful and informative speech delivered by Congressman Craig Hosmer
of California, Ranking minority member on the Joint Committee on Atomic
Energy, following the Conference banquet was one of the high points of

the meeting. The talk entitled, "The Scientific Establishment, Where
Is It Headed?" provided many points for future discussions and will be

published in PHYSICS TODAY.

Appreciation is expressed to the sponsoring organizations without
whose encouragement and financial assistance this Conference would not
have taken place.

The editor gratefully acknowle
of Technical Information and Public
Mrs. Sue Damron and Miss Wanda Hein
ceedings

.

dges the assistance of the NBS Offic
ations and secretarial assistance of

in the preparation of these pro-

March 1968 David T. Goldman
National Bureau of Standards
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ABSTRACT

Although yeoman work has been done by Macklin and Gibbons
at Oak Ridge on neutron capture cross sections in the ~ 1 to
~ 100 keV range for application to the s_-process of nucleosyn-
thesis in stars, yet much research in this and related fields
is still needed. Many important isotopic cross sections are
still unmeasured. At Los Alamos Seeger has continued his im-

portant studies of the properties of the unstable neutron-rich
nuclei but more experimental and theoretical work is required
to reach an understanding of the r-process of nucleosynthesis.
At Rice University Clayton has analyzed the empirical data
needed to reach a more complete understanding of the chronology
of nucleosynthesis in the Galaxy. At the California Institute
of Technology studies continue on reactions such as C"'"~'^(a,n)

which serve as sources of neutrons in stars. The situation as
of March, 1968 is reviewed with especial emphasis being placed
on the correlation of astrophysicaJ. and geochemical observations
with predictions based on experiment and theory in neutron
physics.

Supported in part by the National Science Foundation [gP-7976, formerly
GP-5391] and the Office of Naval Research [Nonr-220(ii7 ) ]
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1. INTRODUCTION

Neutrons play many roles in the drama, of astrophysical phenomena.
Along with protons they are one of the fundamental building blocks from
which all nuclei can be synthesized.^ Charged particle reactions are im-
peded by Coulomb barriers and become ineffective in nucleosynthesis beyond
the iron-group nuclei. IMhampered by Coulomb barriers, neutrons build the
heavy nuclei.

Two years ago at the First Conference on Neutron Cross Sections and
Technology, George I. Bell [l] discussed in some detail the two processes
by which nuclei are synthesized by the multiple capture of neutrons in stars,
supernovae, and other astronomical objects. These two processes are (l) the
s^-process, in which the neutron captures are slow (s^) compared to the inter-
vening beta decays and (2) the r-process in which the neutron captures are
rapid compared to the beta decays. In the r-process, photo- ejection of
neutrons plays an inrportsmt role in near equilibrium with neutron captures.
Since Bell's paper discussed the detailed operation of the two processes
as well as the experimental situation in regard to the relevant neutron
cross-section measurements as of early 1966, I will not attempt a funda-
mental discussion of the theory of the two processes. I will instead
concentrate on an up-dating of the experimental information on cross sections
and binding energies still needed for correlation with observations on

elemental and isotopic abundances in meteorites, the sun and other stars.

In addition, I will discuss a recent suggestion concerning the site of the
^-process and, finally, the recently suggested role of neutrons in explosive
nucleosynthesis.

2. MULTIPLE NEUTRON CAPTURE IN STELLAR NUCLEOSYNTHESIS

The separation of heavy element synthesis by multiple neutron capture
into the £- and r-processes was first clearly demonstrated by Burbidge,
Burbidge, Fowler & Hoyle [2] who noted double abundance peaks at the magic
neutron numbers N = 50, 82 and 126. The double peaks associated with N = 82
are illustrated in Fig. 1 and are discussed in the caption. B^FH [2] pointed
out that the path of the ^-process proceeded through the valley of nuclear
stability while the r-process proceeded along the neutron-rich slope of this
valley. They also pointed out that the rare proton-rich nuclei (low mass
isotopes of the elements) could not be produced by neutron capture processes
and attributed their production to the p-process involving the capture of
protons or the photo- ejection of neutrons. The p-process was taken to be
much less probable than neutron capture under astrophysical circumstances.
The ^-process path is illustrated in Fig. 2, taken from Clayton, Fowler,

Hull & Zimmerman [3], for the case of the synthesis of the isotopes of tin.

CFHZ [3] chose tin as a particularly good example because it has a large
nurnber of isotopes, namely ten. These isotopes have not been chemically

^ Inside nuclei, neutrons and protons may exist part of the time in their
"excited states" which high-energy physicists identify as coequal "elementary
particles." However, under astrophysical circumstances it is neutrons and
protons and the very stable combination of two neutrons and two protons, the
alpha particle, which are the principal transfer agents in the nuclear trans-
mutations by which nucleosynthesis occurs. Thus cross sections involving
these particles are the ^inz qua non in the application of nuclear physics
to astrophysical phenomena.

2



fractionated since their nucleosynthesis and thus tell us the true results

of this nucleosynthesis. As shown in Fig. 3, CFHZ [s] pointed out that the

relative abundance of the ten tin isotopes clearly indicated the operation

of the S-, r-, and p-processes.

3. THE S-PROCESS

Conclusive quantitative confirmation in the case of the £-process, to

which we will now turn, came from the brilliant experimentstl measurements

of Macklin & Gibbons and their collaborators [k] at Oak Ridge who measured
neutron capture cross sections, often employing isotopically pure targets,

in the energy range from ~ 1 keV to above 100 keV. The results of Macklin,

Inada & Gibbons [s] for neutron capture cross sections for seven of the

isotopes of tin at 30 keV are given in Table 1. The energy, 30 keV, corre-

sponds to T ~ 3.5 X 10® K which is a reasonable estimate for the temperature

at which £-process neutrons become available in stars. The operation of the

£-process is governed by the set of differential equations

where 9n -^^ neutron flux, % is the abundance of the stable isobar at

atomic mass A on the £-process path and Is its neutron capture cross

section. This equation assumes that the beta decay lifetimes of unstable
isobars at A are short compared to their neutron capture lifetimes. Solu-

tions of this set of equations for a nuniber of possible neutron exposure
distributions, p(t) « t""^? where t is the time integrated neutron flux
(dT = cp dt), are shown in Fig. k taken from Seeger, Fowler & Clayton.^

TABLE 1

ON for TIN ISOTOPES

Nucleus

Process

a (30 keV)

(mb)

N(abundance)

isotope
element

0N N
r

aN =
s

a(N - N )r'

Sn 116 s 92 ± 19 0.1U2 13.1 0 13.1
117 sr 390 ± 82 0.076 29.5 ^ 0.040 13.9
118 sr 59 ± 12 0.2k0 Ik.

2

~ 0.045 11.5
119 sr 2i^3 ± 51 0.086 20.9 ~ o.o4o 11.1
120 sr 35 ± 7 0.330 11.5 0.045 10.0

122
12k

r

r

23 ± 5

23 ± 4

0.047
0.060

1.1
0.8

0.047
0.060

^ These solutions assume that the seed nucleus was Fe^^, the most abundant
of the iron-group nuclei. The results are to a certain extent independent
of the seed nucleus or nuclei assiimed. It has been suggested by Amiet and
Zeh, in a paper submitted to this conference, that r-process nuclei are the
seeds for the ^-process. Since r-process nuclei have an abundance distribu-
tion which decreases with A it would be expected that a fit to the observa-
tions might be obtained with a larger n than for Fe^®, or the iron-group
nuclei, as seeds. This is being investigated by D. D. Clayton, J. G. Peters,
and myself.
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The ledges in this figure correspond to CJ^^N^ ~ constant, which will he the
case when dW^/dt is small compared to either of the two terms on the right-
hand side of Eq. 1. This occurs when the cross sections are reasonably
large. The precipices occur when magic-N nuclei with small cross sections
hold up the flow of the ^-process so that dN^/dt is comparable to
a^_2^N^ ^^(itiagic N) and <?^N^ for the next nucleus and subsequent nuclei are
correspondingly smaller along a new ledge.

The tin isotopes studied by MG [k] fall on the ledge between A ~ 90,

N = 50 and A ~ 138, N 82. Thus aNg, where Ng is the s_-process abundance
relative to total Sn, should be roughly constant or slightly decreasing for
those isotopes of tin produced in the s-process as determined in Fig. 2.

Table 1 shows that this is indeed the case after correction for small
r-process contributions, N = N - N , is made. The r-process contribution
is estimated from the abundance of the r-only isotopes, Sn''"^^ and Sn"""^"*^.

For these isotopes, it will be noted that aN bears no relation to aN ^ oNg
for Sn-"--^^ to Sn-'-^° as should be the case where Ng = 0, N = N^,. Note that
relative isotopic abundances to total elemental Sn and not absolute solar-
system abundances have been used in this analysis.

SFC [s] used cross sections determined by MG [4], or systematic esti-
mates where experimental values were not available, plus solar- system abund-
ances compiled from meteorite determinations by Urey [?] and others to
produce a curve for f^ = opj^p^ vs. A similar to that shown in Fig. 5. This
figure is actually taken from Seeger & Fowler [s]. It clearly gives an
observational demonstration of the ledge and precipice structure from which
parameters characteristic of the s^-process exposure of solar-system material
are determinable. The apparent cut-off in the power law p(c) cc x"^*^ at

''max
~ 1«35 X 10^''' neutrons cm~^ will be referred to in the sequel.

Danziger [9] used the abundances he observed in 7 Pavonis and other
stars to show that the neutron exposure for the material in these stars was
in general different than that in the sun. Nevertheless the ledge and pre-
cipice structure for the aN curves for these stars is clearly shown in
Fig. 6 taken from Danziger 's paper.

The analysis by MG [h] of the aNg product for tin isotopes was compli-
cated by the necessity of making an r-process correction to obtain Ng = N-Nj,.
For this reason MG [h] measured the cross sections for samarium which has
two s_-only isotopes, Sm"""*® and Sm-'-^°, and for tellurium which has three
s-only isotopes (excluding possible very small ^-process contributions),
Te-^^^, Te-'-^^ and Te'^^'*. The results are shown in Tables 2 and 3 where it

will be apparent that the relative 0N are the same for the £-only isotopes
of Sm and of Te respectively, and that the other aN products show consider-
able spread as is expected since r-process contributions, where possible,
to Sm and Te isotopic abundances are quite substantial and not small as in
the case of Sn.

The aNg behavior on a precipice is illustrated quantitatively in
Tables k and 5 for Sr and Zr respectively where, after corrections for small
r-process contributions are made, a decrease of aNg with A is unmistakably
indicated. This is also indicated in Fig. 7 which represents an up-dating
of Fig. 5 to be discussed in more detail later. In Fig. 7 aNg for Sr and Zr

are plotted using solar- system abundances rather than relative isotopic
abundances and the drop in aNg from Sr°® through Zr^^ is quite marked. At
this point we might remark parenthetically that it is fair to raise some

question concerning either the neutron capture cross section or the



TABLE 2

aN for SAMARIUM ISOTOPES

N(abundance)

isotope
element

aN

0.031
0.150

0.112

0.138

0.074

0.267
0.227

5 ± 2

175 ± 28

28.9 ± 5.6

224 ± 39

27.4 ± 5.3

110 ± 19
74 ± 14

Nucleus

Process

Sm 144
147

148

149

150

152
154

P
rs

rs

rs
r

a (30 keV)

(nib)

150 ± 70
1170 ± 190

257 ± 50

1620 ± 280

370 ± 72

410 ± 70
325 ± 60

TABLE 3

aN for TELLURIUM ISOTOPES

Nucleus

Process

a (30 keV) N(abundance)

(mb)
isotope

^ ^ element

aN

Te 122 s

123 s

124 s

248 ± 40 0.0246
842 ± 80 0.0087
167 ± 25 0.0461

6.1 ± 1.0
7.3 ± 0.7
7.7 ± 1.2

125 sr
126 sr
128 r

130 r

458 ± 60 0.0699
89 ± 15 0.1871
33 ± 10 0.3179
14 ± 5 0.3448

32.0 ± 4.2
16.6 ± 2.8
10.5 ± 3.2
4.8 ± 1.7

TABLE 4

ON for STRONTIUM ISOTOPES

Nucleus

Process

a (30 keV) N(abundance)

/ , X isotope
(mb) -z ^^ ' element

aN N
r

EST

aN =
s

a(N - N )

Sr 86 s

87 sr

88 sr

75 ± 15 0.0986
108 ± 20 0.0702
6.9 ± 1.7 0.8256

7.4 ± 1.5
7.6 ± 1.4
5.7 ± 1.4

0

0.007
0.078

7.4 ± 1.5
6.8 ± 1.2
5.2 ± 1.3



TABLE 5

aN for ZIRCONIUM ISOTOPES

Nucleus

Process

a (30 keV) N(abundance)

(lA,)
isotope

^ ^ element

aN N
r

EST

aN =
s

a(N - N )r

'

Zr 90 s^r

91 sr

92 sr

9k sr

11 ± 3 0.515
59 ± 10 0.112
31^ ± 6 0.171
21 ± k o.nk

5.7 ± 1.5
6.6 ± 1.1
5.8 ± 1.0
3.7 ± 0.7

0.030
0.025
0.030
0.028

5.3 ± 1.5
5.2 ± 0.9
k.a ± 0.8
3.1 ± 0.6

96 r kl ± 12 0.028 1.1 ± 0.3 0.028

meteoritic abundance for Y , the only isotope of yttrium, for which aN is

substantially less than its correct position on the precipice between
Sr®^ and Zr®°.

As noted above, Fig. 7 is an up-dating to early 1968 of Fig. 5, vintage
1966. New measurements for a and new determinations for Ng have been in-
cluded. In addition there are included points based on cross- section esti-
mates made by I/fe,cklin & Gibbons (private communication) in connection with
new and urgent theoretical calculations now being undertaken by Seeger
(private communication). These estimates (see caption of Fig. 7 for identi-
fication) are based on the best available systematics and theory of nuclear
capture cross sections but seem to yield discrepant aNg values in a number
of cases. Thus new measurements are needed and these have been summarized
in Table 5. In addition to difficulties concerning germanium, barium and
osmium we note that special emphasis should be placed on isotopic measure-
ments in cadmium which has eight isotopes and is similar to tin in this
context. The new cross section estimates which lower the ledge between
A = 1^0 and A = 200 should be checked by actual measurement. The cross
section for Y®^ should probably be remeasured although there is a good
chance that its abundance in meteorites relative to Sr and Zr is not correct-
ly known.

Lead is the last element mentioned in Table 6 and, although r-process
contributions to lead abundances are substantial, this section will be con-

cluded with a discussion of this element. Lead is interesting in that it

has georadiogenic contributions from the decay of natural radioactivity
since the formation of the solar system. It is believed that these contri-
butions can be eliminated by using the abundances observed in iron meteorites
which contain little uranium and thorium. However, cosmoradiogenic contri-
butions from radioactive decay of r-process nuclei during galactic nucleo-
synthesis prior to the formation of the solar system are not eliminated in
this way. Thus the calculation of r-process contributions for the lead
isotopes is fairly complicated and is related to that for uranium and thorium
discussed in the next section.

In Table 7 the situation in regard to lead isotopic abundances and cross
sections is presented. The relative isotopic abundances in iron meteorites
have been normalized to the total lead abundance observed spectroscopically
in the sun by Helliwell [lO]. More recent determinations by Mutschlecner
[ll], Grevesse, Blanquet & Boury [l2] and Ross, Aller & Mohler [13] average
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TABLE 6

NEUTRON CAPTURE CROSS SECTIONS NEEDED
FOR CIARIFICATION OF S-IROCESS

Nuclei Remarks

All Fe-Cr Isotopes Required for Cu-Ni synthesis.

Ge 70, 12, 73, ik Reverse trend in aN but
discrepancy in Ge 7^ measurements.

Cd 106 to 116 Eight isotopes, five £-process.
Similar to tin.

Ba 130 to 138 Current estimates for a

yield reverse trend in aN.

Us lob, 1.0 1 , ±oo Current estimates yield high cjN.

Cosraochronology: Re 187 -> Os 187.

Pb 208 Present error (a = S'''^) leaves

cosmochronology uncertain.

TABLE 7

LEAD ABUTTOAWCES (Si = 10^ SCALE)

Iron N N a (mb) aN
Meteorites

r s s

Pb 2Qh 0.05 0 0.05 1+3 2.2
206 0.21+ 0.23 9.6 2.2

207 0.52 0.33 0.19 8.7 1.6

208 1.1+6 0.12 1.31+ 3+1 1++2
-3

2.50

Solar Pb 2.5 Helliwell (1961)

1 J+-^2.1^•^-0.8 Mutschlecner (1963)

1.8 Grevesse, Blanquet & Boury (1967)
3.2 Ross, Aller & Mohler (1967)

Nota Bene: Total Pb > 1.6 for N (207) > 0
s

out to Helliwell's value. This value, lead/silicon = 2.5 X 10~
, is con-

siderably greater than that found in ordinary chondritic meteorites and is

even somewhat greater than the value, 1.6 X 10"^, found in the Orgueil
meteorite (7) which is a carbonaceous chondrite. The r-process abundances,
Nj,, are determined quite independently of the observed abundances through
r-process calculations normalized as discussed in the next section. Con-
siderable confidence can be placed in these r-process values. The resulting
N = N - Nj. values are multipled by the cross sections from MG [h] to obtain
aNg. Clayton & Rassbach [ll+] show that the SF [8 J neutron exposure with
cut-off cannot account for these aNg-values which look much more like equi-
librium values (cJNg = constant) characteristic of a substantial exposure
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with T > 2.50 X 10 neutrons cm . This may indicate that r-process nuclei
in the N = 126 peaik near A = 195 have served as seeds for the £-process. To

reach a clearer understanding of the situation a more accurate cross section
for Pb^°® is required. Although MG [h] give the Maxwellian averaged cross
section at kT = 30 keV as 2.9 mb, in a private communication they point out

that the error is (+1,-2) nib. Finally in this connection there is one point
which must be emphasized. Because the r-process contributions are fairly
well established a lower limit on the overall lead abundance can be obtained
by setting the ^-process contribution to Fb^^"^ , for example, equal to zero.

This leads to total Fb > 1.6 on the Si = 10® scale. Observational values
below this number are suspect and should be investigated carefully for re-
liability. In fact NgCPb^^*^) is certainly not zero and a reliable lower
limit in roxmd numbers is Pb s 2. This corresponds to log Fb > 1.8 on the
astronomical scale on which log H = 12, log Si =^ 7.5.

^' THE SITE OF THE S-PROCESb

During the past year R. H. Sanders [l5] has suggested a promising site
for the s^-process. He suggests that neutrons will be produced by interac-
tions among the light nuclei and captured by heavy seed nuclei in the helium
burning shells of "mild" Ibpulation II stars during their red giant stage of
stellar evolution. Population II stars are those old stars formed early in
the history of the Galaxy when the primordial gas contained few heavy
elements. Those remaining now have masses equal to or less than that of the
sun (low mass stars age very slowly) and their counterparts, which formed
with greater mass, are thought to have evolved to the point where they
slowly (planetary nebulae) or rapidly (supernovae) ejected much of their
mass into the interstellar medium. This ejected mass contained new elements
synthesized during the evolution of these stars. From the interstellar
medium, laden with nuclear debris, young Population I stars such as the sun
are thought to have formed. Mild Population II stars are intermediate in
this scheme of things and do contain some heavy elements, particularly the
iron group, inherited from extreme Population II stars.

Sanders ' ideas are illustrated very schematically and not to scale in
Fig. 8. Schwarzschild & Harm [16] showed that helium burning in low mass
Population II stars eventually leads to an inert C^^ core surrounded by a

helium burning shell in which C'^^ is being produced via 3 He** C"""^. They
found this shell burning to be thermally unstable and to lead to flashes or

relaxation oscillations in which the large nuclear energy generated led to
convective instability and consequent large scale mixing. This mixing
reached through inert, unburned helium previously produced by 4 H^ ^ He"*

into the outer region containing unburned hydrogen. Sanders points out
that the hydrogen mixed down to the outer parts of the helium burning shell
in which C ^ is being produced will rapidly react at the ambient temperature
of 10^ °K according to C^^(p,7 )N^^(e+v )C^^ to produce C^^. The half life of
the N"""^ is only 10 minutes and it will beta decay rather than react with
additional protons. In fact, if too many protons are not injected into the
outer layer of the helium burning shell, the C'^^ will consume the protons
and the C"*"^ will survive to mix still deeper to temperatures as high as

2 X 10° "^K. There it can interact with helium to release neutrons in the
reaction C"''^(a,n )0-'-®. These neutrons are captured by heavy seed nuclei such
as Fe^® to form still heavier elements by Fe^® (n,7 )Fe^'''(n,7 )Fe^®(n,7 )Fe^^
(e~v)Co^^(n,7 )Co®°(e~v)Ni®°(n,7 )Ni®-'- These capture reactions are in-

deed the beginning of the s^-process which terminates by re-cycling involving
alpha and beta radioactivity in the lead and bismuth isotopes:
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Pb206(n,7 )Pb20'^(n,7 )Fb^°^{n,7 )Fb^°^{e-V)B±^°^(n ,7 )Bi2iO(e"v )Pb2iO(a)Pb206. .

.

The heavy elements are mixed outward by the convection and are eventuaJLly

dispersed into the interstellar medium in the eventual disruption of the

star. Thus proceeds the ^-process and Sanders adduces quantitative argu-

ments to show that sufficient heavy elements are produced in "mild" Popula-

tion II stars to account for the abundances observed in Population I stars.

Critical to the above argument is the rate of the C"'-^(a,n)0-'-® reaction.

Fortunately this has recently been measured in our laboratory by my former

student, C. N. Davids [l7], whose results are shown in Fig. 9. It would

seem that all is well with the s-process.'

5. THE R- PROCESS

The abundances due to the r-process are not correlated at all with

neutron capture cross sections as is illustrated in Fig. 10 taken from

CFHZ [3]. On the other hand these abundances are thought to be proportional

to the beta decay lifetimes of neutron- rich progenitor nuclei which lie in

the r-process capture path. The problems associated with the estimation of

the binding energies and beta decay lifetimes of these nuclei will be
discussed at this Conference by P. A. Seeger and so discussion of r-process
theory will be omitted here and correlations with observations will be
stressed.

By the use of the aN curve in Fig. 5 and of cross section measurements
for a it is possible to determine many unkno\m values for Ng. Subtraction
from solar-system abundajice K then yields N^^. For nuclei bypassed in the

s-process, Ng = 0 and Nj, = N directly. In this way Fig. 11 was prepared by
SFC [s]. The abundance peaks characteristic of the r-process at A ~ 80
(U = 50), A ~ 130 (N = 82) and A ~ 195 (N = 126) are clearly apparent and
can be accounted for quantitatively by the detailed theory of the r-process.

In simple terms the peaks arise from the relatively long lifetimes of the
magic W progenitors in the r-process path. Of considerable interest is the

broad hump among the rare earth elements near A ~ 160. This has been ascribed
to the additional stability and longer lifetimes of deformed nuclei between
the closed shells at N = 82 and N = 126. Clayton & Fowler [I8] used s- and
r-process calculations to calculate abundances in this region for comparison
with observations on rare earth abundances in meteorites inade by Schmitt,
Smith, Lasch, Mosen, Olehy & Vasilevskis [l9]. The motivation for this
particular comparison lies in the fact that rare earth elements will have
been relatively less fractionated since nucleosynthesis than other elements.
The comparison is shown in Table 8 where it will be noted that the "absolute"
calculations of CF [I8] need only be normalized by a factor 0.7 to give
agreement with SSIMOV [l9] to within a factor better than 2 in all cases.

It is believed that a deformation hump similar to that observed in the
rare earths will occur around A ~ 250 in between the closed shells at N = 126
and N = 18^1-. This hump will occur in the abundances for nuclei which are
the progenitors of Th^^^, U^^^ and U^^^, the parents of the natural radio-
active series. Thus it is salutary to have good agreement between observa-
tion and theory in the rare earth region.

Several groups of authors have extended the r-process calculations into
the trans-bismuth region where this process alone operates since the s-process
terminates by alpha decay re-cycling in the lead and bismuth isotopes. The

9



TABLE 8

COMPARISON OF OBSERVED AM) CALCUIATED ABUITOAWCES OF RARE EARTHS

(Si = 10^ SCALE)

Elemen't
Average in

12 Chondrites^

Calculated

(x 0.7)^
Ratio

La 0.39 0.k9 1.3
Ce 1.05 0.82 0.8
Pr 0.16 0.12 0.7
m 0.66 0.54 0.8
Sm 0.23 0.U2 1.8
Eu 0.081 0.10k 1.3
Gd 0.33 0.29 0.9
Tb 0.05i+ 0.058 1.1
Dy 0.31 0.31 1.0
Ho 0. 075 0. 059 0.8
Er 0.21 0.25 1.2
Tm 0.032 0.0^2 1.3
Yb 0.18 0.27 1.5
La 0.031 0.025 0.8

3.8 3.8

f' SSIMOV [19]

CF [18] [0.7 X (N + N )]

motivation is to calculate the expected abundances of thorium and uranium
which have important bearing on the chronology of nucleosynthesis- In the
calculation of the abundance of Th^^^, U^^^ and U^^® produced by the r-process
it must be recalled^ as first pointed out by B^FH [2], that these nuclei
have progenitors at atomic masses other than A - 252, 235 and 238 respect-
ively. For example^ in the case of l^^^ , alpha decay follows beta decay for

all nuclei produced at A = 239, 2^+3, 2^7, 251, and 255. Thus the abundances
produced at these mass numbers contribute on a relatively short time scale
to the U^^^ abundance. This sequence of progenitors terminates at A = 255

since the beta stable nucleus at A = 259 is thought to decay by spontaneous
fission rather than by alpha decay. The consequences for the total abund-
ance of U^^^ are shovm in the middle column of Table 9 prepared by Hoyle &

Fowler [20] . Similar arguments apply to the calculation of the abundances
of Th^^^ and U^^® although slight complications arise as noted in the table
at A = 2kQ , 250 and 252 where both alpha decay and spontaneous fission occur.

The normalization indicated in the table was determined empirically by
HF [20] by comparing similar calculations by them with observations in the
region A ~ 120 to 180.

It must be noted that the calculations for the Th^^^, U^^^ and if^^
require a chronological model of nucleosynthesis in the Galaxy prior to the
formation of the solar system since these nuclei decay even while they are
being produced. HF [20] used the continuous synthesis model extending back
to an assumed origin of the Galaxy some 12 x 10^ years ago as first proposed
by Fowler & Hoyle [21] and subsequently discussed by Fowler [22] and
Clayton [23]. In addition the exponential decay since the origin of the
solar system must be taken into account as is done in the last line of

Table 9 to obtain present day abundances. These r-process abundances are

10



TABLE 9

TH AM) U ABUNDANCES PRODUCED IN THE R-PROCESS (Si = 10 SCAUE)

U235 U238

A Yield A Yield A Yield

232 0.078 235 0.074 238 0.098

236 0.083 239 0.114 242 0.157

2^0 0.142 243 0.143 246 0.134

2kk 0.148 247 0.117 250(0. 10a) 0.012
248 (,0.o9q:; U. 110 251 0.109
252 (0.86a) 0.101 255 0.105
Sum ( each r- event) 0. 662 0.662 0. 401
Normalized 0.20 ± 0.07 0.20 ± 0.07 0.12 ± 0.04
4.6X10^ yr ago 0.16 ± 0.05 0.02 ± 0.007 0.'068 ± 0.023

Now 0.13 ± 0.04 (2.4±0.8) xlO"^ 0.034 ± 0.011

TABLE 10

THORIUM & URANIUM ABUNDANCES (Si = 10^ SCALE)

Th U

Ordinary Chondrites
Urey (1964) 0.027 ± 0.004 0.009 ± 0.003

Carbonaceous Chondrites
Morgan & Lovering (1967) 0.040 ± 0.009 0.012 ± 0.004

R-Process Calculations
Hoyle & Fowler (1963)
Seeger, Fowler & Clayton (1965)

0.13 ± 0.04
0.20 ± 0.05

0.034 ± 0.011
0.049 ± 0.012

Solar Spectroscopy
Grevesse, Blanquet & Boury (1967) 0.12 ± 0.03

Difficult
to observe

entered in Table 10 for comparison with observations on meteorites and the
sun. Quite independent caJ.culations by SFC [6] are also entered as an indi-
cation of the oversill uncertainties in the r-process abundances. The two
sets agree within their estimated uncertainties (± 25 to 30^). On the other
hand the r-process abundances are definitely larger than the thorium and
uranium abundances listed in Table 10 for ordinary chondrites, U [7], and
for carbonaceous chondrites, Morgan & Lovering [24], This discrepancy has
constituted a major problem for some years in regard to nucleocosmochronology
and the radioactive content and heating of the earth and moon as discussed,
for example, by HF [20].

For numerous reasons uranium and thorium are difficult to observe
spectroscopically in the sun. Recently, GBB [l2] have identified
one thorium line in the sun and find the value entered in Table 10.

11



This value is in agreement ^^dth the r-process prediction but clearly more
observations are needed. It must also be stressed, however, that more in-

formation on the masses, binding energies and beta decay lifetimes of
neutron-rich nuclei are needed in the r-process calculations and P. A.

Seeger will speak to this need when he addresses this Conference.

6. EXPLOSIVE NUCLEOSYNTHESIS

Gamow's "big bang" during the early stages of the expanding universe is

the prototype of explosive nucleosynthesis. Wagoner, Fowler & Hoyle [25]

have recently repeated the early calculations of Fermi & Turkevich [26] on
nucleosynthesis in the "big bang" using modern nuclear reaction rate data.

They confirm the original conclusion that elements beyond helium cannot be
produced in "big bajig". At the same time they found that some heavy element
production will occur in the explosion of supermassive stars (M ~ 10® ^^)^
This result has been confirmed and verified by Wagoner [27]. A typical
example of the abundances resulting from the explosion of a star with mass
equal to ~ 10® 1^ is shown in Fig. 12. The abundances produced show a

marked similarity to solar- system abundances in relative proportions but
are all low relative to helium in the solar system. This is not as dis-
couraging as it might seem since old Population II stars are deficient in
the heavy elements but do show relative proportions similar to solar- system
abundances. Population II stars may well have inherited their small but
definite amounts of heavy elements from very rapid contamination of the
primordial gas of the Galaxy by debris from rapidly evolving supermassive
stars.

Wagoner's results are critically dependent on cross-section estimates
for a number of neutron induced reactions as listed in Table 11. It will

TABLE 11

I\]EUTR0N REACTION CROSS SECTIONS NEEDED IN EXPLOSIVE NUCLEOSYNTHESIS

Reaction Q (MeV) Resonances

E^(cm,keV),j"

Reaction Q (MeV) Resonances

E^(cm,keV),j'^

Id®(n,7)li'^ 7.253 222, f"

Be^(n,7)Be^° 6.815 562, 3"

733, 2+

B^°(n,7)B^^ ll.i|-56 220, |+ or ^+
h90,

f-

B^^(n,7)B^^ 3.369 18, ^ 3

390, 2+

k.9k-7 560 ?

or f

+

+

C^^(n,7)C13

Ci®(n,7)C^^

N^^(n,7)N^^

0^®(n,7)0^'^

Oi^(n,7)0^^

0^^(n,7)0i^

Ne^°(n,7 )Ne^^

8.176 147, 1+ or 2+

10.835 470,
600,

4.143 409, I"
8.046 160, 2+

233, 3"

3.956 150,

6.760 540,

Be'^(n,a)He'^ 18.991 -0,2"
150, 3?

320, 3+

0^'^(n,a)C^'* 1.819 160, 2^

233, 3"

All (n,7), (n,a) & (n,p) multiresonance reactions for nuclei
with A > 20 over the energy range 10 keV to 3 MeV.

12



be noted that the (n,7) and (n,Q:) cross sections at certain specific low-

lying resonances in nuclei from Be''' to Ne^° are urgently needed. Above

We^° level densities become large and Maxwellian averaged cross sections

for kT ~ 10 keV to 3 MeV are needed for (n,7) ,
(n,a) and (n,p) reactions.

Neutron physicists have much to do before the origin of the heavy element

abundances in the first stars which formed in the Galaxy is understood.

7. OMISSIONS

Lack of space and time has prevented discussion of the following topics:

(1) The lifetime of the neutron. The recent redetermination of this basic

physical datum, 10.80 ± 0.16 min, by Christensen, Nielsen, Bahnsen, Brown &

Rustach [28] differs by more than the combined probable errors from the pre-

viously accepted value, 11.7 ±0.3 min, due to Sosnovsky, Spivak, Prokofiev,

Kutikov & Dobrinin [29]. This change increases the square of the axial

vector coupling constant of the weak interaction by approximately lOfo. In

turn the rate of the pp-reaction in the sun and other stars is increased by

the same amount. Bahcall & May [30] show that the central temperature of

the sun is thereby decreased and the probability of detecting B® neutrinos
from the sun is lowered by 30^. New, independent measurements are urgently

needed to resolve the disparity in the Danish-Russian results.

(2) The primary and secondary effects of neutrons in spallation processes
on the surfaces of stars.

(3) The production of neutrons in flares on the surface of the sun and the

possibility of detection of these neutrons in satellites and space probes.

(k) The role of neutron stars in astronomy and the possibility of detecting
such objects.

8. EPILOGUE

In this paper an appeal has been made for additional measurements on
neutron interaction cross sections and binding energies for a variety of
nuclei in order to lead to further clarification of the operation of the
^-process and the r-process in stars and supernova and of the role of
neutrons in explosive nucleosynthesis. This has been done in full awareness
of the dangers expressed so succinctly by Abe Zarem, a good friend since our
graduate student days at Caltech, in the following passage:

"The terrible tragedies of science are the horrible
murders of beautiful theories by ugly facts.

"

This paper is dedicated to Robert G. Thomas (1923-1956) who
contributed so much to our understanding of nuclear interactions
throughout his lifetime both as a graduate student in our labora-
tory and as a staff member at the Los Alamos Scientific Laboratory.

313-475 0- 68—

3
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ATOMIC WEIGHT (EVEN)

Ilg. 1. The even-A atundajice peaks near A = 130 and 138. The peak near
A = 138 is ascribed to the s^-process in which seBaei® and 58Ce8l°,
for example, are actually in the path of nucleosynthesis. Their
large abundance is attributed to their small neutron capture cross
section which follows that both are nuclei with a closed neutron
shell (N = 82). The peak near 52Te78° is attributed to the
r-process in which the progenitor, before beta decay, of 52Teyi°
was 48Cd8i° which calculations show should have a longer beta decay
lifetime and thus a greater abundamce than its immediate neighbors
on the path of r-process synthesis.
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fig. 3. Abundance evidence for the operation of three separate processes,

£, s^, and r, in the formation of the stable isotopes of the element
tin. The first three isotopes can only be produced in the rela-
tively rare £-process involving charged particles (protons) or
radiation and their abundances are seen to be quite small. The
next five isotopes are produced by neutron capture at a slow rate

(£-process) and exhibit the regularity expected for this process-
decreasing capture cross section, hence increasing abundance, with
increasing mass number. The last two isotopes axe produced only by
neutron captures at a rapid rate (r-process) and the discontinuity
between the £-p2X>cess and the r-process is quite apparent.
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Fig. k. The product f(A) = o^Np^ calculated for various neutron exposure
distributions, p(t) <x t"", n = 1 to 7. These caJ-culations assume
that Fe^® was the seed nucleus. Note the ledge and precipice
nature of the solutions and compare with observations in Fig. 5.
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80 100 120 140 160 180 200 220
ATOMIC WEIGHT (A)

Fig. 5. Neutron capture cross section (a) at 30 keV times the solar-system

abundance attributable to the s-process (Ng). See SFC [6] for

details of experimental points. The heavy curve is that 3 calculated

for exposures to integrated neutron flux given by P oc t'T. The

light-curve is that calculated without cutoff in t.
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160

Fig. 6. Plot of log Ifo versus atomic mass A for a number of different
stellar objects.
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ATOMIC WEIGHT (A)

Fig. 7. Fig. 5 (1966) updated to early 1968. The points are designated by
• for an £-only nucleus with measured cross section, by o for an

£ > r nucleus with measured cross section, by + for an s_-only

nucleus with estimated cross section, and by x for an £ > r nucleus

with estimated cross section.
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Cosmic Abundances and the Extrapolation of Nuclear Systematica

Philip A. Seeger

Los Alamos Scientific Laboratory, University of California

Los Aleimos, New Mexico 87544

Abstract

The semi-empirical atomic mass law is a well-known way

of representing nuclear systematics near the valley of beta

stability. The fine structure of the mass surface provides

evidence of nuclear shell effects and deformations. In order

to calculate the adsundances of nuclides synthesized by rapid

neutron capture (r-process) in astrophysical events, nuclear

systematics must be extrapolated to the extreme neutron-rich

area of the N,Z-plane, and the details of shell and defor-

mation effects become pareunount.

A mass law with correction terms based on the Nilsson

model is presented and shown to be adequate for simplified

calculations of the r-process. Equilibrium nuclear defor-
mations are also found.

Of the major processes of nucleosynthesisClH which have produced
the isotopes present in the material of the solar system, only the r-

process, or neutron capture on a rapid time scale, deals with nuclides
whose properties cannot be measvired in the laboratory. Figure 1 displays
the solar-system abundances of the r-process. The figure results from
subtracting the abundances attributed to other processes from the ex-
perimental measurements; they are generally the most neutron-rich
isotopes. At temperatures found in stellar interiors, charged-particle
reactions are highly unlikely to occur on high-Z elements because of
the Coulomb barrier, and we therefore hypothesize that the elements
heavier than iron are synthesized principally by neutron captures on
"seed" nuclei in the iron group. If so, the structure of the abundance
distribution should reflect nuclear properties which depend on neutron
number; this is in fact clearly seen in the s-process, which produces
abvindance peaks for nuclei with magic numbers of neutrons by capture on
a slow time scale. It is attractive to hypothesize that the three major
peeJcs in Fig. 1 at A = 80, A = 130, and A = 195 result from neutron
magic numbers 50, 82, and 126 respectively. This implies that the path
of the capture chain lies so far to the neutron-rich side of the valley
of B-staQaility that the nuclides cannot be produced by current laboratory
techniques, including fission.

A calculated capture path is plotted vs N and Z in Fig. 2. The
valley of 3-stability is indicated by the line labeled "s-process", and
the r-process path is shown by symbols indicating the relative isotopic

*
Work performed under the auspices of the U. S. Atomic Energy Commission
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abundances of each element during the active phase of the process. The
r-process hypothesis C2II is that the captures occur in a high density
neutron bath at a high enough temperature that a steady state exists
between y-rays, neutrons, and nuclei of each value of Z, with B-decay
to the ^ext higher Z (at a rate very slow compared to (n,Y) and (Y.n) rates)
providing for motion of material along the path. After the temperature
and neutron density are turned* off, the existing nuclides B-decay iso-
barically toward B-stcibility , producing finally the neutron-rich stable
isotopes we observe. In the calculation shown, the temperature is 1.8 x
10^ °K cind the neutron density is 5 x 10^^ per cm-^.

The calculation of steady states requires a knowledge of neutron
binding energies, and the flow rate depends on B~decay energies. It is
therefore necessary to extrapolate the semi-empirical atomic mass law to
large neutron excesses. In the same manner that measured binding energies
show the effects of nuclear shell structure and deformations near B~
stability, the structure of the abundance distribution of r-process
nuclides shows that the same fine structure of the mass surface must
extrapolate into the neutron-rich region. It can be seen in Fig. 2

that the e±)undance peaks can indeed be related to neutron magic numbers.
Also note that in the region of A~160 the path passes through a region
of deformed (non-spherical) nuclei. The mass law used must contain an
adequate representation of shell and deformation effects for the calcu-
lated abundances to fit the data. It has been found [3] that the results
are very dependent on the structure of the mass law used, while being
relatively insensitive to assumptions concerning B-decay rates, initial
seed nuclei, and nuclear level densities. Therefore this work has led
to further study of the mass law.

In order for a mass law to be extrapolated confidently, it must be
based as fiinnly as possible on theory or at least on a good model, eind

have as few arbitrary constants as possible. To be useful for calcu-
lations over such a large part of the N-Z plane as needed for the r-
process , it must be simple enough that computer time is not prohibitive

.

The simplest usable nuclear shell model is the Nilsson model. C^] The
level diagrams shown in Figs. 3 and 4 as a function of nuclear quadrupole
deformation are each functions of only two parameters . There is an
additional radius parameter to convert from harmonic oscillator units
to energy units but this is the Scime radius parameter used to calculate
Coulomb energy. The essential features to observe in these diagrams are
the gaps which define the magic numbers of nucleons for spherical shapes,
eind the rarefactions which occur between magic niimbers for deformed
shapes; both classes of features result in a net increase in binding
energy compared to a uniform distribution of levels.

Strutinsky LsD has given a recipe for comparing a level diagram to

the liquid-drop nuclear model, and this has made it possible to develop
a mass law from the Nilsson model. C6ll Any model can be expected to go
over into the liquid-drop model for cin infinite number of particles, and
Strutinsky approximates this procedure for finite nuclei by spreading
each discrete level into a Gaussian with width from 0.5 to 0.9 harmonic
oscillator units. This leads to overlapping of all levels, cind eliminates
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fine structure. The liquid-drop part of the Nilsson model is not correct
because the model gives an accurate representation only of those levels

near the Fermi level; the harmonic oscillator potential used is not

adequate for low-lying or highly excited levels. Thus the best mass law

is obtained by applying shell structure as a correction to the well known
liquid-drop model mass law. C7j

The correction terms are found in a consistent manner by comparing

the discrete level diagrams to the smoothed out versions of the same

levels. Figure 5 gives the amount of extra binding energy for a number
of nuclei. Also shown in the figure is the calculated even-odd binding
energy difference based on the Bardeen-Cooper-Schrieffer model. T^gg
range of the correction is 15 MeV, being maximum for doubly magic Pb,

and quite negative for the mid-shell regions of rare earths and actinides.
In those regions, however, the most stable nuclear shape is found to be
deformed rather than spherical; the calculated deformations and defor-
mation energies are shown in Fig. 5. Note that although the calculation
gives some large deformations for lighter nuclei, only in the rare earths
and actinides does a great increase in binding energy result from defor-
mation .

The deviations of the resulting mass law, with five liquid-drop
parameters determined by least-squares adjustment to known masses and
six model parcuneters selected on the basis of other physical evidence,
are shown in Fig. 7. Systematic deviations remain, and are subject
to further study. Also, we expect to extend jthe calculations to
include greater deformations and additional deformation shapes, in

order to study fission barriers.

Finally, this mass law LsH and many others CbD have been used in the
r-process calculations. Figure 8 is the best fit obtained to abundances
between A = 76 and A = 130 ; it was made with a mass law containing
shell but not deformation terms. This new mass law does not fit as
well, probably because of the spurious calculated deformations seen
in Fig. 6 and also indicated in Fig. 2. For A>130, however, as seen
in Fig. 9, only this mass law and a similar one by Myers and Swiatecki CsD
have descriptions of deformations adequate to give the observed hump
shape around A = 160.

The r-process does provide a qualitative test of mass laws in
the extreme neutron-rich region by showing inadequacies and by indi-
cating the need for proper shell cuid deformation terms.
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NEUTRON LEVELS
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5. Shell and even-odd energies vs A. On td» vqpper plot, points for each
even Z are connected. On the lower plot, the symbols N, Z,^ and 0 refer
to odd odd Z, and odd-odd nticlei, respectively.
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THE FIELD OF SHIELDING TECHNOLOGY

Herbert Goldstein

Columbia University
New York, New York 12180

ABSTRACT

Neutron cross sections are required as input for trans-

port calculations of various integral quantities required for
shielding design as, for example, fast neutron doses. A survey

is presented of the information currently available on the

sensitivity of these shielding calculations to changes in the

input cross sections. The discussion is concentrated on the

total cross section, the energy spectrum of neutrons from

inelastic scattering and the representation of the angular
distribution of elastically scattered neutrons. Evidence is

presented for the need for high accuracy measurements of total
cross sections in the regions of minima. In non-hydrogenous
shields where the nuclei are so heavy that inelastic scattering
is the primary moderating mechanism, the details of the secon-
dary neutron energy distribution may greatly influence the

shielding performance. Finally, it is concluded that insofar
as the scalar flux in homogeneous media is concerned, limited
representations of the anisotropy of elastic scattering may
be adequate.
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1. Introduction

The relation between neutron cross sections and the
technology of nuclear energy can be represented by a highly
symbolic equation:

k = Ba (1)

A set of nuclear cross sections and other microscopic data,
denoted by a, is manipulated in a mathematically complicated
process symbolized by the operator B (so designated in honor of
the Boltzmann equation) . The result is a body of integral or

macroscopic data, indicated as k, of direct use in nuclear
design. Under discussion here is a particular subset of k, that

which is involved in shielding against nuclear radiation from
a fission or fusion source. This subset includes such quan-
tities and effects as neutron dose in and outside of shields,

neutron source densities for secondary gamma radiation, heating
rates, radiation damage, activation of shields and components,
attenuation of neutrons through ducts and around barriers, etc.

There is a corresponding shielding subset of microscopic data,

k, distinguished from the general set for reactor technology
by the emphasis on fast cross sections {'^ 2MeV and above) and

on light nuclei (Fe or lighter and especially on the group Li

through 0)

.

We are concerned at this Conference not so much with the

individual subsets g and k as with what may be called the

variational derivative (to carry the symbolism further):

6k

6g

i.e. the effect on the integral quantities of changes in the

input microscopic data. It is the information symbolized by

this derivative which is needed to say how accurately and in

what detail the input neutron cross sections must be supplied
to obtain given accuracy in the shielding information. Reactor
physicists have worried for some time about such "sensitivity"
calculations, but less attention has been paid to this question

in the shielding field. For one thing, it is only just now

that we have confidence we can perform correctly and in adequate
detail the complicated process denoted by B. With the advent

of the "third-generation" computers this is becoming increasing-

ly feasible, and scattered information is appearing on cross

section sensitivities. While the symbolism of a variational
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derivation implies a perturbation calculation, such as has been
employed in reactor physics in similar questions, all the

shielding sensitivity calculations have been done so far by
brute force repeated computations with different input data.

The available information on the variational derivative
now permits some meaningful statements to be made on the sensi-

tivity question for three types of input cross sections:

1. Total cross section, a _ (E)
nT

2. The spectrum of inelastically scattered neutrons,

a , (E;E')
n,n'

3. The angular distribution of elastically scattered
neutrons, a (E:0)

' n,n '

The emphasis or interest in cross section types implied by this

list is quite different from that provided by the shielding
requests listed in the latest "Request Compilation" [1] . An
analysis of the first and second priority requests identifiable
with shielding needs leads to the following distribution:

50% of the requests are for cross sections leading to

y production, e.g. o (E:E ), a (E,E ) etc.J f > b n,nY T n, Y Y

30% of the requests are for cross sections involved in

y neutron production, e.g. (EjE*)

18% of the requests are for elastic scattering cross
sections, a (E:0)

' n,n

2% of the requests, i.e. 1 request, is for a total cross
section.

Gamma ray production cross sections are not included in the
following discussion not because they are unimportant, but
because the sensitivity problem for this type of cross section
is so difficult to grapple with that almost nothing is known
about it. What little has been done is practically all contained
in the subsequent paper by Yost et al [2] . On the other hand
the emphasis on total cross sections in the request list probably
reflects the time lag in the compilation of the list; the know-
ledge acquired recently on the sensitivity of shielding proper-
ties to total cross section phenomena has not yet influenced
the character of the cross section requests.
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2. Total Cross Section Effects

In our preoccupation with methods of measuring details
of differential cross sections and of using them in calcula-
tions there is a tendency to overlook the dominant importance
of the total collision cross section in determining neutron
attenuation. After all, any collision a neutron makes is

likely to have a marked effect on its chance of penetrating
through a shield. To the zeroth approximation the penetration
probably is therefore exponential with the total cross section
appearing in the exponent. Because of this exponential behavior
slight , errors in the total cross section have an effect on the
uncertainty in the penetrating flux that grows approximately
linearly with distance. A 2% error in the total cross section
(and few fast total cross sections are known this well for
light nuclei) can produce a 20% variation in the flux after
only 10 mfp -- an uncertainty which is only barely tolerable for
some applications.

Of course, not all features of the total cross section
curve are equally important. Some aspects of the total cross
section as a function of energy are of little concern to the
neutron shielder, others are vital. In the resonance region the
pattern of emphasis for neutron shielding is almost the inverse
of the relative interests of the nuclear physicist. With well
separated resonances, the theoretical or experimental nuclear
physicist will concentrate on the resonance curve itself to

extract from it resonance parameters -- energy, widths, peak
cross section etc. The small inter-resonance cross section is

usually considered, if at all, to obtain the magnitude of a

nonresonant 'background. ' But for shielding the predominant
phenomena are indicated not so much by the cross section curve
as by the transmission curve, and most of the neutrons pene-
trating a sample are those falling between the resonances. Once
a sample is thick enough to be black to the resonances, the

details of the resonance parameters are unimportant. Rather,

we want to know accurately what happens between resonances.

If the total cross section happens, further, to have a

dip in the curve, as e.g. by destructive interference between
potential scattering and a resonance, then the shielding proper-
ties of that element may depend dramatically on the character-
istics of this "window" in the cross section. A striking case

in point is the 2.37MeV anti-resonance in -^^0, the importance

of which was first pointed out by Straker and Clifford at the

Oak Ridge National Laboratory [3] . The cross section curve in

the vicinity of this energy is shown at the bottom of Fig. 1,

based primarily on the predictions of a phenomenological model
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of Slaggie and Reynolds [4] . The dip results from destructive
interference between an S1/2 resonance and a potential scatter-

ing whose phase shift happens to be close to 90° at that energy.

As a consequence, the presence of the resonance is marked only

by the dip, which is about 120 keV wide. The cross section at

the lowest point is almost entirely the result of D-wave poten-
tial scattering, and has a magnitude that may be variously
estimated from 50-150 mb, i.e. about 10% of the cross section
on either side of the dip. The upper curve in Fig. 1 is a

portion of the infinite medium flux spectrum in pure oxygen for

a fission source as calculated by 0. Ozer at Columbia [6]. As

would be expected for a scattering antiresonance, the effect of
the dip appears as a peak in the spectrum at the same enf^rgy;

the product of the flux spectrum and the total cross section
would be almost flat. At large distances from a neutron source
the situation is quite different. Ozer [6] has calculated by
the moments method the spectrum of neutrons at various distances
from a 16 cm radius fission source immersed in an infinite sea
of oxygen of the same density as the oxygen in water (about 25%

less than the density of liquid oxygen). Fig. 2 shows the
spectrum in the 2-3 MeV region for various distances. The cross
section dip still manifests itself by a narrow peak. But in

addition there is an ever increasing disparity between the flux
above and below the dip. At 2 m from the source, the flux at

energies below the dip is not quite a factor of 10 larger than
that above; by a distance 6 m the ratio has increased to over
a factor of 10*^!

Clearly, the scalar flux below 2.4 MeV at large distances
is dominated by source neutrons with energies close to the cross
section minimum, so that the neutrons penetrate to great depths
before eventually making a scattering collision. In confirma-
tion of this analysis, Ozer [6] has calculated the fast neutron
dose (a weighted energy integral of the flux above 100 keV) in

oxygen as a function of depth both for the cross section curve
in Fig. 1 and for a cross section set in which the dip was made
much shallower. The results for both sets are shown in Fig. 3.

Below about 2 m depth the two curves are not far different.
At greater depths the two curves diverge markedly as the effect
of the "window" becomes dominant. By 6 m the two doses differ
by about 4 orders of magnitude. In effect none of the proper-
ties of the cross section curve (nor of the source distribution)
are of any consequence except for the narrow region a few tenths
of an MeV wide, encompassing the minimum.

Admittedly the oxygen example is artificial. Thick
shields of pure oxygen are unlikely to occur in practice, and
even small admixtures of other elements will dethrone this
particular cross section phenomenon from its position of
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importance. But there are other single elements more likely to

constitute the main component of a shield for which interference
"holes" have significant effects, e.g. iron, aluminum and sodium.
And in other elements there are shallower but broader cross
section minima, e.g. in beryllium, carbon and nitrogen, which
play a role in neutron penetration much out of proportion to their
insignificant appearance. It is in the neighborhood of these
cross section features that it is important to fix the total
cross section to within 2%.

3. Effect of Secondary Neutron Spectra from Inelastic Scattering

Inelastic scattering has always been acknowledged as an
important determinant of neutron attenuation in many practical
shields. After all, it is this phenomenon which makes iron a

better moderator than hydrogen for, say, 6 MeV neutrons. But

it has often been stated that what is significant about inelas-
tic scattering is the total cross section for its occurrence;
the energy distribution of the secondary neutrons resulting
from the process is relatively unimportant. A qualitative
argument can be given to justify this statement in shields where
hydrogen is an effective component. At energies where inelastic
scattering is large, say around 5 MeV or higher in the lighter
nuclei, the energy loss in an inelastic collision is large --

most of the secondary neutrons have an energy of 2 MeV or less.

At these low energies the hydrogen cross section is much larger
than at the incident energy, and the secondary neutron is not
likely to travel far from the location of birth before it

collides with a hydrogen nucleus. This collision in turn will
still further reduce the mean-free-path of the neutron and curb
its chance of wandering far in space. The rate of penetration
of the source neutrons will therefore in the main be determined
by the collision rate of the faster neutrons, and the inelastic
neutrons will appear as an equilibrium swarm (a "buildup")
accompanying the dominant fast neutrons. The exact details of
the spectrum of neutrons from inelastic scattering are then
unimportant so long as the neutrons have indeed lost a good deal

of energy.

A graphic illustration of the underlying premise in this
argument is afforded by some calculations of Hansen and Sand-
meier [5] . These authors computed the effect on the spectrum
of neutrons in air 825 m from a point isotropic 14 MeV source
when the nitrogen inelastic cross section is replaced by elastic
scattering. The fractional change observed in the spectrum is

shown in Fig. 4. It is clear that the main effect of inelastic
scattering is to reduce the flux near the source energy by



almost a factor of 5 and to distribute these neutrons over an

energy region from 2 MeV down. If this were a hydrogenous
medium these lower energy neutrons would penetrate only feebly
compared to the source neutrons. But in air the relaxation
length of these secondary neutrons is not greatly different from

those at source energies, and the exact energy distribution
can effect the overall rate of attenuation. Straker [7] has

calculated the effect of treating inelastic scattering in air
either as absorption or as elastic scattering for 14 MeV source

neutrons in air. Fig. 5 shows the resultant fast dose curves

out to 1400 m from the source. Clearly, the secondary neutrons
from inelastic scattering cannot be neglected; at 1000m the dose

for the correct treatment of inelastic scattering is over ten
times higher than the curve for which inelastic scattering is

treated as an absorption. But the point here is that the

secondary neutrons do not just form a "buildup" in spatial
equilibrium with the higher energy elastically scattered neutrons.
The slopes of the two lower curves differ by 25% at large dis-

tances, showing that the secondary neutrons form a component
of the spectrum increasing in magnitude with distance. Because
of the energy variation of the oxygen and nitrogen cross sections
below 3 MeV, it is expected that the exact significance of the
secondary component will be sensitive to the assumed energy
distribution of inelastic scattering, although no detailed
calculations have yet been made.

An even more striking illustration of sensitivity to the
energy distribution after inelastic scattering is provided by
calculations of Grimstone and collaborators in England [8] . They
examined the spectrum of neutrons from a 6 MeV point source at

a distance of 60 cm in iron. Inelastic scattering here provides
the only significant slowing down mechanism. Calculations were
done initially using the moments method code RENUPAK and its
associated data library, with the resultant spectrum indicated
by the solid line in Fig. 6. At the same time the solid histo-
gram spectrum was calculated with the Monte Carlo code McNid
using a 1957 evaluation of iron cross sections prepared at

Aldermaston. Around 4 MeV the two spectra differ by more than
a factor of 10. To show that the differences are not the result
of the change in calculational method, the Monte Carlo results
were recalculated with the same cross sections utilized in the
moments method. The results, indicated by the dashed histogram,
agreed within expected statistical fluctuations with the moments
method. A glance at the spectra from inelastic scattering at

6 MeV used in the various calculations (shown in the inset in
Fig. 6) clearly indicates the reason for the discrepancies. The
energy distribution of the moments method (denoted as 'NDA Data')
represents an early (and probably incorrect) attempt to put in
the effect of transitions to low-lying levels which are consider-



ably more dense than statistical considerations would predict.
As a result the data led to a flux spectrum with many more high
energy neutrons than did the AWRE Data which used primarily a

Maxwellian distribution with a temperature around 1 MeV. Even
relatively modest changes in the input data, as evidenced by
the set marked 'DFN 36 Data' in Fig. 6 have a significant effect
on the resultant spectrum (the dotted histogram) . To calculate
the neutron shielding properties of nonhydrogenous shields
composed of materials like iron it is obviously important to

know closely not only the magnitude of inelastic scattering,
but also the shape of the energy distribution of the scattered
neutrons

.

Representations of the Angular Distribution of Elastic Scattering

Many methods of solving numerically the transport equation
naturally lead to an expansion of the angular distribution of
elastic scattering in terms of Legendre polynomials. If w is

the cosine of the scattering angle in the CM. system the expan-
sion appears in the form:

a CE,oo ) = a (E) E f. (E) P, (oo ) (2)
n 'c n ,„ 47T k^'^k^c

k=0

At the high energies of interest in shielding (up to 18 MeV)
the elastic scattering is so highly anisotropic that a large
number of terms are needed to represent the angular distribution
faithfully. To retain all the terms required to depict
a (E,oj ) in detail greatly complicates the transport calculation,
and requires a high order of accuracy in the cross section
measurement. A large body of experience indicates that for
shielding purposes it is grossly inadequate to truncate the
expansion in Eq. (2) at the k = 1 term, i.e. linear anisotropy.
But the question naturally arises, how far does one have to go?

Is there some value of k > 1 beyond which the terms can be
neglected?

For some time evidence has been accumulating that for a

wide range of circumstances it is adequate for shielding pur-
poses to truncate k = 3. Thus, H.A. Sandmeier and collaborators
at Los Alamos [9] calculated the flux in air from a 14 MeV point
source by an anisotropic discrete ordinate method. Expanding
the scattering integral in a fashion roughly analogous to Eq.

(2) they found that terms involving Pt+ and higher made a

negligible contribution to the scalar flux at 825 meters. The



expansion of the scattering integral is described as only roughly-

analogous, because in fact a double summation is involved. If

J(r,E,y) represents the inscattering term in the integro-
differential Boltzmann equation, then one can consider J as an

expansion of the form

JCr,E,y) = E A^^ (r,E) (p) . (3)

k, I

The coefficients A^j^ are integrals over the scattering energy
E' which except for constant factors, have the form

A^j^(r,E) oc / dE'
I'

(E-) N^(r,E') P^(a)^) Pj^(a)^) fj^CE'). (4)

Here N^^ is the coefficient in the expansion of the angular flux:

N(r,E,y) = I ^ (r,E) (y), (5)

and 0)^ is the cosine of the scattering angle in the laboratory
system. In the integral, of course both o)^ and oo^ are functions
of E/E' as determined by the mass of the target nucleus. It

should also be noted that in the limit of infinitely heavy mass
E' ^ E, 0) and the integral reduces to the orthogonality
integral tor Legendre polynomials, i.e. vanishes except for the
diagonal terms k = £. For most actual circumstances the A^^^

coefficients remain roughly diagonal, though decreasingly so as
£,k increase.

The two summations in the expansion of J are naturally
truncated in various ways in the different methods of integrating
the Boltzmann equation. In the moments method, for example, the
natural truncation is in k. On the other hand in the codes
using the discrete ordinates method the series is naturally
truncated in Z, k being allowed to go as high as the input data
provides. Because of the approximate diagonal ity of A^^^ either
truncation should be expected to have roughly the same effect on
the calculated flux. (Neither summation index should be con-
fused with the order of angular quadrature which may be taken
to quite high precision independently of the maximum values of
k or I) . In the work of Sandmeier et al the maximum value of k

was kept at 9, and the maximum Z was varied. No significant
effect was found in the case quoted for i above 3.
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Ozer [6] has recently systematically examined the effect
of various truncation procedures on the scalar flux out to 15 mfp
in homogeneous media. For a fission source in water, using the
ANISN discrete ordinate code, the maximum difference between
truncating £ at 3 compared to I = 5 was at most 1% for all
spectrum energies. It might be argued that this was to be
expected in water where hydrogen plays such an important role.
Calculations were therefore performed by the moments method for
a 14 MeV source in lead. At the farthest distance truncation
at k = 3 instead of k = 8 changed the flux by about 4% near source
energies, and almost negligibly everywhere else. But here too
it might be countered that at these energies the chief moderating
process in lead is inelastic scattering whose anisotropy is usu-
ally neglected. A series of calculations were therefore carried
out for a 10 MeV point source in oxygen. The energy is suf-

ficiently high for the elastic angular distribution to be sharply
anisotropic, but inelastic scattering is still not overly impor-
tant. From the results with both the moments and the discrete-
ordinates techniques it can be concluded that the series for J
can be truncated at either k or £ equal to 3 with no more than
a 5% error at the deepest penetration studied.

Finally, an artificial monoenergetic case was studied
in which half the cross section was absorption and half was
scattering in the forward direction only, i.e. a delta function
at to = 1. Since the scattering so assumed does not affect the
neutron motion at all, the flux from a plane isotropic source
in this medium would be the well known Ei function. Fig. 7,

taken from Ozer, shows the ratio to of the scalar flux as

calculated by ANISN for various maximum values of k = Z, out to

10 mfp (in terms of the absorption cross section) . Because of
some difficulty experienced in treating the exact source geometry
the ANISN predictions for a pure absorber differed from the E^

function by small amounts of less than 1%. For a maximum k = 5

the results were indistinguishable from the exact case. With
maximum k = 4 the error was always ±2% or less, while for an
expansion through k = 3 tlie difference kept below ±3%, but it

looked as if it was beginning to fail disastrously at the maximum
penetration. As the delta function provides the greatest aniso-
tropy it seems safe to state as a general conclusion that for
calculating the scalar flux in a homogeneous medium out to 15 mfp
or less the highest term that need be retained in the Legendre
polynomial expansion of the elastic scattering angular distribu-
tion is P5 , and for many applications P3 will suffice.

Now, a P3 or even P5 expansion is a pretty poor repre-
sentation of the elastic angular distribution for, say, lead at

14 MeV or oxygen at 10 MeV. Why then is the conclusion valid?
There seems qualitatively to be two factors working in our favor
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here. First it will be noted that for given k or £ the coeffi-
cient A , has its maximum value around £ = k, and that the
integral for A, involves the product of Either of these
expansion coefficients f^ or N^^ may fall of quite slowly with
k (i.e. both the scattering cross section and the flux may be
quite anisotropic) but the product fi.Nj^ will fall off with
increasing k faster than either of them separately. Secondly,
the structure of the transport equation is such that the scalar
flux is mainly determined by the terms in J for £ small, i.e.

< 3. (This is equivalent to saying that a P3 spherical harmonic
solution to the Boltzmann equation is not too bad) . The higher
terms merely add refinements especially not too close to

boundaries. Both these factors indicate that the interesting
terms in the scattering integral are for k and £ small. A
practical conclusion appears to be that measurements of the
angular distribution for applications to neutron technology
should concentrate on obtaining as well as possible the first

3 or so terms in the Legendre polynomial expansion, and not

worry if these terms by themselves do not provide an adequate
representation of the actual angular distribution or if they
predict negative cross sections at some angles.

One word of warning should be sounded. The evidence
presented above refers only to the scalar flux in homogeneous
media, and the conclusion drawn may not be valid under other
circumstances. The qualitative arguments on the significance
of the various A^^^ terms, for example, obviously aijplies only
to consideration of the scalar flux. Vvhere the complete angular
flux is desired, especially at backward angles, there is some
evidence that higher expansion terms in the elastic cross section
play a significant role.

The investigations of the sensitivity of shielding
quantities to various cross section phenomena -- the "variational
derivative" mentioned at the start of this paper -- are clearly
still in their infancy. Every question answered raises more
questions worthy of study. But equally clearly what has been
accomplished so far underlines the usefulness of these investi-
gations both to the shielder and to the measurer of cross sections.
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SENSITIVITY OF GAMVIA-RAY DOSE CALCULATIONS TO THE ENERGY
DEPENDENCE OF GAMMA-RAY PRODUCTION CROSS SECTIONS*

K. J. Yost and M. Solomito
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830

Abstract

The dependence of neutron-capture gamma-ray spectra on capture neutron
energy is of particular importance in the design of optimized reactor shields
The heretofore common practice of assuming that neutron-capture gamma-ray
spectra are invariant to neutron energy is expected to be an unacceptable
approximation for a shield material exhibiting strong resonance character-
istics. The importance of adeq^uately predicting gamma-ray yields from the
captiore of non-thermal neutrons for a particular shield is clearly a func-
tion of (a) the relative magnitudes of thermal and non-thermal neutron
capture rates in regions of the shield contributing substantially to the
surface capture gamma dose rate, (b) the magnitude of the capture gamma dose
rate as compared to other sources of gamma radiation, and (c) the extent to
which the capture gamma dose rate is sensitive to changes in the shape of the
capture gamma-ray spectrum. Each of these questions has been investigated
in detail for three SNAP lOA core-laminated tungsten, lithium hydride shield
configurations. Results indicate that, depending upon the shield in question
non-thermal neutron capture accounts for 90'^ to ~ 100^ of the capture gamma
dose rate in tungsten, that capture gammas in tungsten constitute a far
larger component of the surface gamma dose rate than do either primary or
tungsten inelastic scattering gammas, and that capture gamma dose sensitivity
to the shape of the capture spectrum is strongly dependent upon shield con-
figTiration.

In order that we may view the present work in the proper perspective
it should be noted that it represents but one phase of a larger effort de-
signed to determine the implications for shielding technology of the energy
dependence of neutron-capture gamma-ray spectra [l]. In addition to the
gamma transport to be discussed we have two other major endeavors in progress
One of these is an experimental program being carried out at General Atomic
which presently involves preparation for the measurement of capture gamma-ray
spectra in tungsten for neutron energies in the thermal to 100 keV range.
Our data requirements are such that for the foreseeable future we must rely
upon some method for supplementing existing captiire gamma-ray data. A third
major effort has thus been devoted to the development of a method for the

^Research sponsored by the U. S. Atomic Energy Commission under contract
with the Union Carbide Corporation.
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prediction of neutron-capture gamma-ray spectra to an accuracy consistent
vd-th the requirements of capture gamma-ray production cross sections. To
date we have developed a spin, parity, and radiative transition matrix ele-
ment sensitive gamma-ray cascade model, and are currently formulating a

method designed to provide for the model such cascade parameters as spin
branching ratios and multipole transition probabilities [2].

It has in the past been common practice in coupled neutron-gamma-ray
shield calculations to base captiore gamma-ray production cross sections for
all neutron energies on the thermal capture spectrum. The impact on shield
calculations of garama-ray spectrum capture state dependence can thus be put
in the form of the following question: What is the effect on such quantities
as shield surface capture-gamma dose and capture-gamma heating of specifically
accounting for the energy dependence of capture gamma-ray spectra as opposed
to ascribing a thermal spectriom to the capture of neutrons of all energies?

The calculation of energy sensitive neutron-capture gamma-ray production
cross sections can be illustrated in terms of the following definitions:

N, = number of capture resonances in kth neutron group;

o_. (e) = neutron capture cross section corresponding to the jth resonance
in the kth neutron group;3

a^(E) .
I

a^(E);

Y^(i) = yield for the ith gamma group/histogram bin for the jth
resonance of the kth neutron group.

The group-averaged yield of the ith gamma group for the kth neutron group is

given by

J dE' y Y^(i) a^(E') cp(E')

= E^'^-"
^ — (1)

f
o^(E') cp(E') dE'

where cp(E' ) denotes the neutron flux and Ej^ and 'S-^^-^ the upper and lower
boundaries, respectively, of the kth neutron group. Given appropriate nuc-
lear level spacing, the thermal capture gamma-ray spectrum for a particular
nucleus represents in essence the de-excitation of a single neutron capture
state. The relation of this spectrum to a neutron group- averaged or
"composite" spectrum with neutron group-averaged yields given by Eq. 1 de-
termines the associated differences in calculated gamma dose and heating.
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In the course of the present investigation it became evident that some

assessment of the consequences of capture spectriun energy dependence had to

be made before either the aforementioned theoretical or experimental efforts

had progressed to the point that the required data were available. For this

reason our approach was based upon a technique which made it feasible to cal-

culate shield surface gamma-ray dose rates corresponding to a wide range
of assuuiptions regarding the composite capture spectrum. The method involves

generating a curve of capture gamma dose rate normalized to the emission of

a single photon of energy, vs. E. Such a "dose profile" can be constructed
in either of two ways: (a) by a series of capture gamma-ray dose calcula-
tions each based upon a unit gajnma yield for one gamma group, and zero yields
for all others, or (b) by integrating the product of a flux-to-dose conver-
sion ratio weighted gamma-ray adjoint or importance function defined with
respect to shield penetration and the neutron capture rate over appropriate
regions of phase space. For the present investigation we used the former
method primarily because the computer programming required to implement the
latter is still in progress. The calculations were performed with the one-
dimensional discrete ordinates code, AWISN. In this analysis the shield
surface dose corresponding to a unit yield for the ith gamma group and zero
for all other groups, D(i), multiplied by a measured or calculated yield for
the ith gamma group, Y(i) and summed over i gives the total capture gamma
surface dose rate, Drp. Symbolically,

i=l

Y(i) D(i) (2)

where

^ r'(i) J a^(E' ) cp(E' ) dE'

J a^(E' ) cp(E' ) dE-

all E

The foregoing method has been applied to three SKAP-lOA core-laminated

tungsten-lithium hydride shield configurations. Figures 1 and 2 illustrate

dose profiles for the indicated shields. The importance of accounting

explictly for gamma-ray spectrimi shape dependence on capture neutron energy

is obviously a function of the relative magnitudes of the thermal and non-

thermal capture rates. Non-thermal neutron capture constituted from 92fo

ffor the four-region shield) to 99- Tf" (fo^ "the five-region shield) of the

total capture rate in tirngsten for the three-shield configurations.

Table 1 exhibits absolute and relative contributions to a shield sur-
face gamma-ray dose rate coniposed of primary, tungsten capture, and tiingsten
inelastic scattering gamma rays for the shields of Figs. 1 and 2. The
capture gamma dose rate is based upon the thermal capture spectrum for
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natural tungsten reported in Vol. Ill of the Reactor Handbook [3]- In each
case capture gammas constitute by far the largest component of the "total"
gamma-ray dose rate.

In order to determine limiting values of the capture-gamma dose rate
for the shields of Figs. 1 and 2, Eq. 2 was used in conjunction with
the appropriate dose profiles to calculate dose rates based upon a wide
range of assumptions regarding capture spectra properly averaged with
respect to capture neutron energy. These spectra were generated for cas-
cade multiplicities, m, in the range 1 ^ m ^ 4 consistent with a composite,
natural tungsten binding energy of 6. 2 MeV. The spectrum "generating
functions" for given values of m are as follows:

D(n), m = 1

[f]

Y(N-i) D(W-i) + Y(i) D(i)
J

, m = 2L
i=l

N-2

[f]

1 =

w-3

L

N-i-1

L
"N-il
L 2 J

N-i-2

} , m = 3 (3)

{Y(i) D(i) +

L 3 J

k=

N-i-j-l

L
"

N-i-jl
L~2~".J

Y(k) D(k) + Y(N-i-j-k) D(N-i-j-k)^
] j , m = U

where W denotes the number of gamma groups, Y(i) the neutron energy averaged
gamma yield per capture for the ith gamma group, and D(i) is as. defined in

conjunction with Eq. 2. The sums extend over gamma groups 0.1 MeV in width.
The composite binding energy represents an abundance, level density, and
resonance strength weighted average of the binding energies of the fovoc

isotopes found in appreciable measure in natural tungsten. Table 2

exhibits maximum and minimum surface capture gamma dose rates as a function
of m for each shield configuration. For purposes of comparison the dose
rate corresponding to the thermal capture spectriim is also shown. The
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difference between maximTim and miniirrum capture "gamma dose rates for the four-
region optimized shield is significantly smaller than is the case for the
other two configurations. This appears to be a consequence of a substantial
neutron flux peaking at the tungsten-lithium hydride interface of the four-
region shield which results in a relatively larger uncollided component of
the surface capture gamma-ray flux.

The foregoing calculations indicate that the importance of neutron-
capture gamma-ray spectrum variation with capture neutron energy is strongly
dependent upon shield configuration. In particular, the ratio of the
maximum to the minimum capture gamma dose rates varied from 1.25 for the
four-region shield to h. 10 for the six-region shield. Gamma rays with energies
of 1 MeV or less can be largely neglected in surface dose calculations.
They are, of course, correspondingly more important for heating calculations
than higher-energy photons. Capture gammas are a controlling factor in
shield design relative to primary or core gajnmas for all three of the shield
configurations. The non-thermal neutron capture rate dominated the total
neutron capture rate in the tungsten regions of each of the shields con-
sidered. Finally, in lieu of reliable experimental or calculated non-thermal
capture spectra, we estimate from the foregoing calculations that the surface

capture gamma dose rate based upon the thermal capture spectrum is high for
all three shields; by as much as 20fo for the four-region shield and SO/o for
the five- and six-region shields.
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Table 1. Components of Shield Surface Dose Rates Composed of Core, Tungsten
Capture, and Tungsten Inelastic Scattering Gamma Rays

Shield Type

Gamma-Ray Dose Rate at Shield Surface
(r/hr)

Capture
Gamma Rays

Core
Gamma Rays

Inelastic
Gamma Rays Total

Optimized Shield I

{h Region)
3.31 X 10 Negligible 5.6o x 10"^^ 3-366 x 10"^^

Percent of Total Negligible

Optimized Shield II

(6 Region)

Percent of Total

2.15 X 10"^^ 3.2 X 10"^^ 3.18 X 10"^^ 2.502 x 10"^^

85. 9fo 12. 1.

5-Region Shield

Percent of Total

5.00 X 10 5.0 X 10 1.12 X 10 5.162 x 10

96. 8fo 1.0% 2.2/0

Table 2. Limiting Values of Tungsten Surface Capture Gamma-Ray

Dose Rates as a Function of Cascade Multiplicity Compared
to Thermal [3] Capture Spectrum Dose Rates

Dose Rate (r/hr/cm^ x 10

Multiplicity Maximum Minimum Thermal

Four-Region Optimized Shield

1 2.96 2.96 3-62

2 3. ho 2.96

3 3.56 2.95

k 3.68 2.95

Six-Region Optimized Shield

1 1.73 1-73 1-98

2 2.3^ 1-61

3 2.29 1.33
k 2.2U 0.57

Five-Region Outer W Sleeve Shield

1 0.50 0.50 0.53

2 0.59 0.42

3 0.59 0.36
k 0.58 0.25
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^, GAMMA-RAY ENERGY (MeV)

Fig, 1 Capture Gamma -Ray Dose Rate Normalized to one Gamma
Ray of Energy per Neutron Capture.
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Fig, 2 Capture Gamma-Ray Dose Rate Normalized to one Gamma

Ray of Energy E per Neutron Capture

60



Temperature Dependence of the Average Transmission of Tungsten

Between 2 keV and 2 MeV Neutron Energy*

F. H. Frohner**, J. L. Russell, Jr., and J. C. Young

Abstract

Gulf General Atomic
San Diego, California 92112

The average transmission of natural tungsten for neutrons with
energies between 2 keV and 2 MeV was measured at room temperature
and at 755**K. Below 100 keV a marked temperature dependence was
observed. Around 10 keV the average transmission of the heated
sample was about 16% lower than that measured at room temperature
with a sample thickness of roughly one mean free path. The reason
is the resonance structure of the total cross section of tungsten

in this energy region. The Monte Carlo self-shielding code SESH

was used to calculate the effect from level statistics (strength
functions , mean level spacings

,
Wigner and Porter-Thomas

distributions). It was found that in order to reproduce the data

one has to use strength functions which are considerably higher
than published values, and correspondingly small effective nuclear
radii.

1 . Measurement

Recent results of neutron spectrum measurements in large tungsten
spheres 1 indicate an appreciable temperature effect. Such an effect
can be understood on the basis of the temperature dependence of self-

shielding by Doppler-broadened resonances. In order to test this

hypothesis the average transmission of natural tungsten was measured
in good geometry at room temperature (293*K) and, with a heated
sample, at 755*K. The General Atomic electron linac was used to

produce short bursts of neutrons, and time- of- flight data were taken
on a 50 m flight path in the energy region between 400 eV and 2 MeV.
The sample thickness was 0.153 nuclei/bam corresponding to roughly
one mean free path in this energy range. After self- shielding cor-
rections had been applied to the transmission data average total cross
sections could be calculated (see next section) . The agreement with
average total cross sections by \Vhalen and Meadows 2 and by Tabony,
Bilpuch and Seth 2 is good (see Fig. 1) for 293°K. Below about 200 keV,
however, a marked temperature effect was observed. Around 5 keV, for
instance, the average transmission is roughly 16^ lower at 755°K than at
293**K, as shown in Fig. 2.

Work supported by the U. S. Atomic Energy Commission.

Present address: Kemforschungszentrum Karlsruhe, Institut ftfr

Angewandte Kemphysik.

313-475 0-68—
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2 . Calculation

The average transmission can be written as

e-"<"><e
-^^'<'>'). m

where d is the total cross section (weighted average over all isotopes)
and n is the sample thickness in nuclei/bam. The angular brackets
denote energy averages of the form

(fCE)> = JwCE,E')f(E')dE' , (2)

where the weight function w(E,E') (normalized to unity) contains essentially
the instrumental resolution and the energy dependence of the neutron flux.

The second factor on the right-hand side of Eq. 1 is the self-shielding
correction. For thin samples or for smooth cross sections it approaches
unity.

At the energies of interest here the tungsten resonances are well
separated from each other. This means that in each level sequence of
inportance the resonance widths (natural widths) are normally much smaller
than the spacings between neighbor levels of the same sequence (same spin
and parity). In this case the cross section can be written as a sum of
Breit-Wigner single- level terms, and the average can be found as

(o(E)) = 2Tr^*^i 2^(21+ l)S^Vi cos 2^^ + 47rfC^2(21+ 1) sin^ (3)

1 1

where 2ir* is the CMS wave length of the neutron, 2ir*-i is the wave length
for E = 1 eV, v^ and C, are hard-sphere penetration Factors and phase
shifts, ^ and Si is the strength function of the 1-th partial wave. Sj
was assumed to Be independent of the resonance spin J.

The average cross section is seen to be temperature-independent. This
shows that the temperature dependence of the average transmission must be
contained in the self- shielding correction factor.

A calculation of the average transmission at a given energy E involves
an energy average according to Eq. 2 or, equivalently, an average over the
cross section distribution if the weight function w(E,E') is so broad that
many resonances contribute to the average. Analytical expressions for the
average transmission can only be derived with drastic and questionable
simplifications, but as Bogart and Semler ^ showed it is straightforward
to generate cross section samples by Monte Carlo techniques starting from

level statistics, i. e. from the Wigner and Porter-Thomas distributions.
Average transmission and capture data are being interpreted at General
Atomic by a self- shielding code, SESH, ^ which was written along these
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lines. Starting from level statistics this code generates representative
cross samples according to the following scheme:

For a large number of energies E' near E "resonance environments"
are created as illustrated in Fig. 3. The distances between resonances
are found by sampling the Wigner distribution ^, the widths from the
Porter-Thomas distribution "7. Radiation widths are taken as constant from
resonance to resonance. Contributions from abl important resonance sequences
(spin-parity combinations) and isotopes are added to yield the total cross
section. The fact that large level spacings contain more energies E'

(receive more neutrons) is properly taken into account.

The SESH code was used to calculate the self- shielding corrections
indicated in Fig. 1 and the average transmissions shown in Fig. 2. Mean
level spacings and radiation widths were taken from BNL 325 ^, s-wave
strength functions from Seth's ccmipilation 8. For the p-wave strength
function values between 0 and 10-4 ^^^e used, however, the results were
not very sensitive to below 100 keV. Partial waves with 1 > 1 contributed
only slightly to the potential scattering cross section and were neglected.

Above 100 keV the calculated values began to deviate from the experimental
data. The reason is inelastic scattering, which becomes important above
100 keV but was neglected in the calculations. Below 5 keV, on the other
hand, fluctuations due to partially resolved resonances become noticeable.
Therefore only the range from 5 keV and 100 keV was used in fitting the
data. The fit was achieved by adjusting the effective nuclear radius
R' ( Co = R'/*), i. e. the potential scattering cross section. The result,
R' = 7.3 fm, is listed in Table 1 together with the input quantities. The
resulting fit is shown in Figs. 1 and 2.

It is seen that the calculated temperature effect is only about 70%

of the measured effect. A slight improvement is possible by raising the
s-wave strength functions by about 301, i. e. to the upper limits given
by the error bars in Seth's compilation, and by lowering R' by a corres-
ponding amount to 6 fm. However, the resulting temperature effect is still
about 20% too small. In order to improve the agreement between experiment
and calculation one has to use much higher strength function values.

3. Conclusion

The temperature dependence of the average transmission of tungsten
was measured and calculated. For a sample thickness corresponding to one
mean free path the effect is appreciable: At 5 keV neutron energy the
average transmission is about 16% lower at 755*K than at 293®K. Monte
Carlo calculations of the average transmission reproduced the energy
dependence quite well but the temperature effect was underestimated by about
2S%. In order to remove this discrepancy one has to assume much higher
s-wave strength functions and much lower effective nuclear radii at 10 keV
than those which are known from the resolved- resonsince region (below 1 keV).
At this stage it is difficult to say whether this result actually indicates
large strength function variations within 10 keV (intermediate structure)
or whether there are other effects, including unknown systematic errors in
the experiment or the calculation. Some of the ambiguities in the present
analysis could be removed by the use of separated isotopes in a measurement
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of the temperature dependence of the average transmission of tungsten.

TABLE 1

Input quantities for self-shielding calculation

A
0 1 ^0 u

1

CeV) (eV) (eV) (fm)

182 2.9 1.0 42 14 0.063 7.3

183 2.0 1.0 13 5.8 0.083 7.3

184 2.6 1.0 80 27 0.057 7.3

186 1.8 1.0 56 19 0.072 7.3
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NEUTRON CROSS SECTIONS: THE FIELD OF RADIATION DAMAGE*

M.S. Wechsler

Solid State Division, Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830

ABSTRACT

Theoretical and experimental aspects of radiation damage are reviewed with spe-

cial emphasis on the roles of neutron cross section and energy spectrum. Radiation dam-

age to metals is due to the production of lattice defects (atom displacements) caused

by collision or recoil events or the introduction of foreign atoms by transmutation reac-

tions. Non-metals are also affected by ionization and electronic excitation. The

basic theory of displacement production is outlined, which leads to an over-estimate

of the neutron radiation damage in comparison to that observed experimentally. Various

elaborations on the basic theory leading to reduced displacement production are then

described. These include ionization losses, anisotropy of neutron scattering, forward

scattering in the collision cascade, channeling and focusing, and dynamic and thermal

annealing. Other special factors are displacements due to inelastic neutron scattering

and capture (n,y) recoils. Finally, the consequences of radiation damage are discus-

sed. Two types of radiation embrittlement are of particular importance in reactor tech-

nology: grain boundary embrittlement in fuel cladding alloys and the increase in the

ductile-brittle transition temperature in ferritic pressure-vessel steels.

1. Introduction

True solids are characterized by a regular periodic arrangement of atoms in a

crystal lattice. "Radiation damage" refers to the deviations from regular periodicity

introduced as a result of the bombardment by high-energy particles or electromagnetic

radiations. The lattice defects introduced upon neutron irradiation are essentially of

two types, lattice displacements and transmuted atoms. When the impinging particle

strikes a lattice atom, sufficient energy and momentum may be transferred to displace

the lattice atom from its lattice site, thus producing an interstitial atom (or, simply,

an "interstitial") at the in-between place where the struck atom comes to rest and a

vacant lattice site (a "vacancy") at the point where it originated. For neutron

irradiation particularly, the struck atom (or "primary knock-on") may have suffi-

cient energy to displace additional atoms upon subsequent collisions ( "secondary

knock-ons") , resulting in a kind of displacement cascade as the energy of the pri-

mary knock-on is partitioned among other atoms in the crystal . The interstitials and

vacancies thus produced may combine with one another, either during the initial for-

mation of the displacement cascade or as a result of thermal motion. If an interstitial

and a vacancy recombine, they are mutually annihilated, but if defects of like species

become aggregated, then multiple interstitials and vacancies are formed. The outcome

is therefore a rather complicated distribution of single and multiple interstitials and

vacancies

.

*Research sponsored by the U.S. Atomic Energy Commission under contract with Union

Carbide Corporation.
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The other type of radiation damage, transmuted atoms, are in some respects sim-

pler to deal with. All solids, especially metals, always contain foreign atoms, at least

in part-per-mil I Ion concentrations. The transmutation products are added to the solid's

original burden of impurities. Of course, in some respects the transmuted atoms need to

be given separate consideration. For one thing, they are usually radioactive and the

solid will require special handling. Also, cases arise where an innocuous or even bene-

ficial impurity in a material is transmuted into a harmful one. An example is boron in

steel, where the boron-10 isotope undergoes an (n, a) reaction with a thermal-neutron

cross section of more than 4000 barns. Since the boron tends to be segregated at grain

boundaries, the helium produced will be segregated there. Serious practical conse-

quences of helium produced from this source are found in connection with steels for

reactor fuel cladding in thermal reactors. Similar problems arise in fast neutron environ-

ments due to (n,p) and (n,a) reactions with various elements in structural materials.

While most of the displacement damage is due to the collision processes sketched

above, lattice atoms may receive energy from another source upon neutron irradiation

sufficient to displace them from their lattice sites. This is the energy due to atom re-

coil upon the emission of a capture gamma ray when a neutron is absorbed. The recoil

energy is often high enough to create several displacements.

In addition to the lattice defects produced upon irradiation, there are effects due

to ionization and electronic excitation. In metals, these effects are mostly minor, since

charge anomalies are rapidly dissipated, and energy transferred to the metal from this

source is converted into heat. However, in non-metals trapped charges can be retained

and this gives rise to optical absorption ( color centers) , contributions to paramagnetic

susceptibility and resonance, and extrinsic semiconductivity and photoconductivity.

These are important tools in the study of radiation damage, but we shall confine our

attention henceforth to lattice effects. For further information on electronic effects,

the reader is referred to the books [ 1-3] and proceedings [ 4-5] on radiation damage

and to the reviews and papers referenced there. We have said that ionization and

electronic excitation do not play a prominent role in radiation damage to metals. While

this is largely true, electronic effects do enter in the mechanism of energy loss of

energetic knock-ons in metals. This will be mentioned further in the next section.

It is the purpose of this brief review to survey the current status of knowledge

concerning radiation damage, with particular emphasis on matters that depend on neu-

tron cross sections and on the energy distribution of the neutron radiation environment.

In the next section, we describe the basic theory of radiation damage. Then a brief

sketch is given of the reasons why the simple theory is considered inadequate. Finally,

some consequences of radiation damage are discussed that are important in reactor

technology.

2. The Basic Theory of Radiation Damage

For damage due to neutron collisions, the process starts, of course, when a high-

energy neutron collides with a lattice atom. The likelihood of transfer of energy T

(within unit energy interval at T) by a neutron of energy E is expressed by the differen-

tial scattering cross section, ( E,T) • The next question Is: If energy T is transferred,

what is the probability that the atom will be displaced^? This is given by the displace-

ment probability function, p ( T) . Finally, given that the atom is displaced and becomes

a primary knock-on, how many secondary displacements will ensue as the burst of energy

introduced by the projectile neutron Is spread out and apportioned in the lattice? For

this we need a multiplication factor, v( T) . These factors are then used to form the
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displacement cross section:

0

The upper limit, T ( E) , is the maximum transferred energy (head-on collision between

the neutron and the lattice atom) ; its value, dictated by conservation of energy and

momentum, is

TJE) = ¥4£/(/^4)i = (2)

where A is the mass number of the struck atom and a - 4A/ ( 1 + A) ^. If the incident

radiation has a spectrum of energies such that ( E) dE is the flux of neutrons with

energies between E and E + dE, then the displacement production rate is

CO

^'(^) ^l^)dE (3)

For the most part, neutrons interact only with the nuclei of atoms and the scat-

tering is largely isotropic in the center of mass system. In this case the differential

cross section ct^ ( E ,T) is independent of T, all energy transfers from zero to T^( E)

being equally likely. Hence to this isotropic approximation we may write

where E) is the total scattering cross section. It is convenient to define a primary

energy distribution function [6,73

which for the isotropic case becomes simply

For a particular target element, the relative effectiveness of various neutron spectra in

producing damage is seen roughly by comparing the functions averaged over the excita-

tion function <Ts(E) 0' ( E) , i.e., weighted by the number of interactions per second

per atom at energy E. This gives*

(6)

*Strictly speaking, when k ( T) ' s are compared for spectra that differ greatly at energies

below Tjj/a, where Tj ^ 25 ev (see below) , the lower limits should be a .
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A knowledge of the primary energy distribution function k( E,T) , also permits the cal-

culation of the average energy transferred by a neutron of energy E, i.e.

T(E) = / /{ft. TJ TdT (7)

We now wish to illustrate the forms of k( T) and T( E) for several simple cases.

The simplest case to consider is that of isotropic neutron scattering, although as

indicated below corrections for forward scattering become significant at higher energies

and for heavier atoms. In this case, Eqs. (5) , (6) and (7) give

W= ^^^^ f«>

/ !r^(t) (p'(£)cl£

and

f(E)= # (')

oL

Furthermore, if we assume that is constant, then k(T) and T( E) may be evaluated

for various analytical forms of 0' ( E) . Also, the T( E) may be averaged over the

spectrum, i.e. ^

For monoenergetic neutrons at energy Ef

W/T)- < ^
^ ^ 0, T>^E^

as shown in Fig. 1, and T - aEf/2. A case of more frequent interest is the fission

spectrum. If the Cranberg expression [8]

is used, we find
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where
,^

'X

and f= 3aEf/4. For LF^^ fission, Ef = 1 .3 Mev. Fig. 1 shows that /c ( T) decreases

monotonical ly with increasing T for the fission spectrum.

The actual neutron spectrum varies, of course, from one reactor type to another

and from place to place within a given reactor. Several representative spectra are

shown in Fig. 2. In Fig. 3, the /<(T) functions are shown for Fe as calculated from

Eq. (8) using the E) values from the ORNL GAM-2 library [9]. For the TREAT
(graphite-moderated) and HFIR (water-moderated) reactors, the slowing-down

spectrum (region E ^ 10 kev, where 0' ( E) ~ 0q/E or where 0' ( u) ~0o~ const,.

Fig. 2) gives rise to k:( T) o^T"'
, upper left corner of Fig, 3. Therefore, the number

of primary knock-ons with T less than, say, 1 kev is quite large. On the other hand,

for the fission spectrum or for a fast reactor like the DFR the ( T) is quite constant

for T' s below 1 kev

.

Plots of k( T) such as those in Fig. 3 give an indication only of the likelihood

of transferring energy T in neutron-atom collisions. Although there remain questions

of corrections due to anisotropy of neutron scattering and contributions due to inelastic

scattering, the principles underlying the calculation of k or ctj are fairly well under-

stood. However, the treatment of the p( T) and v ( T) factors in Eq . (1) are not on

such firm ground. In the usual approach p( T) is approximated by a step function

(dashed curve. Fig. 4) which defines the "displacement threshold energy", T^. How-
ever, it is realized that there must be a range of T' s over which p( T) rises from 0 to

1 (solid curve. Fig. 4.) , and, furthermore, the probability of displacement will de-

pend on the direction of motion of the struck atom relative to the crystal axes. The

T(j' s are determined chiefly by electron-irradiation experiments [3] where the energy

and direction of the Incident beam may be controlled. The damage rate as indicated

by electrical resistivity increase upon irradiation is measured as a function of electron

energy and the result is compared with theory. The Tj giving the best agreement be-

tween observed and calculated damage rates is then chosen as the correct one. The

theory of electron-irradiation damage differs from what Is sketched here for neutrons

chiefly in the differential scattering cross section, cj ( E,T) . For electrons one deals

with relativistic Rutherford scattering for which low energy transfers become highly pre-

ferred so that most of the electron collisions produce no more than one displacement,

i.e., v(T)=l. However, It should be realized that even for a well-col I imated elec-

tron beam and for an infinitessimal ly thin sample (so that energy degradation In the

sample may be neglected) , the directions of motion of the struck atoms to be displaced

will vary from the angle corresponding to T^j to that for a head-on collision (^ = 180° in

the center-of-mass system) . The result of these considerations is that the experiment

gives an effective Tj, which Is unavoidably some kind of average over direction. The

general magnitudes of T^j lie in the range 10-50 ev, and 25 ev is generally taken as a

reasonable representative value. The values given by Lucasson and Walker [10] for

Cu, Ag, NI, and Fe are 22, 28, 24, and 24 ev, respectively.

The displacement multiplication function, v
( T) , probably represents the most

uncertain factor in radiation damage theory. This springs from the fact that at this

stage In the damage process Ion-Ion Interactions are taking place in a crystalline en-

vironment and the appropriate interaction potentials are not at all well known. In the
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simplest form of the theory of displacement cascades, v ( T) is taken to be

( 13A)

(I3B)

(13C)

(13D)

The first of Eqs. ( 13) incorporates the sharp threshold p(T) and Eq . ( 13B) allows for

the idea that an atom with energy between Tj and 2Tj may transfer enough energy to

displace another atom but it will itself be trapped at the lattice site, thus producing no

additional displacements. Equation ( 13C) is a consequence of the assumption of hard-

sphere collisions in which all energy transfers are equally likely, as may be demonstra-

ted in several ways ( cf . Chadderton, C 1 1 ] pp. 26-30) . One simple approach is as

follows: Since no further displacements are produced when T falls below 2Tjj, consider

the energies of atoms when they first fall below 2Tj, Half of them will lie between 0

and T(j and these will not have contributed any displacements, and half will lie be-

tween Tjj and 2T(J giving rise to one displacement each. By the assumption of equally-

likely transferred energies, each of the two groups will contain J/2J^ atoms and thus

this number of displacements is produced. Equation ( 13D) is intended to account for

loss of energy due to ionization and electronic excitation at higher energies, which

makes no contribution to displacement production. The ionization cutoff energy is not

a precise quantity, but it is estimated to be given roughly by the mass number of the

target atoms in kilovolts [2], i.e.

T; -A(kev)

We see from Fig. 3 that most of the primary energies lie below this value for Fe

( T; — 56 kev) . As the mass number decreases, the average primary energy at first

increases due to the increase in a ( Eq. 2) , but a point is reached where Tj becomes

so low that, upon further decrease in A, the average primary energy effective for

producing displacements decreases again. Fig. 5 shows the average effective primary

energy as a function of A for the fission spectrum; it reaches a maximum at about

A = 70.

3. Elaborations on the Basic Theory

For a number of reasons the basic theory is believed to be inadequate, but it is

difficult to put the theory to a rigorous test. The principal experimental method for

the determination of displacement production rates is the measurement of the increase

in electrical resistivity during irradiation at low temperatures where the radiation-

produced defects are immobile. For reactor irradiations of copper at close to liquid

helium temperature, the basic theory (excluding ionization losses) predicts a dis-

placement production rate that is greater than that observed experimentally by a fac-

tor of about 10 [Ref. 13] . Various factors may be cited to account for the over-

prediction:

1 . Ionization losses: When ionization losses are included as indicated in
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Eq . ( 13) , the discrepancy is reduced to a factor of about 6 [Ref. 12] . However, it

is realized that the assumption of a sharp ionization cut-off energy, T|, is a crude ap-

proximation since the shift from energy loss to the electronic system at high energies to

energy loss by atom recoil at low energies must occur over a range of energies. Lind-

hard et al . [ 14] have given a more elaborate treatment of this energy division as a

function of energy and mass number.

2. An isotropy of neutron scattering: To include anisotropy in the formulation,

the differential scattering cross section is expanded in terms of Legendre polynomials

P (cos g) where q is the scattering angle in the center-of-mass system. Thus,

where T and q are related by T =
^m^'"^ ^ o/^) normalization is such that

As a measure of the anisotropy, we may use B]/Bo which, as Leibfried [6] has pointed

out, can be set equal to

y^here R is the nuclear radius, R — 1 .5 x 10"^ cm x and \ is the deBroglie wave-

length of the neutron, % - ti/ (2mE)''/'^. For a 20% deviation from isotropy, i.e. for

B]/Bo - 0.2, the neutron energy must not exceed Eg where

Eg = 2A"2/3 ( in Mev)

In Fig. 6 Eg is plotted versus A. Even for A as low as 10, E^ is only about 0.4 Mev,
and thus we may expect anisotropy to be a significant factor in most reactor irradia-

tions. According to Holmes [13] and Wollenberger [15] , for Cu in a graphite

reactor spectrum like that for the TRExAT reactor the theoretical over-prediction of the

damage is reduced to a factor of about 4.5 due to the combined effects of ionization

losses and anisotropy. The reduction in the average transferred energy due to anisot-

ropy is shown for iron in Fig. 7 taken from the paper by Sheely [16]

.

3. Atomic scattering iri the collision cascade: The expression given in Eqs.

( 13) for the multiplication factor, v ( T) , assumes that the atom-atom interactions

are hard-sphere collisions, but it is realized that this is a rather poor approximation.

Robinson [17, 18] has indicated several improved representations of the scattering

law. In the first approach, the scattering probability function is expanded in a series

of Legendre polynomials similar to the expansion in Eq . ( 14) for the neutron scatter-

ing. A second method is to express the scattering probability function as an inverse

power function of the energy transferred T', i.e. as 1/(T')". The exponent n is allow-

ed to range from n=0 ( isotropic scattering) to n= 2 ( Rutherford scattering) . The

third procedure is to employ hard-sphere scattering in which the distance of closest

approach is made energy-dependent by matching the actual potential in value and
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e by an analytic potential such as the screened Coulomb potential [ 6, 7, 17] .

This last procedure tends to be most accurate for large energy transfers and tends to

discount those near the displacement threshold energy. However, any of the above-

mentioned representations of the scattering law could account for the remaining dis-

crepancy between theoretical and experimental damage rates.

4. Channeling and focusing: In the foregoing it was assumed that the moving

atoms engage in a series of random two-body collisions, with no account taken of the

crystalline structure of the medium. Yet, several mechanisms exist in which energy

may be lost in sub-threshold interactions due to the regular arrangement of atoms in

the solid. In channeling, the moving atom is deflected into an open channel between

atom rows, where it undergoes a series of glancing collisions with the atoms that make

up the walls of the channel . The subject was reviewed recently by Datz et al « [19] •

One evidence of channeling is the anomalously high penetration of ions bombarded

upon single crystals as compared to amorphous forms of the same material [20,21] .

Oen and Robinson [22] and Robinson [17,18] have given theoretical expressions

for V ( T) which include an energy-independent channeling probability. A prob-

ability of 7 or 8 percent is sufficient to reduce v( T) by a factor of two. The re-

duction in radiation damage due to channeling was verified experimentally by Noggle

and Oen [231 by observing damage clusters by transmission electron microscopy in

single crystal gold films irradiated with 51-Mev iodine ions. The number of damage

clusters was about 14 times less for films aligned so as to produce channeling than for

unaligned films. However, in order to observe this reduction in damage due to chan-

neling, the ion beam must be aliened along the direction of the channel to within one

or two degrees. Thus it seems unlikely that many recoiling atoms will emerge from a

lattice site in a direction appropriate for channeling. For one thing, neighboring

atoms should tend to block the struck atoms from the channels. The term "focusing"

refers to the transmission of energy and momentum (or mass in a series of replacement

collisions) down atom rows in a series of correlated collisions. In a manner similar to

channeling, focusing may fritter energy away in sub-threshold collisions. However,

in contrast to channeling focusing is a low energy event.

5. Dynamic and thermal annealing: As the term "displacement cascade" sug-

gests, many of the defects produced upon neutron irradiation are concentrated in a

dense cluster or zone. The energy of an isolated interstitial-vacancy is about 5 ev,

whereas, as we have said, the displacement threshold energy is about 25 ev. Thus, a

large fraction of the energy expended in producing a displacement is contributed to

thermal vibrations which may cause an instantaneous dynamic annealing. Furthermore,

the possibility exists that the interstitial may be situated so close to the vacancy that

it is mechanical unstable and will recombine with it athermally. This will also cause

a loss of energy to thermal vibrations. These factors have not been widely considered

quantitatively because of their difficulty, although some treatments are available [ 6,

7,24,25] • Of course, thermal annealing takes place above about 30°K for many
metals. This type of annealing has been studied extensively from the point of view of

identifying the defects that are mobile as a function of temperature [3, 13] •

While on the whole the elaborations on the basic theory tend to reduce the pre-

dicted amount of radiation damage, there are several additional mechanisms by which

atomic displacements could take place. One of these is inelastic scattering. Although

inelastic scattering generally requires high neutron energies where the reactor neutron

population is low, the scattering is largely isotropic and thus the average transferred



energy may be high. The expression for the transferred energy is [16,26]

where Q is excitation energy of the reaction and
fj)

and reduced masses of

the neutron and target atom, respectively. Sheely [16] has shown that the inelastic

scattering contribution to the displacement damage in iron is appreciable above about

1 Mev.
Another special source of radiation damage is that due to atom recoil upon cap-

ture gamma-ray emission following thermal neutron absorption. The recoil energy is

given by

T- E^2/2Mc2

where Ey is the capture gamma-ray energy, M is the mass of the recoiling atom, and c

is the speed of light. For iron the maximum is about 10 Mev so the recoil energy

may be as high as 10"^ ev. The capture gamma rays are emitted with energies over a

spectrum of values. For the spectrum given by Troubetskoy and Goldstein [ 27,28] ,

the average T is about 390 ev. In a reactor spectrum in which the thermal neutron

and fast neutron populations are roughly equal, the displacements due to (n, y) re-

coil would obviously be swamped out by those due to fast neutron collisions. However,

Coltman et oj^. [12,29] have used a highly thermalized neutron environment to study

the isolated effects of (n,y) recoil damage.

A. The Consequences of Radiation Damage

Radiation damage is seen most graphically by transmission electron microscopy.

Fig. 8 shows a photomicrograph of a niobium sample irradiated at about 50°C to

2 X 10'^ neutrons/cm^ ( E > 1 Mev) [30] . The black spots are defect clusters

about 80 A in diameter. The density is about 5 x 10' ^ defect clusters per cm^, which

corresponds to a defect cluster production cross section of 0,04 barns. By contrast the

neutron scattering cross section for niobium at 1 Mev is about 7 barns. Thus on the

average only one primary collision in about 200 produces a defect cluster. Defect

clusters have been observed by transmission electron microscopy in many irradiated

solids [31], and much effort is being devoted toward determining the nature of the

defect clusters (e.g. whether they are of interstitial or vacancy type; whether they

are nucleated homogeneously or heterogeneously) and how they influence physical

and mechanical properties.

The effect of radiation on mechanical properties is particularly important in

connection with the structural integrity of materials for nuclear reactors. Metals and

alloys are hardened and embrittled by radiation. The radiation hardening is indicated

by an increase in yield stress that appears to be proportional to the square root of the

neutron fluence at low fluences, but then exhibits a saturation effect upon further

exposure [32,33,34]- The radiation embrittlement is manifested in several ways

[35,36], but from the practical point of view we may delineate two areas: high-

temperature embrittlement of face-centered metals, particularly reactor fuel cladding

alloys, and low-temperature embrittlement of body-centered cubic metals, particu-

larly reactor pressure-vessel steels. The cladding alloys are typically austenitic
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stainless steels or nickel-base alloys, and at their operating temperatures
( up to about

700°C) the fracture mode is intergranular, i.e. the ductility is limited by cohesion at

the grain boundaries. The decrease in ductility upon irradiation is thought to be due

to the helium produced by (n, a) reactions, and possibly hydrogen by (n,p) reactions.

Trace amounts of boron are a major source of helium in thermal reactors at low expo-

sures through the "'B (n, a) reaction [37]. However, after high exposure enough

helium or hydrogen is produced by fast (n, a) or (n, p) reactions to be a serious prob-

lem also. In fact, numerous bubbles are observed in stainless steel after irradiation to

about 10^^ neutrons/cm^ in fast reactors [38,39], a matter of some concern to the fast

breeder reactor programs in the United States and elsewhere. In some cases, the bub-

ble volume is greater than can be predicted on the basis of helium and hydrogen pro-

duction. However, the predictions are based on cross sections largely derived from

nuclear systematics [40], which may be seriously in error as a paper in these proceed-

ings has pointed out [41]. These considerations indicate the need for further work on

(n,p) and (n, a) cross sections and better determinations of the reactor neutron

spectra

.

The radiation embrittlement of reactor pressure-vessel steels is associated with

the ductile-brittle transition phenomenon characteristic of body-centered cubic metals

generally and exemplified by ferritic pressure-vessel steels. Above the ductile-brittle

transition temperature, the steel fractures by shear absorbing large amounts of energy,

but below this temperature the fracture mode is cleavage involving rather little energy

absorption . For the type of steel used in most water-cooled reactor pressure vessels

today, the transition temperature is in the region -20° to 10°C as indicated by notch-

impact tests. Upon irradiation the transition temperature is increased, which enhances

the susceptibility to catastrophic brittle fracture. However, the magnitude of the in-

crease is quite variable. For example, a wide variety of pressure -vessel steels shows

an increase of 50° to 150°C upon irradiation below 260°C to 10^' neutrons/cm^,

E > 1 Mev (See Fig. 5.8 of Ref. 42) . The results for a single grade of steel indicate

less scatter ( for ASTM A-212-B or A-302-B steel, an increase of 100° to 150°C for

lO" neutrons/cm^) . It is possible to enumerate various materials and radiation para-

meters that may be responsible for the apparent variability in the radiation embrittle-

ment [43] . One factor is the difference in neutron spectrum from one experiment to

another. Sheely [16] has taken spectral differences into account by calculating the

displacement production rate for irradiations in several types of reactors. When the

increase in transition temperature upon irradiation is plotted versus the calculated num-

ber of displacements instead of the integral neutron fluence about 1 Mev, the data

exhibit considerably less scatter.

The sudden massive failure of welded steel structures due to the inherent low-

temperature brittleness of ferritic steels is now a well-documented phenomenon [44].

The danger to the public safety represented by such a failure in a reactor pressure

vessel is a matter of recurrent discussion, as indicated for example by recent letters of

the Advisory Committee of Reactor Safeguards to the AEC [45,46] • A better under-

standing of the mechanism of radiation embrittlement in reactor pressure-vessel steels

would help to minimize this danger, and neutron physicists can play a role in achiev-

ing this by providing more complete and accurate information concerning neutron

scattering cross sections and neutron spectra.
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Fig. 1 . The Primary Energy Distribution Function k( T) ( times aEf ) for Mono-
energetic Neutrons of Energy Ef and for a Fission Spectrum (after Leibfried [6] ) .
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for Iron for Elastic Isotropic Scattering for Various Reactor Spectra (after Jenkins [9] ) .
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Fig. 4, Displacement Probability Function vs Primary Energy.
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Fig. 5. Average Effective Primary Energy for the Fission Spectrum versus Mass
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Fig. 6. Upper Limit Energy for Isotropic Neutron Scattering

versus Mass Number (after Leibfried [6] ) .
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Fig. 7. The Average Primary Energy versus Neutron Energy for Iron Assuming Iso-

tropic Neutron Scattering and taking Anisotropy into Account (after Sheely [16] ) .

Fig. 8. Transmission Electron Micrograph showing Defect

Clusters in Irradiated Niobium (after Tucker and Ohr [30] ) .
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Production of s -Nuclei from e- and r-

Seed Nuclei by a Fixed Neutron Flux.

J. P. Amiet and H. D. Zeh

Institut fur Theoretische Physik

Universitat Heidelberg
German Federal Republic

Abstract

The s-process of nucleo- synthesis assunes that part of the
nuclei with A > 62 are produced in a slow neutron capture chain
frcm iron seed-nuclei (e-nuclei) in red giant stars. FjqDerimental

data of neutron capture cross sections support the first part of
this hypothesis. We want to point out, however, that better agree-
ment with the best data available to us may be obtained in a simpler
way. Starting with the iron group nuclei and in addition with the
nuclei which may be produced by 6" -decay ("r- nuclei") as a seed
we are able to approximately reproduce the empirical abundances
by irradiating the seed nuclei by a uniform neutron flux. The
agreement may be improved if part of the s-abundances are assumed
to have been present already in the seed. This result indicates
that the s-process is only a secondary process, thus shifting the

main burden of nuclear synthesis to the production of the seed nuclei.

The abundance distribution (1,2) of heavy nuclei (A ;^ 63)

definitely shows the existence of at least three abundance groups.
The most abundant group consists of just those nuclei which can be
produced by 6~ -decay from nuclei lying on the neutron- rich side
of the mass valley. The second group contains the nuclei which
are shielded against e~ -decay but which may be produced by neutron
capture if the time between two capture processes is large compared
to B-decay times.

The property of the second group gives information about its
history. The correlation (3) between abundances and neutron capture
cross sections which exists for this group strongly supports the
assunption of a slow neutron capture process ("s-process"). This
anpirical correlation has become definite with the determination of
Maxwell-averaged capture cross sections for several pure isotopes
(4). It states that the products (SH of cross sections and abundances
form a smooth function of atomic weight A (fig. 1).
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It has already been noted by B FH fS) that this curve shows
a steep decrease in the neighborhood above iron and a slow decrease

for heavier nuclei. More recent data (2) show a definite kink at
A 76. Since these authors assumed that all s -nuclei were produced
from iron as a seed, they originally suggested two different neutron
fluxes for the two parts of the curve. This suggestion was
not adequate, since the irradiation of the iron peak nuclei by a
uniform flux essentially shifts it towards the right instead of
producing a slowly varying distribution. It has hence been proposed
that the empirical curve can be explained (6) by mixing many "cooking
pots" with different flux histories Jj,, using some probability dis-
tribution p(Jj^). F^owever, plausible distributions (i.e., Gaussian)
are not able to describe the empirical curve for both small and large
values of A- 56. The success of this theory therefore hinges on the
selection of rather artificial probability distributions.

Since it is to be expected that the neutron-rich nuclei C"r-nuclei")
as well as the iron group nuclei ("e-nuclei") were produced under
much more extreme conditions (5,7) than the s -nuclei considered in
this paper, it is natural to assume that both were already present in
the seed. Fig. 2 shows the results of irradiating this seed with
several uniform neutron fluxes. It is shown how structures present
in the seed are smoothed and how a kink may be understood as arising
from the two components of the seed.

Fig. 1 compares one of these calculated curves with the empirical
points and with one of the curves given by Clayton et al. (6). IVhereas

the latter does not adequately explain the increase towards iron, our
curve is too low to the right of magic neutron numbers. As is indicat-
ed by the broken line of fig. 1 this shortcoming may be avoided if
some of the s-abundance is assumed to have been already present in
the seed. This latter curve is not quite consistent, however, since
the s-nuclei of the seed cannot have had the same flux history as the
present ones. A detailed analysis of the best parameters will be pub-

lished elsewhere (8). The empirical values for Zr (based on ref. (2))
are too large compared to any existing theory.

More measured and Maxwell averaged neutron capture cross sections of
pure isotopes are needed to distinguish between the different theories
or parameters, and to answer the question whether the flux history of
the heavy nuclei has been the same as that needed to produce the nuclei
with 22>Ai44 (5).

(1) H. E. Suess and H. C. Urey, Rev. Mod. Phys. 28 (1956) 53

(2) H. C. Urey, Harold Jeffreys Lecture, delivered at Burlington
House, 1966

(3) R. A. Alpher, Phys. Rev. 74 (1948) 1577

(4) R. L. Macklin and J. H. Gibbons, Astroph. J. 149 (1967)577
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Rev. Mod. Phys. 29 (1957) 547

(6) D. D. Clayton, W. A. Fowler, T. E. Hull and R. Zimmerman,

Ann. Phys. (N.Y.) 12 (1961) 331

(7) J. P. Amiet and H. D. Zeh, Phys. Lett. 25B (1967) 305

(8) J. P. Amiet and H. D. Zeh, Z. Physik (to be published).

LogSH

Figure 1 : Empirical values of oH are plotted as points if a
(averaged for kT = 30 keV - ref. (h)) has been measured, as
small vertical bars if a has been estimated, and by large
bars if o and E have both been estimated. The measured abun-
dances H are meteoritic data taken from ref. (2). The heavy
line shows values calculated with a uniform flux = .12 neu-
trons /mb from e- and r- seed nuclei. The broken line is ob-
tained with the same flux if 20% of the s nuclei are added
to the seed. The thin line represents results of ref. (6) ob-
tained with a weight function exp ( - Jn / . 1 7 ) .
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1. Introduction

The problem of neutron flux measurement is basic to most
neutron cross-section measurements. The experimenter can only
escape it when he can perform a transmission type measurement
i.e. when he measures the ratios of two fluxes with and without
sample interposed between the neutron source and detector.
Usually the transmission measurement is performed in good,
linear geometry in which case the cross-section measured is
the total cr o s s- s ec t ion . Occasionally the so-called sphere
transmission method is used where the sample takes the form of
a spherical shell surrounding either the source or the detector.
In this case the measured flux ratio can be interpreted in terms
of the total absorption cr o s s - sec t ion

.

The neutron flux measurement is very often avoided, or at
least apparently so, by measuring a cross-section relative to
another c ro s s -s ec t ion . However we note that in such cases it
is the second cro s s- s ec t ion which is essentially giving the
flux. It is interesting to note that there has been a tendency
to refer to this type of cross-section measurement as a ratio
measurement if the precision of the second cross-section value
is poor, whereas if the precision is good we have tended to call
the measurement an absolute measurement. For example if an
experimenter has measured the Pu fission cr o s s- s e c t ion by
measuring Pu^-"- and U'^-^-' fission rates in the same flux we have
usually referred to the measurement as a ratio measurement.

2 3 5However, if instead of a U fission counter, a proton recoil
counter is used, we have tended to regard the measurement as
an absolute one. One can understand the reason how this has
grown up. It is that the H(n,p) happens to be a cross-section
that can be measured by the transmission method whereas U^^S (n,f)
cross-section cannot be dealt with in this way. In this presen-
tation I shall avoid this issue and deal first with flux measure-
ments based directly on cross-section values— the so called standard
cross-sections--and then deal with other methods, which can
conveniently be called absolute methods, in which a knowledge
of a cross-section, if required at all, is not the prime basis
of the method.
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In this paper we shall not be concerned with flux measure-
ments in the general sense but will concentrate on the application
to neutron cross-section measurement. We shall attempt to cover
the energy region from thermal up to about 14 MeV although we
shall concentrate mostly on the intermediate and fast regions.
Because I believe that at this conference we are emphasizing
the differential measurement, I shall also concentrate most of
my remarks on the measurement of a unidirectional mono-energetic
flux.

2 . Flux Measurements based on Neutron Cross-sections

In the following paper Dr. Gibbons will review the state of
Standard cross-sections, some of these cross-sections being the
ones on which we base our flux measurements. In the measurement
of flux, F(E), based on the standard reaction A(n,B)a the number
of reactions counted by the detector is equal to F(E) a(E) C(E)n
where n is the number of A atoms present, a(E) is the cross-section
at energy E and C(E) is a correction factor arising from one or
more causes e.g. counts lost below bias, multiple scattering.
The product a(E) C(E) is essentially equal to the efficiency
of the detector. Because it is usually difficult to obtain an
accurate value of C(E), the experimenter usually tries to arrange
for its value to be as close as possible to unity.

To the fast neutron physicist working in the region above
100 keV, by far the most important standard cross-section is the
H(n,p). This is a cr o s s - s ec t ion which can be determined
experimentally by transmission measurements and one which is
also amenable to calculation. (The present status of this cross-
section, and its suitability as a primary standard has recently
been discussed by Hopkins''"). Consequently the cross-section is
known to about 1% accuracy. However what is usually required is
not the total cross-section but the differential cross-section
generally at 0° (for emission of protons). Below about 6 MeV
the reaction is isotropic in the CM system but above this energy
anisotropy begins to appear and it increases with increasing
energy. At 14 MeV the uncertainty in the 0° differential cross-
section is at least 2%, enough to be a significant contribution
to the overall error in a flux measurement.

I will not have the time to deal in detail with all the
methods of flux determination based on the H(n,p) cross-section.
Most of the methods rely on the detection of the knock on protons
rather than the scattered neutrons although a well known case
where the latter is used is in the measurement of fast neutron
scattering cross-sections by the time of flight technique. To
measure the flux passing through the sample under investigation,
the latter is replaced by a polythene sample of similar nax
and the number of neutrons scattered by the hydrogen is measured,
usually at an angle of about 45°. The energy resolution is

90



sufficient to be able to resolve out neutrons scattered by the
carbon present in the sample. Since the hydrogen scattered
neutrons have a different energy from the neutrons scattered
by the original sample, the efficiency response of the neutron
detector as a function of neutron energy must be known. Because
of the sensitive variation of scattered neutron energy with
angle, the H(n,p) reaction is not suitable for very low incident
neutron energies (below a few hundred keV) and either the C(n,n)
or the Pb(n,n) is used as the standard.

There are two basic methods of using the H(n,p) cross-
section by observation of the recoil protons, the first where
hydrogen or hydrogenous material forms the sensitive material
of the actual proton counter e.g. the gas in a gas counter, and
the second where the hydrogenous material is separate from and
not an integral part of the actual detector of the protons.

The main instruments belonging to the first class are the
gas filled proportional counter and the organic scintillator.
The former has in fact proved to be a very precise tool for the
energy region 40 keV to 2 or perhaps 3 MeV . Figure 1 shows a

diagram of the counter recently used by White^ for the measure-
ment of the fission cr o s s - s ec t ion of u235, Xt is based on an
original design of Skyrme et al. The important point to notice
is that the sensitive volume of the counter is accurately defined
by the use of field tubes held at the correct potential with
respect to the wire so that if the gas pressure and composition
is known the effective number of hydrogen atoms in the neutron
beam is likewise known. Multiple scatter effects in the gas
are very small although wall and end effects can be large and
have to be allowed for very carefully. Figure 2 shows the
pulse height spectra obtained by White for various incident
neutron energies, the wall effect being the reason for the slope
of each plateau. The wall effect can be reduced by increasing
the pressure of hydrogen or using a heavier gas such as methane,
although it appears to be impractical to make if sufficiently
small for energies greater than about 3 MeV. The diagrams also
show how the observed spectra can be fitted to theoretical
curves— in these cases obtained with the aid of a Monte Carlo
programme. With no wall and end effects all these curves would
be flat topped. It is easy to see that for neutrons below 40 keV
energy the instrument will not be very useful because only a
small fraction of the recoil proton distribution is observable
above background due mainly to the presence of Y~i^^diation . To
reduce this lower limit one must either reduce Y~background

—

usually not practicable— or use some form of discrimination
against Y~^^ys . Bennett^ has shown that a Y~r3-y pulse can be
rejected from the rate of rise of the pulse relative to the
rate of rise of a proton pulse but as far as I know this
technique has not been applied by anyone making a flux
measurement. However, Bennett has been able to make measure-
ments on neutrons down to 1 keV energy. In his measurements
with a proportional counter White^ was able to achieve an

313-475 0-68—

8
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accuracy on flux of between 1.5 and 2%, the dominant contri-
bution being that involved in fitting the theoretical pulse
height spectrum to the observed curve. Thus this method is
capable of quite high accuracy but I doubt if it has much more
development potential and it is a tedious and difficult technique
to use. However it would be extremely valuable if it could be
developed for use at say 5 to 10 keV along the lines used by
Bennett.

Also belonging to the first category is the organic
scintillation counter, useful for neutrons in the MeV region.
Although simple to set up and use--the basic ingredients are
an organic scintillator of known size containing a known amount
of hydrogen--it has proved to be very difficult to obtain the
high accuracy which has been obtained with the proportional counter.
The reasons are (a) the light output for electrons is much greater
than that for protons thus making the counter very efficient for
y-rays , which are always present as background, (b) the response
to protons is not a linear function of energy and (c) multiple
scattering effects, which can be quite large in large scintillators.
The sensitivity to Y~^^ys> effect (a), can be reduced by pulse
shape discrimination— see e.g. ref . 5, but care has to be taken
when applying this technique because it can reduce the neutron
sensitivity by an unknown amount. Whereas in the case of the
proportional counter only the wall and end effects distort the
pulse height distribution from a rectangular shape, in the case
of the organic scintillator both the complicated effects (b) and
(c) contribute to the distortion. There is therefore a greater
error in fitting an observed pulse height distribution to the
calculated one. Figure 3 shows pulse distributions for a thin
stilbene crystal and it illustrates the difficulties one runs
into because of effect (b). The non linear response for protons
means that the pulse distribution rises steeply at low pulse
height and this type of distribution is clearly difficult to fit
precisely. Details of this method of flux measurement have been
discussed by Swartz and Owen^ although since their review there
has been further work carried out on the theoretical calculation
of pulse height distributions, mainly using the Monte Carlo
method to deal with the multiple scattering problem— see e.g.
Batchelor et al.''

Also belonging to this category is the photographic plate
detector, but this is rarely used for absolute flux measurements
because it is tedious to apply and also because of the difficulty
of knowing the effective number of hydrogen atoms present.

Turning now to the second category of instruments based on
proton recoil detection i.e. those with the hydrogenous target
separated from the nuclear counter, we find a variety of forms.
The target, which must be thin enough to allow the protons to
escape with very little energy loss, is a solid one such as
polythene. The detector is usually arranged to detect the
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protons emitted in the direction of the incident neutrons.
The favorite detector used in the past was a Csl scintillator
but now there is a tendency to use semiconductor counters at
least for energies below about 5 MeV . Another important
variable is the angle subtended by the foil at the counter.
Since it is usually necessary to make the device as effecient
as possible the solid angle is made as large as possible
especially at low neutron energies since the effective thick-
ness of the polythene foil must then be very small in order to
keep the fraction of the proton energy lost in the foil small.
Fortunately this bad geometry is practicable at low energies.
An early sample of this type of counter was that used by Diven^
who detected all the recoil protons i.e. into 2-n solid angle,
by an argon/C02 filled proportional counter. More recently
White following the original design of Dearnaley and Whitehead^
used a semiconductor counter arranged as shown in Fig. 4 and
obtained the recoil spectrum of Fig. 5 for neutrons of 2.25 MeV
energy. Here again the solid curve is the theoretical fit.
Note that this curve exhibits only a slight bump towards the
high pulse height region. As the solid angle subtended by the foil
at the counter is increased this bump will of course get progressively
closer to a peak i.e. the counter gets more selective, until one
reaches the limit of a real proton recoil telescope, which is very
suited to flux measurements at higher energies, say greater than
5 MeV. The decreased efficiency arising because of the much
reduced solid angle can be partially compensated by the use of a

thicker foil. This "better" geometry is a practical necessity at
high energies in order to eliminate the severe backgrounds from
e.g. neutron reactions in the active element of the counter. What
is done to reduce background is to insert one, or possibly two,
dE/dx counters between the foil and detector and their outputs
are put into coincidence with the output of the proton counter.
In this way one identifies the protons emitted from the foil
in the direction of the main counter and excludes events resulting
from neutron interactions in the main counter, for example. Clearly
this type of detector is much more difficult to set up and use
than the poor geometry type of counter and in consequence it is
harder to achieve high accuracy. However with great care one can
make flux measurements with these instruments to between 3 and 5%.

We see therefore that instruments based on proton recoil
methods cover the fast neutron range with quite good accuracy
and the limit on precision is presently well above the error on
the H(n,p) cross-section. Although there is no fundamental
reason why the techniques can't be improved to the point where
the H(n,p) cross-section error is dominant, I believe it will
be extremely difficult to realize in practice.

For less precise work, say 5% or worse accuracy, the fast
neutron physicist need not use the above tedious methods based
on the H(n,p) cross-section. Instead he could choose a reaction

93



which leads to an active product e.g. S (n,p) which would
be suitable above 2 MeV . Alternatively he might choose a
reaction which can be recorded event by event in a pulse
counter, and probably the most convenient type of reaction
to choose is a fission reaction. Above 1 MeV the u238(n,f)
is probably the most suitable since a counter based on this
reaction would not be sensitive to background neutrons of low
energy which can arise from wall scattering etc. Below 1 MeV
one would need to use either u2-^^(n,f) or Pu2-^^(n,f). The
latter has some attraction since its cross-section appears to
be nearly constant over a wide energy range and it turns out to
be a little easier to assay a Pu^^^ foil than a U^-^^ foil.
Unlike the H(n,p) cross-section, fission cross-sections in the
fast neutron region are not very accurately known— presently errors
are 3% at best in some energy regions for some nuclei, but more
usually 5-10%— and the overall errors on flux measurements are
likely to be dominated by the errors in the cr o s s - s ec t ion . Since
the techniques of fission foil assay are now getting very precisely
and a fission ionisation chamber is such a straightforward instru-
ment, this method of flux measurement could be developed into a

very precise method if the errors on fission cross-sections could
be reduced.

Fission reactions are clearly unsuitable for flux measurements
in the resonance region where a smoothly varying cross-section
is required. The obvious reactions to consider for this region
are He-^(n,p), Li^(n,a), B-'-*-'(n,a) and B-^-^Cnjay) and detectors
based on these cross-sections can take on many forms. As yet
the first reaction has not gained a great deal of popularity
amongst cross-section measurers probably because of the early
historical development of counters based on the B"^^(n,a) reaction.

For laboratory work in the resonance region with white
10 10 f\sources the B (n,a), B (n,aY) and Li°(n,a) reactions are used.

Rarely does one find that absolute measurements are made; rather
relative flux measurements are made so that it is only necessary
to know the variation of detection efficiency with neutron energy.
Where fission c r os s -s ec t ions are being measured the data obtained
are usually normalized to the known values of the cross-sections
at thermal energies. In the case of capture c r o s s- sec t ion measure-
ments this technique cannot be used (simply because the relative
measurements do not extend low enough in energy) and in those
cases a technique called the "black resonance technique"-^-'- is
used to establish the product of neutron flux F(E) and detector
efficiency e (E) at a few selected energies. The basis of this
method is to select a resonance which is completely black to the
incident neutrons where the capture yield is equal (apart from
small corrections) to the product of F(E)£(E) and the ratio of
capture width to total width. If this ratio is accurately
known then F(E)e(E) can be obtained at the resonance energy E.

Typically errors on the product obtained by this method are
± 2%.
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10 6
Detectors based on the B and Li reactions should ideally

have an efficiency curve which closely follows the shape of the
cross-section energy curve. As we will see in Dr. Gibbons' talk
we can be fairly sure that the cross-sections follow a — behavior

v
at least up to 1 keV, but an area of doubt creeps in around
10 keV. The way to make the detector efficiency follow the cross-
section is to use a very small amount of material in the neutron
beam and this is one of the reasons why BF3 counters are so
popular. If the counter is chosen so that the product of the
number of atoms of and the B-^^(n,a) cross-section is less
than 0.05 then the efficiency is proportional to the c r o s s - s e c t ion
to within 2% in the energy region below 229 ev , the first resonance
in copper (the material used in the construction of the counter).
At higher energies the resonances can cause trouble, but perhaps
more important, the counters are not fast enough in response to
give the overall energy resolutions required. Detectors based
on the B-'-^(n,aY) reaction can also be made such that the efficiency
is closely proportional to the cr o s s -sec t ion by placing a thin
block of B-'-O in the neutron beam and allowing the 478 keV Y~rays
to be detected by either a Nal scintillator or a Moxon-Rae type
counter.-'--'- Multiple scattering of neutrons in the B-'-*^ block is
the major effect which causes the shape of the efficiency curve
to depart from the shape of the cross-section curve and the effect
increases with increasing neutron energy. However in the case of
a block 3" diameter, total mass 3.4g the multiple scattering
correction has been calculated to be only 2.4% at 100 keV . -'-

The popular counter based on the Li (n,a) reaction is the
lithium loaded glass scintillator but unfortunately multiple
scatter corrections are more important in this case because
materials other than lithium (oxygen 55%, silicon 16%) are
present in the glass which is exposed in the neutron beam.
Multiple scatter corrections have been treated by Zetterstrom
et al,-'-3 J. Cameron et al-'-^ and the Harwell group (unpublished).

An interesting use of the Li^(n,a) reaction for resonance
energy flux measurements is in the application to cross-section
measurements using underground explosions.-'-^ Here a thin
lithium foil is exposed in the neutron beam and the tritons
and a-particles emitted at selected angles are detected by
semiconductor counters operating in the current mode.-'-^ Care
has to be taken over the corrections for energy losses of the
emitted charged particles in the lithium foil and in any dead
surface layers of the semiconductor detectors.

We should note that in the thermal region some cross-
sections are known very accurately e.g. B-'-'^ (n , ab so rp t ion ) ,

U^^^(n,f).l^ Flux measurements in the thermal region based
on these cross-sections are relatively straightforward and
accurate

.
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3. Neutron Flux Measurements using Associated Particle/activity Methods

In this section we deal with a method of flux measurement
which is absolute in the strict sense of the word. We turn to
the neutron source itself and strive to distinguish the emission
of a neutron by the detection of a charged particle or radioactive
nucleus produced in the same reaction, i.e. for a reaction A(B,n)C,
we measure the number of C nuclei produced, this being equal to
the number of neutrons emitted. The advantage of the method lies
in the fact that it is usually easier to monitor the number of C

nuclei than the number of neutrons.

The first serious application of this method was the counting
of the a-particles emitted in the T(d,n)a reaction, the emitted
neutrons being in the region of 14 MeV energy. The a-particles
are counted in a well defined geometry by a proportional counter,
scintillation counter or a semi-conductor counter. It is relatively
easy to achieve a 2% accuracy on the 14 MeV neutron flux but with
extreme care one can nearly achieve 1/2%. ^ For this very precise
work attention has to be paid to such details as the carbon and
deuterium build up on the surface of the tritium target and also
the distribution of tritium in the target itself. One also needs
to make sure the tritium target used is not too old since the
tritium decay produce He'^ also reacts with the incident deuterons
to give contaminant a-particles (without associated neutrons) via
the He"^(d,p) reaction. These a-particles could be quite close
in energy to the genuine particles from the T(d,n)a reaction.
There can be little doubt that this method has proved to be an
extremely valuable method for measuring the flux of 14 MeV
neutrons

.

3Unfortunately the D(d,n)He reaction (which is a copious
source of neutrons around 2.5 MeV) has not proved to be so
amenable to this technique, mainly because the He-^ recoil
particle energy is very close to the energy of the T recoil
nucleus emitted in the competing reaction D(d,p)T. This reaction
has about equal probability as the neutron producing reaction.
Consequently to be effective the particle counter needs to
have extremely good energy resolution. However this particular
difficulty has been removed by the development of semiconductor
counters with thin windows. '^ Even so the method has not yet
been widely used and all the difficulties involved in precision
measurements have not been discussed.

3
The T(p,n)He reaction is proving to be even more difficult

to be monitored by the associated particle technique. However it
is certainly worthwhile trying because of the possibility of bringing
the technique to bear on the very important 100 keV neutron energy
region. Low energy neutrons are emitted in the backward direction
in association with He"^ particles of higher energy in the forward
direction. The fact that one needs to detect these He^ particles
in the forward direction, raises many difficult problems. First,
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contrary to the T(d,n) reaction where a tritium target on a

thick backing can be used, a thin target backing in the trans-
mission position must be used. Second there is a copious yield
of scattered protons and recoil tritons in the forward direction
and some method of discrimination against these particles must
be used in order to count the He3 particles reliably. Fort and
Leroy20 have managed to overcome most of these problems using
the apparatus shown in Figure 6. A combination of electrostatic
and magnetic analysis is used to discriminate against coulomb
scattered protons and a semi-conductor counter is used to detect
the He^ particles. In a measurement of the Li^(n,a) cross-
section in the energy region 150 keV to 300 keV Fort and Leroy
used this technique to measure flux and claimed an accuracy
of about ± 3%, a major contribution to this error being one of 2%
from the uncertainty in the correction for coulomb scattering in
the target. The type of target used was a titanium film with
absorbed tritium backed with a thin layer of copper. Further
improvements in the technique, both in improving the accuracy
and extending to lower energies, can be expected if better
tritium films could be made available. Targets of about
100 yg/cm^ of titanium or preferably 30 yg/cm of Li, with
absorbed tritium are required.

We should note that the associated particle method essentially
gives a measure of the neutron flux in a particular direction
since the associated particles are detected in a particular direction
In other words a neutron beam is defined and it is sometimes very
useful to take coincidence measurements between the particle
and neutron detectors.!^ Also provided only the neutrons within
the beam are used the estimation of flux does not depend on any
knowledge of the angular distribution of the reaction products.
This is not the case for the associated activity method which we
will now discuss. Rather than the detection of recoil particles
in a particular direction the activity method relies on the measure-
ment of the total number of residual nuclei produced. Apart from
the obvious requirement that the residual nuclei are radioactive
with a convenient half life, it is also desirable that for each
radioactive nucleus formed only one neutron of a fixed energy is
emitted. These restrictions narrow the choice down to a few
reactions but they have turned out to be important because they
provide neutrons in the important energy region 10 to 100 keV.
Reactions for which the associated activity method have been
used are Li^ (p , n) Be , 21 the v5l(p,n)Cr^l and the Cu ° ^ (p , n ) Zn^ ^

.
2 2

In all the applications so far experimenters have avoided the
requirement of knowing the angular distributions of the reaction
products by quite ingenious ways. In his work with the Li7(p,n)Be^
reaction Ponitz made use of the fact that all neutrons are emitted
in the forward direction at the threshold energy of the reaction.
In fact he adjusted the proton energy to be above 2 keV above
threshold such that the neutrons are emitted within a forward
cone of half angle 12°. The neutron energy at the cone edge is
about 30 keV and between 43.2 and 18.7 keV at 0°. Care had to
be taken to ensure that all the emitted neutrons were used in
the cr o s s- s ec t ion measurement. The Be^ activity is measured by
counting the 478 keV y^ays from the first excited state of Li'^
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which is fed in 12% of the Be decays. Uncertainty in this
branching ratio is presently the main contributor to the
overall error of about 3% on flux (bear in mind however that
there is a large spread in neutron energy). It has been suggested
that if the error on the Be^ branching ratio could be brought
down to ± 1/2%, the error on flux could be reduced below ± 1%.

In the cases of the V^''"(p,n) and Cu^^(p,n) reactions Harris
et al completely surrounded the source with a sample of the
material whose cross-section was being measured [this technique
is not feasible in the case of the Li' (p,n) reaction because the
neutron energy varies greatly with angle}. The V^-'-(p,n) reaction
was used in the energy range 12 keV to 680 keV, the latter energy
being close to the upper limit since the first excited state of
Cr-5-'- is at 775 keV . The Cu^^(p,n) reaction was used for measure-
ments at 39 keV neutron energy. This reaction has a very restricted
range of usefulness since the first excited state of Zn^-^

54 keV. The accuracies obtained on flux using these reactions
have been several percent.

4. Methods based on Standard Sources

A potentially very accurate way of knowing a neutron flux
is to use a calibrated source produced by radiation from a

radioactive isotope (as distinct from accelerator produced
radiation). Sources produced by some (y ,n) reactions are the
most useful since the neutrons are approximately monoener getic

.

The source which has been mostly used so far is the Sb Be
source giving predominantly 24 keV neutrons and the Na^^ Be,
giving 220 keV neutrons, is also receiving attention. The
favored method of calibrating these sources is the manganese
sulphate bath method about which much has been written and an
accuracy of ± 0.6% on source strength has been claimed. ^3 Other
methods have been used, but are not so convenient. These are
the so-called Boron pile24 and the oil bath me thod.l^ The f o rmer
is a stack of graphite with BF3 counters arranged within the
stack, and a measurement of the BF3 counting rate is made for
the neutron source placed in the centre of the stack. The
neutron efficiency of the pile is measured by replacing the
source with a gridded ionization chamber containing deuterium
in the form of tetra-deutero-methane . Monoenergetic y^ays
are allowed to fall on the chamber through a hold in the pile
and hence produce neutrons by the D(Y,n)p reaction. The number
of neutron counts per proton pulse in the ion chamber is a

direct measure of the neutron efficiency. In the oil bath
method the source is placed in a large bath of oil and the
neutron density in the oil is measured by moving small BF^
counters throughout the bath ar.d integrating the observed
BlO(n,a) reaction rate. The device is calibrated by replacing
the source with a T(d,n) source which is itself monitored by
means of the associated particle method.
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Despite the attractions of being able to measure the total
neutron output very accurately and also knowing that there must
be very little, if any, anisotropy in emission from the source,
there are of course some difficulties in using calibrated photo-
neutron sources for c r o s s - s ec t ion measurements. One is that
along with the flux of neutrons there is a high energy y'fl'^^
about four orders of magnitude greater in intensity and this
introduces a very serious background problem. In fact it restricts
measurements to a few reactions which either produce very high
energy particles, e.g. fission, or which produce radioactive
nuclei which are readily detected. Another is that unless one
is prepared to work with very strong Y~sources, the neutron
source strength is quite modest (and of course decreases notice-
ably with time). Consequently, to overcome the low source
strength, measurements usually have to be made in poor geometry.
Finally, there are uncertainties about the neutron spectrum from
the source since the neutrons are moderated by the presence of
the beryllium and there is the possibility of "satellite" neutron
groups being emitted because of weak unsuspected Y~ray decays
in the y-source material. Nevertheless the method has been used
to obtain very precise (2-3%) data on fission cross-sections
and a few capture c r os s - s ec t ions ^ ° at 24.8 keV.

/

/

5, Flux Measurements using "Flat" Response detectors

We now turn to the group of instruments generally known as
flat response detectors. By flat response we mean that the
neutron efficiency of the device is constant, or at least fairly
constant, with energy. An important feature of these instruments
is that they are not designed to give any information at all on
the energy of th^ neutrons incident on them. The efficiency of
some can be calculated accurately but others have to be calibrated
in fluxes measured by other methods e.g. by use of standard
sources, associated particle method.

Most flat response detectors are basically 4tt detectors
and hence are not very convenient for measuring neutron beam
flux. An important exception is the long counter, originally
suggested by Hanson and McKibber,^'' and which is an extremely
useful instrument for work not requiring the highest accuracy.
The departures from flat response are quite considerable with
this instrument and in addition the efficiency is not a smooth
function of energy due to the influence of resonances in the
carbon cross-section (see Ref. 28 for a summary).

Detectors which are basically Att detectors can be adapted
for use with a collimated beam but as yet very little work along
these lines has been done despite the fact that the instruments
are potentially capable of good accuracy. Three of these devices
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have already been mentioned: the manganese sulphate bath,
the boron pile and the oil bath. To measure the flux of a
collimated beam of neutrons it is necessary to allow the beam
to pass through a re-entrant tube to the centre of the detector.
Where necessary all, or a known part, of the incident beam can
be scattered into the detector by e.g. a carbon scatterer placed
in the centre. Without using a scattering block Ponitz^-'- has
used the manganese sulphate bath to measure the forward flux
of 30 keV and 64 keV neutrons emitted at the thresholds of the
Li^(p,n) and T(p,n) reactions, respectively. The geometry used
is shown in Figure 7. At 30 keV the accuracy claimed is better
than 2%, the dominant error being one due to leakage of neutrons
from the spherical Mn SO^ bath. This error could be reduced if
a larger bath is used.

2 9Conde et al have used the scattering block method in
conjunction with a giant scintillator tank with some success.
The giant scintillator usually takes the form of a large sphere
(up to 1 metre diameter) containing a liquid scintillator loaded
with cadmium or gadolinium. So far the main application has been
to "v measurements when a fission source is placed in the centre
and the total number of neutron capture pulses (random in time
because of the moderation process) per fission event is recorded.
For ~ work the instrument is calibrated by placing a Cf^^^
spontaneous fission source (for which "v is accurately known)
in the centre. However the absolute efficiency as a function of
neutron energy has been measured by allowing the incident neutrons
to be scattered by hydrogen in a plastic scintillator placed in
the centre of the tank and measuring the number of delayed neutron
counts per knock-on proton count. To measure an unknown flux
Conde et al allowed the beam to be scattered by a lead scatterer,
the fraction of the beam which was scattered being measured by the
transmission technique. The authors claimed that flux could be
measured absolutely to an accuracy of 2-3% in the important energy
region below 500 keV.

Under this heading of flat response detectors three other
instruments must be mentioned. The first is the so-called wax

O -1

castle (see e.g. Richmond ) in which BF3 counters are positioned
in a hydrogenous moderating assembly in order to produce a

reasonable flat response over a wide energy range. However a

better response can be obtained by using graphite instead of
wax since the diffusion length of thermal neutrons is much
greater in this material. A fairly recent instrument based
on graphite is the graphite sphere constructed by Macklin.32
Finally we should mention the so-called grey neutron detector
described by Ponitz.-^-^ ^ diagram of this detector is shown in
Figure 8. The principle of operation is that the neutrons are
slowed down and captured by the hydrogen to give 2.2 MeV yi^^ys,
some of which are detected by the Nal detector. Departures from
flat response are due to neutrons leaking from the sphere and
y-ray absorption in the sphere.
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6. Backgrounds

It would be improper to conclude this review without
mentioning the vexed question of neutron background in relation
to flux measurements. The presence of background neutrons having
energies different from the main beam is one of the main reasons
why most flux measurements are tedious and time-consuming and
have to be carried out with great care. Of course the background
question does not arise with flux measurements based on methods
not involving the use of a neutron detector e.g. the associated
particle method, but attention still has to be paid to backgrounds
in the actual cross-section measurement.

Backgrounds arise from two main causes.

(a) In the case of accelerator produced sources 'they can
be produced by the charged particle beam hitting mate-
rials other than the actual target material. This
source of background is relatively easy to deal with
since it can be measured directly by removing the
target material.

(b) Neutrons can be scattered by any material present in
the experimental room including the walls of the room.
If the flux measuring device happens to be energy
selective then there will automatically be some
discrimination against this form of background.
Otherwise these backgrounds are difficult to deal
with and it is definitely good practice to try to
reduce them to a minimum when planning the experiment.
This is particularly true if the neutron detector is
much more sensitive to low than high energy neutrons,
e.g. a "—' detector, since the scattered neutrons are
likely to have much lower energies than those in the
main beam. Table I shows just how serious this
problem is; it gives recent data obtained by White-^^
on the calculated and measured backgrounds in various
fission chambers and a flat response detector. White
based his measurements on plots of the count rate in
the detector v the inverse square distance from the
source, the usual method of dealing with room scattered
background

.

Clearly there are no hard and fast rules regarding
the background problem. Each case has to be treated
on its own, taking due account of the energy sensitivity
of the detector and its environment. For accurate
flux measurements however the problem is extremely
important

.

101



7 . Conclusions

The measurement of neutron flux is not a field in which we
can expect rapid progress. There are very few, if any, new
ideas to be found in the materials which I have presented.
However I think it is noticeable that during the last few years
we have seen considerable progress in the application and
development of techniques to the point where we now have many
reliable and accurate methods of measuring flux. At a few
selected energies, certainly at 14 MeV and thermal, maybe one
or two more, we believe we can measure flux to better than
± 1% accuracy. In some of the intermediate regions we have
techniques which can probably achieve ± 2% accuracy on flux
and several of these techniques still have development potential.
There remain a few sticky energy regions, and in particular I

would pick out the one around 10 keV , wherp we need much more
work not only to get good accuracy but to get confidence in
our results.

Table I

Calculated and measured relative backgrounds in fission counters and a "'"'^B neutron
detector at 20 cm from 24 keV and 120 keV neutron sources.

Effective
distance of walls

(cm)

Background %

Neutron
Energy Detector

Nubide ^234 Pu259 B^O

Flat
Response
Detector

24 4.2
Calculated
Measured

2?

43

24

31

36
19

2.1

120 4.5
Calculated
Measured

14

9

7
4

13
16

0

0

18

15

52

56

1.8

120 4.9
Calculated
Measured

10

8

1.5
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COUNTER I COUNTER 2

FIGURE 4. SILICON SURFACE iARMER PROTON COUNTER

OSED BY WHITE (REF 2) .
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FIGURE 5. RECOIL PROTON SPECTRUM FROM A SEMICONDUCTOR
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FIGURE 6. EXPERIMENTAL ARRANGEMENT USED BY FORT AND

LEROY FOR MONITORING THE T(Rn) REACTION.
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FIGURE 7 EXPERIMENTAL ARRANGEMENT FOR MEASUREMENT OF FLUX

WITH A MANGANESE SULPHATE BATH USED BY PONITZ.

BORON PARAFFIN SHIELD

FIGURE 8. FLUX MEASUREMENTS WITH A GREY" NEUTRON DETECTOR
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DEVELOPMENTS IN STANDARD NEUTRON CROSS SECTIONS^

J. H. Gibbons

Oak Ridge National Laboratory
Oak Ridge;, Tennessee 37830

Neutron cross section "standards" are reviewed with
emphasis on reaction cross sections such as fission and
capture. Special attention is given to ^^B(n;Q;)'^Li^; ^Li
since this reaction is one of the best means of comparing
intermediate and fast neutron cross sections with thermal
values. Recent measurements of other "standard" cross

sections are also discussed and recommendations for addi-

tional experiments are given.

When I finally stopped procrastinating about preparing for this

conference I sat down with a bushel of reprints and preprints to try to
re-acquaint myself with progress in standard neutron cross sections.

My first surprise was that it has been two years - not one - since our
first meeting. I guess this shows how fast time can fly when you're
loafing.

My assigned job is to review developments in standard, neutron
cross sections. I can think of several people who are much abler than
I to cover this subject and. can only conclude that they were more nimble-
footed than I in evading a commitment to speak. As far as I can tell,
during the last couple of years we've seen almost as many evaluations as

new results. Maybe these numbers should be about equal. Anyway, the
several evaluations I refer to in this paper were of great help to me in

my preparations. I must confess, though, that on several occasions I

almost folded in some evaluated, cross sections with experimental results
when making my own summary. This is a marvelous circular route to ever
more accurate and. compatible results.

First let us consider what we mean by standard cross sections.
My interpretation is that this term refers to those cross sections which
satisfy two important conditions: (l) Their absolute value must be de-
termined or determinable to a high degree of accuracy and hopefully by
at least two independent techniques. (2) Their reaction characteristics
mast be such that they can be used conveniently and effectively in
experiments in which they are used for normalization.

Research sponsored by the U.S. Atomic Energy Commission under contract
with the Union Carbide Corporation.
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The potentially most accurately measurable cross sections are
those obtainable by a transmission measurement since both neutron flux
and detector efficiency cancel. Consequently our first highly accurate

1$) cross section standsirds were total cross sections. We pass these
over today, only noting that we continue to heavily depend upon the
^H(n,n) cross section as a standard for fast neutron flux measurements
for neutron energies above a few hundred kilovolts.

At lower energies (e^ < a couple hundred keV), where strongest
current attention is now focussed, the hydrogen cross section standard
is less effective (because of low-energy proton recoils) and we have to

revert to standards involving exoergic reaction cross sections. On the
basis of the criteria given above we can outline a spectnim of primary
standards and identify the most likely candidates for a given energy
range.

Neutron Energy *Best Primary Standard Cross Sections

Thermal (l) ^^Au(n,7), (2) ^°B(n,o;)^ '^^Li,

(3) \e{n,v), {h) ^Li(n,a).

0 to ^ 200 keV (l) ^%{n,ay) , (2) ^Li(n,o;), (3) ^He(n,p).
(for relative flux)

23 - 30 keV (1) ^^I(n,7). (2) ^^''Au(n,7).

(normalization point)
235u(n f)

^ 200 keV (1) ^H(n,n) [^^^U(n,f)], (2) ^%{n,ay) (up

to ~ hOO keV)

.

Now, briefly, let's consider the developments over the past
several years of our knowledge of these cross sections.

1. Thermal Energies

I've listed, gold first as a thermal standard not only because
its cross section at 2200 m/sec, 98-7 ± 0.3 (2a) barns [l], is well
known (to about ± 0.2^), but particularly because it activates with a

convenient half-life, emits convenient decay products, and has a very
well-known decay scheme. The absolute cross section is partially
related to the boron absorption cross section (through pile oscillator
experiments) but also has been independently obtained via a Breit-Wigner
fit to the total cross section.
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The B reaction seems almost "wie von Himmel gefalien..." since
it has a large thermal cross section, minimal resonance structure, a

relatively large, positive Q,-value, and most of the time emits prompt

7 rays along with alpha particles. It can be used as a gas or solid or

even in a liquid. Its thermal cross section (a^ = 3835 - 10 (2a) barns)
[l] is considered to be one of our best known cross sections. Also
its alpha braunching ratio [2,3] for thermal capture is now known to
about 0.1^. We should note that recently it has been pointed out [3]
that some confusion about this ratio existed because some people were
reporting results for (n,ao)/(n, 0:7) while others used
(n,o;Q)/(n,ag + n,Q;7). Similarly, the thermal cross section for 3He(n,p)
is known [4] to about 0.2"^. The thermal cross section for ^Li{n,Oi) is

less well-known, mostly because of uncertainty (about ± 3^) in the isotop
composition of samples [5]- My preference of standards for thermal cross
section is boron since the cross section is well-known and because it

lends itself to such a variety of useful physical forms. However, in

most instances it is highly desirable to work with an activation reaction
and in this case gold is an obvious choice. Other interesting secondary
standards at 2200 m/sec have been based on the gold result. These
include 59co (37-^ ± O.15 barns) [6] and 235u(n,f) [7] of 582.9 ± 6.4
barns. An excellent review of thermal fission constants was recently
made by de Volpi [l].

2. 0 < (keV) ^ 100

I choose this breadth of energy range because it turns out that
fortunately there are convenient reactions that cover this entire span.
As in the case of thermal neutrons, and for many of the same reasons,
the boron reaction wins again in my Judgement. Having stated my con-
clusion I shall now state my case. We are concerned in this section with
absolute values to some degree but far more importantly with highly
accurate relative cross sections versus energy in order to normalize
neutron fluxes. There are two classes of candidates for this standard.
First are the exoergic reaction cross sections using ^He, "Li, and -'-'^B.

These have relatively smooth, essentially non-resonant cross sections.
The other candidate that must be mentioned is -^H(n,n) through a
secondary standard such as 235u(n,f), but its applicability for E < 100
keV is marginal because of detector characteristics. Neutron energies
in this range are so low that it is experimentally extremely difficult
to utilize proton recoils from lH(n,n) for a quantitative measurement
of neutron flux. The most valiant efforts have produced data down to
about ho keV [8] but they have not proved very successful for

~ 100 keV or perhaps even higher. However, recent work by Bennet
at Argonne [9] using pulse shape discrimination has raised hopes for
use of this cross section down to a few kilovolts.

2.1 ^He(n,p)

The He(n,p) cross section shape [4,10] is known in this energy
range to ± 2'^, perhaps slightly better. It should be noted that the
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major reason for this small an error in the relative cross section is

because the reaction was studied by the inverse reaction, 3T(p^n)3He,
using a flat response hn neutron detector [ll]. Recently Als-Nielsen [l2]
has correctly emphasized the value of Shapiro's calculation [l3] that
gave a reasonable interpretation of the non - l/v behavior of CT(n,p) for

~ 2 keV [1^]. One drawback of this reaction as a standard is that
it is difficult to build a neutron detector using ^He gas that has both
reasonable efficiency and fast time response, a prerequisite for work
in the keV range. Fast time response is almost a must for work in the
keV range since time- of-flight techniques are essentially mandatory to
discriminate over background due to slower neutrons, especially when
using a detector with a very large thermal and epithermal cross section.

2.2 ^Li(n,a)

The ^Li(n,o;) reaction continues to be investigated extensively
[15,5^6,17]- For example, two papers will follow mine giving new
cross section results in this energy range. As a result of these
various investigations and theoretical fits [15] the shape of the reaction
cross section for E-^ ~ 100 keV is now known to about the same accuracy
as 3He(n,p), namely about ± 2'fo. It is also known now that the cross

section is l/v up to about 30 keV. Since one can build lithium- loaded
scintillators this reaction is now used, by some for flux standardization.
However, the reaction cross section is about four times smaller than
that for boron. This, along with a troublesome gamma-ray sensitivity
and the limitation of ~ 10^ on Li content in the glass, restrict its

usefulness in the higher keV range. One of the most disadvantageous
factors is the relatively large scattering to capture probability in the
scintillator, which causes a spreading of its fast time response and
also induces significant multiple scattering corrections.

2.3 ^°B(n,a7)

10 7
The reaction B(n,Q;7) Li is a particularly valuable one since

the prompt k^Q keV 7-ray enables the use of a thick boron target, yet
provides a fast time signature. The large reaction cross section
(relative to scattering) decreases the time resolution- spoiling effects
of neutron scattering. Furthermore, the reaction is a smoothly varying
function of energy up to several hundred kilovolts and is very nearly
l/v to about 100 keV [3]. Almost as important as all of these features
is the fact that the inverse reaction (via 7Li(o;,n) and the rCXo/rCXj

ratio) can be accurately measured [3]' In recent years several experi-
ments have been reported which bear on the subject [3,l8-20] and. have

greatly increased our understanding of the cross section. At our last

conference the knowledge of this reaction was insufficient enough to

allow Bogart to speculate [2l] that a relatively strong resonance
existed, in the cross section near I50 keV. Since that time high
resolution studies of 7Li(Q;^n) and the ratio (naQ)/(n,Q;7) have shown

[3,20] the cross section to be smooth throughout this region, with no
suggestion of a resonance at I50 keV. These studies on the shape of
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the (11,0:7) cross section are so applicable to our concern that they bear
a brief review. Besides, Dick Macklin and I made some of the measurements

and this is one of the few rewards for being up on this platform. The

experiment was two- fold. First we used an alpha-part icle beam on thin

metallic ^Li targets and measured the neutron yield per alpha particle
versus alpha energy for energies corresponding to 20 < E^^ (keV) < 500
in the inverse reaction. Target thicknesses corresponded to a neutron
energy spread of 5-15 keV in the inverse reaction. The largest target
thickness correction factor (at 20 keV) was about 10^. The hn graphite

sphere neutron detector has an efficiency change of ~ 0.3^ for neutrons
from 20 keV to about 1 MeV [ll]. Relative alpha current was readily
monitored to better than I'fo. We obtained from this experiment (Fig. l),

by normalizing ultimately to the thermal cross section, a curve of

o{n,(XQ) vs. neutron energy. The second, measurement was of the ratio

(n,Q;o)/(n,Q;7) by using face-to-face solid state counters viewing a thin
boron foil (Fig. 2). Pulsed beam time-of- flight techniques were used
to avoid problems due to thermalized neutrons. The ratio we obtained
(Fig. 3) solid line) is in reasonable agreement with the rather broad
spread of previous results. The accuracy of the latest measurement
(about ± 2'fo) is much higher than previous measurements (about ± 8^).
By combining the results of these two measurements (a(n,Q;o) ^J^d. {aQ/oiy))

we arrived at the component 103(];^^q;) cross sections (Fig. l). Com-

parison of the summed (n,a) and (n,a7) cross section with previous
results is shown in Fig. h. The results are all quite compatible, at

least for En ~ 100 keV, with aa '"'^B °^ l/v to < 2'fo. The separate
results for (n,Q;7) imply a cross section less than l/v extrapolation
by about 2^ for E^ ~ 100 keV, with an uncertainty of about the sajne

amount. In summary, for relative flux calibration in the energy range
up to (and probably well beyond) 100 keV we have improved our lot over
the last two years to the point that neutron fluxes can be normalized
to better than '^'fo, and probably as accurately as 3'^^ through the

10B(n,a7), ^Li(n,a), and 3He(n,p) reactions.

3. Calibration Points in the 20-30 keV Range

While such reactions as ^Li(n,a), "^^B(n,Q;7), and %e(n,p) are
convenient to normalize neutron flux over a range of energy, they do not
serve well to normalize the absolute cross section value (e.g. at 30
keV) . Standard cross section candidates suitable for this job need to
have relatively large cross sections, to emit a typical capture gamma
spectrum (e.g. gold, iodine) and/or activate with convenient half life
with a well-known decay scheme (e.g. iodine, gold) or undergo fission
in order to be of optimaim use in experiments. In the low eV range where
large and. almost purely capturing resonances can occur (e.g. gold at
U.9 eV) one has a very convenient tie -point, but in the keV range where
» Oq this route is not possible.

There have been numerous attempts to establish an adequately
accurate absolute standard, cross section for the keV range. One route
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has been via spherical shell transmission studies \_22-2k']. When
appropriate Monte Carlo treatment of the relatively thick samples was
invoked. [23-2^] we arrived at cross sections good to 5-lOfo- These were
virtually all for ~ 23 keV neutrons^ produced "by an Sh-Be source. Other
techniques have now been used^ such as absolute counting of induced,

radioactivity in the sample and in the (p,n) target that produced the
neutrons [25^26], or alternatively calibrating the integrated, neutrons
with a manganese bath measurement [26]. In two instances gold was studied
by normalizing to the cross section at .0253 eV or 4.9 eV and extended
to 30 keV using the shape of the boron cross section [27,28]. Last,
having learned a number of pitfalls of the technique, recent absolute
activation measurements using Sb-Be neutrons have been reported [29,30].
In short large number of experiments^ involving several independent
techniques, have been performed, to deduce some absolute cross sections.
Two of the most promising results are l^Tj gjid -^97Au. Recent reviews of
these measurements, respectively by Robertson [29] and Ponitz, et al.

[31,32] indicate absolute values accurate to about ± 3'^ a-nd ± 2^.

Apparently the most accurate single measurements are no better than 3'^-

It is gratifying to note that the results from the several independent
techniques all are in good, agreement. A great deal of credit is due

our English, German, and Russian friends for their contributions to
this work. Finally we have reached the state where measurements of

relative cross section can be properly normalized. This will do wonders
for the appearance of the cross section versus energy compilation, since
most relative measurements differ from each other only in normalization.

An important, new measurement of Of (U-235) at 30 and 6k keV
has been reported. [32]. In one experiment the values were normalized
to the Au(n,7) cross section, but in a second, experiment the cross section
was measured, by absolute fission counting and neutron flux counting by
the associated, radioactivity method, so this can be considered as a
primary standard. The results are in reasonably good agreement with those
of White [8] and Perkin, et al. [33] and give a af (2.19 ± 0.6 b at 30
keV) that is even a few percent lower than that of the latest BNL com-

pilation. Renormalization of activation experiments based on previous,
considerably higher (~ l^fo in the keV range) values for af (235),
has helped considerably in decreasing the apparent discrepancies be-
tween various capture results.

Although the sum total of capture measurements on gold and iodine

near 30 keV would imply a slightly more accurate knowledge of the gold
cross section rather than that of iodine there are strong reasons for
retaining, if not even favoring the iodine cross section as a primary
standard. The reason I make this claim is based mostly on cross section
considerations. The capture cross section of a nucleus at say 100 keV
can be more than 1000 times smaller than its thermal cross section.

This means that a O.lfo contamination of thermal neutrons could change
the observed capture rate by a factor of two at 100 keV. Pulsed beam
techniques can essentially eliminate this problem but one doesn't always
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have pulsed beam experiments. Therefore^ other things being comparable,

it is desirable to choose for a fast capture cross section standard

one which has as small as possible thermal capture cross section and

resonance integral (for a given fast capture cross section). Consider
iodine vs. gold:

Iodine Gold

Thermal a (b) ~ 6 ~ 100

Resonance Integral (b*eV) ~ 1^+0 ~ l600

30 keV a (mb) ~ 76O ~ 6OO

Clearly on this basis iodine is more desirable, since errors due

to thermal and near- thermal neutron backgrounds should be more than two
orders of magnitude less severe. Practice (i.e. various reports of

capture cross sections) seems to bear this out. The iodine results
have historically clustered along a relatively more narrow band than
the results for gold. It's nice to have a choice in life and now we

have two for standards near 30 keV. For non-time of flight experi-
ments I strongly recommend iodine over gold.

A. E ^ 100 keV
n

The energy range from a few keV to ~ 100 keV used to be the
neutron cross section favorite whipping boy a couple of years ago. Now
clearly the new favorite is 100 to 200 keVl It may be that the rela-
tively good agreement among results encountered for Ej^ > 200 keV may
be due to the fact that virtually every measurement is normalized to
the H(n,n) cross section (this automatically gives a low score for the
Goldstein unhappiness coefficient), but more probably it's because
absolute flux monitoring by hydrogen recoil is quite feasible for

En ~ 200 keV but becomes rapidly more difficult at lower energies.
Suffice it to say that we remain relatively well satisfied with results
for E > 200 keV but that the 100-200 keV range remains in a mess -- that
is, we all too frequently encounter cross section values differing by
up to 50'^ depending upon the experiment. In all fairness we should
point out that one reason this region remains unimproved is because
there are practically no new measurements I The most promising flux
standards for this region are 10B(n, 0:7) and lH(n,n) (usually through
235u(n,f)). 6Li( n,o;) is much less desirable here because da/dE is

relatively large due to the resonance at 25O keV. We now think we know
the relevant cross sections (% and lOg) to a few percent so there is

no reason why new cross sections cannot be normalized accurately.
I must reiterate that errors due to background neutrons of degraded
energy can do serious damage, so even experiments using "monoenerget ic"

neutrons from (p,n) reactions should incorporate time- of-flight gating.
It is also timely to reexamine the 235u(n,f) and 238u(n,f) cross
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sections (relative to H(n^n)) in the MeV range. In recent years
we've paid, little attention to these cross sections because those at

lower energies were in such "bad shape.

5. Conclusions

The extensive and. painstaking absolute cross section work, for
example on 197Au and. ^^B, has finally given sufficiently trustworthy
standards (~ 3^) to call for a renormalizat ion of older values, particu-
larly those obtained by time- of- flight techniques. This, coupled with
discarding of the suspect data, should give us a much less confusing
set of cross section results. It would be highly desirable if these
renormalizat ions and/or abandonment of earlier measurements would be
performed, by the original authors, spurred on by the evaluators.

There remain several standards measurements that should be very
valuable

:

1. The (n,o;Q)/(n,Q;7) ratio for "^^B vs. should be carefully checked
for 50 < En (keV) £ 500.

2. Cross section ratios vs. En should be measured, for '^'^B vs. l(n,7)

(En ~ 10 keV) and l^B vs. 1h (through 235u(n,f)) for E ^ 100 keV
in order to have a full cross-comparison of results.

3- The relatively consistent (~ 15^) difference between cross sections
normalized to 235u(n,f) and those normalized, to other standards
needs to be further explored. In particular, Po'nitz's report [3^]
of Of (235) values 10-15^0 lower than White's in the upper keV
range should, be checked. If his results are correct the discrepancy
in capture cross sections normalized, to fission versus other
standards would, be further alleviated. It should also be obvious
that such a lower value could adversely affect fast breeder hopes.

^4-. We need to renew our attention to standards and other cross sections
in the upper neutron energy range, largely neglected in recent years.

Above all let us not forget that fast capture cross sections are

never easy to measure accurately. Thus in closing I quote from a

recent progress report I read a few months ago wherein a highly reputa-
ble and successful group refer to their work on this subject:
" work is continuing on attempts to find, the cause of the 20^
discrepancy between the two sets of 197Au(n,7)19oAu cross section
measurements done in this laboratory ."
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Fig. 1 - Boron (n,a) reaction cross sections versus energy. The
shape of the lower curve was obtained via detailed balance
from the total cross section for '^Li(o;,n)l'-'B and its

normalization from the thermal -'-*^B(n,ao) cross section.
The upper curves were obtained using (n,aQ)/(n,a7) ratios.
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Helium Production Cross Section Measurements

J. Weitman and N. Daverhog

AB Atomenergi, Studsvik, Nykoping, Sweden

Abstract

Helium produced by (n,a) processes in structural materials irradiated
in fast neutron fluxes will cause embrittlement of those materials. Reli-
able calculations of the helium production rate are hampered by lack of

any accurate cross sections for important stainless steel components such
as iron, chromium and nickel. A method suitable for the measurement of

reactor spectrum integrated (n,a) cross sections in the sub-millibarn
range has been developed. The method, which is general in so far as it

does not depend on the existence of suitable activities in the product nuclei,
relies on the high vacuum release and mass spectrometric absolute deter-
mination of small helium quantities, with a minimum detectable limit of
10^ He atoms per sample with the present equipment. Initially, the method
was tested on boron loaded, thermal neutron flux irradiated stainless steel
samples, for which the calculated and measured helium amounts could be
compared. The first cross section measurements were performed on nickel,
where the dominant Ni^^(n,a) reaction produces Fe^^, which only decays
by electron capture to the ground state of Mn^^. The nickel samples were
irradiated in a boron shielded rig in a MTR-type reactor to a fast neutron
dose of about 10^^ n/cm^* the neutron flux being measured by the
Ti46(n, p)Sc4d, Ni58(n, p)Co58, and Cu^^^^, a)Co°0 reactions. Considering
effects of deviations from a fission flux we obtain a mean fission spectrum
integrated helium production cross section of nickel of 4.2 mb, which is

much higher than hitherto assumed in the literature. Our measured value
is in good agreement with thedretical calculations performed at this labora-
tory. The Cranberg spectrum weighted theoretical excitation function ex-
hibits a maximum around 5 MeV. Some 10%, or 0.5 mb, of the integral

00

^.^^jE)f(E)dE

fall below 3 MeV and above 7 MeV, respectively. - Additional measure-
ments on nickel as well as on iron, chromium and possibly other metals
will follow.

The same method has been used as a very sensitive tool for B^^ ana-
lysis. In this respect and in ease of interpretation it surpasses the
pile oscillator technique. The method will also be adopted as a standard
tool for materials dosimetry, the advantage of a helium accumulating do-
simeter being that the integration process is not limited by radioactive
decay, saturation or burn-up effects as is often the case in activation
detectors

.
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During irradiation of materials in a reactor, helium atoms are formed
by (n,a) reactions. The solubility of noble gases in materials such as

stainless steel is practically negligible. At high temperatures the helium
atoms migrate and form, due to their vanishing solubility, intra- and
intergranular micro bubbles. The observation that these bubbles may,
through a number of processes, decrease the ductility of irradiated mate-
rials has led to a considerable interest in the helium production cross
sections. Elements of principal interest, forming in steel a matrix in

which helium is uniformly distributed, are Fe, Ni, Cr. However, point-

wise high concentrations of other materials may be present, such as TiN,
TiO, and Ti2S dispersions in titanium stabilized steels and MgO, CaO, and
Si02 in slag inclusions (1). The local helium concentration in these heter-
ogenities can be expected to be comparatively very high after a few years
irradiation in a fast reactor. It is therefore also desirable to be able to

calculate ithe helium production in these additional materials.
Presently, very little information is available about (n,a) excitation

functions in the energy range of importance for reactors, that is roughly
below 10 MeV. A recent compilation of fission spectrum averaged cross
sections has been published by Alter and Weber (Z) . Their cross sections
are largely based on a systematics by Roy and Hawton (3). These authors
used the concept of a penetrability dependent effective energy, Eg££, intro-
duced by Hughes (4), to correlate different (cr/A^/^) -value s , i.e.,

(n,p), (n,a), and (n, Zn) cross sections normalized to a standard nucleus
size. Unknown cross sections were determined from the lines represent-
ing the best possible fit to the few existing experimental points, thus
avoiding Hughes assumption that the normalized cr values are propor-
tional to the integral oi the fission neutron spectrum above Eg££. The
cross sections predicted by this approximate approach are expected to be
correct within a factor of 3 , at least for light and medium-weight elements,
and within perhaps a factor of ten for heavy elements.

Among the stable and abundant isotopes of iron, chromium, and
nickel, the Ni^^(n, a)Fe^5 reaction is the most exoergic, having a Q-value
of about 3 MeV. This reaction is thus energetically favourable, having a

predicted mean fission cross section, according to Roy and Hawton, of 3.4
mb. The only measured value is the one by Schuman and Mewherter (5),

based on radiochemical separation and subsequent counting of the Fe^S
activity, obtained during irradiation in a receptacle slug in the BNL reac-
tor. Schuman and Mewherter obtained a low value, 0.17 mb. Renormaliza-
tion changes this value to about 0.5 mb, which still is low compared to

both the Roy and Hawton prediction and to recent calculations by Eriksson
(6) with a statistical jnodel. Erikssons results for the Fe, Cr, and Ni
isotopes are presented in an appendix to this paper. For the Ni5^(n,a)
reaction Eriksson obtains 7.0 mb. The, as it seems, low experimental
value might be explained by the approximate calibration procedure which
was adopted for absolute determination of the X-ray activity, following
the Z.6 year electron capture decay of Fe^^. However, the discrepancies
for Ni^^(n,a), as well as a review of the sparse experimental information
on (n,a) reactions in all principally important materials, indicated the
need for direct measurements of the pertinent He-production cross sec-
tions .

In the following, a short description is given of a method, generally
suitable for the determination of these cross sections. Also, our results
for nickel are presented. Further measurements, involving iron, chro-
mium and titanium are under way.

Though the majority of the possible (n,a) reactions in nickel are exo-
ergic, the coulomb barrier around the nucleus inhibits a emission. The
reaction rate with slow neutrons is therefore negligible, and the cross
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section virtually has a threshold character, with a practical threshold
in the MeV-region. When irradiating in a pile, the corrections for spec-
tral deviations relative to the ideal fission spectrum are therefore small.

In our case, the irradiation was performed for a period of about 10

days in a rather central position of the Studs vik R2 reactor, which is of

the MTR-type. The flux in the irradiation position was about 10^"^

n/cm^-sec and was monitored by the Ni58(n, p)Co^^ , Ti'^^(n, p)Sc46, and
Cu^-^(n, a)Co 60 reactions. The irradiation rig was on all sides but one sur-
rounded by normal fuel elements. In one of the outer diagonal positions
bordering our rig, another rig, containing Al and small amounts of steel,

was irradiated. Taking account of these irradiation conditions, we have
made the reasonable assumption that the fast flux in our samples is near-
ly the same as in the fuel elements. Thus, when determining spectral
corrections, we have used the form of neutron spectrum calculated for a

pure fuel element array.
The irradiation rig is shown in Fig. 1. The nickel samples, about

2 0 in number, with a relative content of non gaseous impurities of less

than Z X 10"^, are contained in sealed nickel cylinders, placed in an alu-

minum filler providing good thermal contact to the surrounding water
coolant. The temperature rise in the rig due to Y -heating was less than
300 C. Helium diffusion from the samples could be of importance only at

much higher temperatures. In the corner positions of the filler at each of

five axial levels, a set of the above mentioned monitors was placed. From
this, a good picture of the axial and radial fast flux distribution in the rig

was obtained.
Except the sample cylinders and monitors, the rig contained 8 stain-

less steel samples, each with a known boron-10 content of 50 ppm by
weight. After the irradiation, the helium content of these samples was
determined by the same method as used for the nickel samples. As the
inner part of the rig was canned in boral, containing several hundred mg
boron per square centimeter, essentially only epithermal neutrons can
penetrate into the samples, which was also proved by a chopper measure-
ment of the boral transmission curve (7). From the small steel plates,
it was shown that the probability for an (n,a) reaction in B ^ 0 during the
irradiation was 3 x 10"^ per boron-lO nucleus. Assuming that 10% or
2 ppm of the total impurity content of the nickel samples is boron, we
found that about 2 x 10^^ He atoms per sample would be due to B^^(n,a)-
reactions. This corresponds to 2% of the total He amount of the nickel
samples. The actual B^^ content of the nickel samples should be even

10less than 2 ppm and therefore no correction for He produced by B is

necessary. It was also shown that no other impurities with high (n,a)

cross sections, such as Li°, N , O^"^ could give any appreciable He
contributions

.

The amounts of helium produced were determined by a mass spectrom-
etric technique, which will be only very shortly described in connection
with Figs. 2a and 2b showing the experimental arrangement. The samples
were transferred under vacuum from a magazine to a well outgased
graphite crucible and within a few seconds heated to well above the melting
point. No attempt was made to measure the temperature of the melt direct-
ly, but it is estimated to be in the range 1800-2000 C. The liberated gases
are accumulated in a buffer volume, from which they are admitted through
a needle valve to the ion source and the double focused spectrometer tube,
which was constantly evacuated by a voltage stabilized oil diffusing pump.
During the measurements, the total pressure in the spectrometer was al-
ways below 10"^ torr and generally around 2 x lO'^ torr, providing a
constant pumping characteristic and negligible outs cattering of helium ions
from the focused beam. The steady state helium partial pressure in the
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spectrometer depends on the (constant) pumping speed and the rate of He
admission through the needle valve. This valve was continously adjusted
to give an approximately constant spectrometer signal, which was re-
corded. The time to integrate the helium content in the accumulator could
thus be easily determined from the record. Denoting the He inleakage
rate by L and the spectrometer reading by S , we have

S(t) = C.L(t) (1)

where C is a proportionality constant and t time. The spectrometer
was calibrated using a standard leak, with leak rate Lj, giving the

signal S{ . The helium amount in the accumulator is thus determined from

The signal S(t) was generally choosen ~ S^^, thereby avoiding possible
non-linearities in the spectrometer response. L,^ was accurately deter-
mined by a standard pipetting technique. The possibility of helium losses
due to adsorption, gettering and other effects was investigated, by com-
paring a measured helium quantity, generally in the range 10^^ - 10

atoms and produced by irradiation of steel samples containing known ppm
amounts of B^*^ in a known thermal flux, with the amoiint calculated.
From these and other tests it was concluded that no appreciable helium
losses occurred.

The monitor activities were measured by well known Y -spectrometric
techniques to give the total number of reactions occurring during the

irradiation.

If the small helium quantities due to many particle reactions, such as
(n, n'a), and due to impurities are neglecte<^, it is true that n-^^ = Uj^g*

where is the number of (n,a) reactions in nickel. The experimental
information is summarized in the ratio

k=/::^v^::M^
(;2^(E,t)o-^dEdt \ (;2l(E)(r^ dE

^r(;2i(E,t)o-^dEdt ijg((E)o-j^dE

(3)

assuming that the energy and time dependence of the neutron flixx are
separable. From the known n and N values, the reaction probabilities

^^^X ^^^M
k-values have been calculated and are given in

Table I. The experimentally determined k-values are of course independ-

ent of any cross section assumptions. The limits of errors given in the

mean k-values in Table I are due to statistical fluctuations. Systematic
errors in the careful absolute calibrations of the mass and V -spectrom-
eters are estimated to 2% each, leading to a total experimental uncertain-

ty of 3% in each of the mean k-values given.
The fission spectrum integrated (n,a) cross section o^^ can be deter-

mined from the k-values. Writing
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(^{K) = (^^\{E) + A(;2l(E) ^ (4)

235 fwhere X(E) is the fission spectrum of U , \ X(E)dE = 1, and introduc'

ing the nornnalization energy E , such that
^

=
_ A(^{K^) = 0 , E' = 6 MeV

° X(E')

Eq. (3) can be transfornaed to

X M ^ M ^ M X -' ^ '

with
00

i = X or M^cr(E)X(E)dE

and
00

\ A(7l(E)o-(E)dE 1 H X or M

o

The values of '^j^, the average cross sections of the monitoring reactions,
have been taken from the literature. For Ni^^(n, p) and Ti'^^(n, p) the re-
cent values of Bresesti et al. (8) were chosen. For Cu^-^(n, a)Co^*^, simp-
ly a mean value of the widely scattered data compiled by Liskien and
Paiolsen (9) has been adopted. This value, 0.47 mb, is in best agreement
with the rather recent value 0.45 - 0.05 mb given by Clare and Martin (10)
The calculated spectral corrections are + 6.9%, -1.2%, and -3.9%,
respectively, of the uncorrected values. The change in sign is due to the
smaller slope of the assumed excitation function for the rather exoergic
(n,a) reaction in nickel. The corrections have been obtained with the aid

of Fig. 3. The Ni^^(n, p) cross section was taken from (11) and the remain
ing cross sections from (6).

The very good agreement between the results based on different stand-
ards is of course partly fortuitous. Indirectly, however, it gives support
to the standard cross sections chosen. For natural nickel, the calculated
result according to (6) is 5.0 mb, to be compared with the present exper-
imental value of 4.2 mb , Table II.
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Appendix

Calculated cross sections (mb) according to (6). Upper line gives

o-(n,p), lower line cr(n,a). Cross sections < 1 \ih are set equal to zero

Lab. energ y MeV Integrated
cros s

-

s ections2 5 10 15

^°Cr 3. 6 221 368 32 0 32 . 8

0. 0 2.4 102 137 1.50

"cr 0. 0 0. 2 49. 6 82 . 7 0. 47

0. 0 0. 004 22. 3 51.8 0. 15

"cr 0. 0 i . 4 25 1 40. 7 0 47

0. 003 2.0 17.0 32. 0 0.42

54
C r 0. 0 0. 0 2 . 3 20. 1

0. 0 0.0 4. 0 13.5 0. 024

0. 0 0 7 1 n?

0. 0 0.4 34. 5 58. 9 0. 39

1. 7 8 u D Z) ^ • ^ -J . 7 7 8
1 D . o

0. 0 1 . 8 53. 8 79. 7 0. 84

0 . 0 1 . 7 44 7 n 77

0. 013 3. 8 24. 3 39. 8 0. 72

58^,.
Ni 65. 2 694. 6 705. 5 271 . 3 142.2

0. 7 41.06 116. 0 46. 7 6.96

Ni 0. 0 6. 8 170. 0 2 02. 6 3.14

0. 0 1.8 47. 5 44. 9 0. 77

131



Results

He-production

probabilities

normalized

to

monitor

reaction

probability

J.

9.23 9.63 9.44 9.22 9.38 9.61 9.28

9.

19
9.01 9.18 9.26 9.09 9.44

in
o

11 o
A +1

^ ro
V

i.

II
'

—

fM
X X

0.416 0.434 0.426

0.

414

0.42

5
0.420 0.416 0.410 0.414 0.417 0.410 0.426

COoo
II

<=>

A +

'

^ O
V '^^

o

" Cl?
0.

0422

0.

0442

0.

0435

0.

042

3

0.

0433

0
.

0443

0.

0427

0.

0424

0.

0419

0.

0422

0.

Q424

0.0416

0.

0432

rn
o
oo

It

°
A

GO
^ (\]

V g
o

Monitors

Observed

reaction

probabilities

during

irradiation

^ .eg
o o 0 0

° 'ay rtm' X

c d > 3 1

^ f*^ ^O ^
0.

386

0.

390

0.

395

0.406 0.412

0.

392

0.402 0.406

0.

409

0.382

0.

390

0.

394

0.

398

Mean

j

values

°. s s ^

S 'S-B !;! 1 X

0 >o

8.55

8.

65
8.75

9.

04
9.10

8.

69

8.

89
8.98

9.

04

8.

47

8.

65
8.74 8.82

o 0 0 0
U C nj —

.

^ £ «; lUin 1

c >H ^ z S

84.3 84.

8
85.

7
88.

6
89.

1

Q
C

I

85.

1
87.

3
88.

1
88.

5
83.

1
85.2 86.

0
86.

9

Observed

(n,

a)

reaction

prob

.

in

sample

during

irradiation (-)vx

10^

3.

561

3.754

3.

728

3.744

3.

865

3.

770

3.731 3.733

3.

709

3.

506

3.

610

3.

583

3.

757

vO

S S S 2
cn .D IT]

" S ^

1

0.

8991

0.

9460

0.9424 0.9406 0.9781

0.

9570

0.

9415

0.9446 0.9367

0.

8837

0.9135 0.9091 0.9545

Sample

0 m fNj

6 'o
(u 0 z,

X

z 2 z

2.5246 2.5197 2.5281 2.5126

2.

5304

2.5383

2.

5232

2.

5304

2.5257

2.

5207

2.

5306

2.5376 2.5405

Weight
in gram 2.4613 2.4566 2.4648

2.

4496

2.4670 2.4747

2.

4600

2.

4670

2.4624

2.

4575

2.4672

2.

4740

2.

4768

o

1

132



4)

CI C n
<u -f-i c s<"

C U .2 2 b

"Sli J 'a S _

U U ' b

4.

19
4.23 4.21

0 -w ^ X

ii g 2 s o J,
<n +J ^ +

0.27

-

0.05

I--

o
1

Uncorrected

He-

production

cross

section

of

nickel

(mb)
3.92 4.28 4.38

Average

k

value

according

to

Table

I

<k>
0.

0428

0.420

tr-

Assumed

fission

spectrum

average

cross

section

of

monitor

(mb)

in

10.2

0.47

Monitor

oo"'
in

z

'a

•*
•ft

H

a

-o

u

133



134



135



136



Figure 3.
Flux in irradiation position

Cross sections for spectrum correction

1 1 1 1 1 ( j

O.M 0,G 1,0 2.0 3.0 ^.0 6.0 to MeV

\31





Measurement of Gamma-Ray Production Cross Sections

Using a LINAC"

V. J. Orphan, A. D. Carlson, and C. G. Hoot

Gulf General Atomic Incorporated
San Diego, California 92101

ABSTRACT

A newly constructed facility which was designed especially for

the measurement of gamma-ray production cross sections using a pulsed

UNAC neutron source is currently being operated at Gulf General Atomic.
The initial program for this facility is concerned with the measurement
of epithermal capture gamma-ray spectra and yields for W, and the mea-
surement of gamma-ray production cross sections by inelastic scattering

in O and N. Later phases of the work will extend the capture gamma-ray
spectra to U^^^, Zr, and Fe, and the inelastic production to W and Fe.

Large volume Ge(Li) detectors have been developed and are being used
in these studies. In the case of capture gamma-ray work a gamma-ray
spectrometer will be used which consists of a large Ge(Li) detector

located inside a split Nal annulus. This system can be used in the pair

spectrometer mode at high gamma-ray energies and in the Compton sup-

pression mode at low gamma-ray energies. The principal considerations

involved in using a LINAC for these measurements will be discussed to-

gether with the necessary extensions of previously used techniques. The
experimental results obtained in the initial phase of the program will be

presented.

Work supported by Air Force Weapons Laboratory, Union Carbide
Corporation and Defense Atomic Support Agency.

313-475 0-68— 11
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1 . INTRODUCTION

An accurate knowledge of gannnna-ray production cross sections
over a wide neutron energy range (thermal to approximately 15 MeV) is

essential for neutron shielding calculations. Although much gamma-ray
production cross section data currently exist, in many cases these data
were obtained with other objectives in mind and consequently do not ful-

fill all of the needs required to perform radiation transport calculations.

Furthermore, serious gaps exist in gamma-ray production cross section
data, especially at high energies.

The objective of a gamma-ray production cross section measure-
ment is the determination of the cross section for the production of

gamma rays by neutrons without attempting to identify the nuclear pro-
cesses which produced the gamma rays. However, in favorable cases
identification of the processes should be possible. In the eV and keV
neutron energy range, gamma rays are produced by radiative neutron
capture. Measurements have been, and are currently being made of

resonance capture gamma-ray spectra using high-resolution Ge(Iji)

gamma-ray detectors and a variety of neutron sources such as: a fast

neutron chopper and reactor, ^) a monochromator and reactor, and
a pulsed LINAC neutron source. In the MeV neutron energy range,

inelastic neutron scattering produces most of the gamma rays, although

other processes, such as (n, Q!"y)i also contribute. Previous and current
measurements^^' use a monoenergetic neutron source, usually a Van
de Graaff accelerator.

This paper describes a newly constructed facility which was de-

signed for the measurement of gamma-ray production cross sections

using a pulsed LINAC neutron source and Ge(lji) gamma-ray detectors.

An experiment planned for the measurement of capture gamma-ray pro-

duction cross sections for neutrons from thermal to about 100 keV is

described. In addition, a technique for measuring gamma-ray production

cross sections over the neutron energy range of ~ 100 keV to 1 5 MeV is

discussed.

Some initial experimental results are presented.

2. DESCRIPTION OF EXPERIMENT

Z.l Capture namnia-T^av ProHnction Cross, ^erffonsi

A schematic of the experimental arrangement which will be used

to measure capture gamma-ray spectra is shown in Fig. 1. The Gulf

General Atomic LINAC is used to produce a pulse of neutrons having a

pulse width adjustable from 10 nsec to 4. 5 jisec and a repetition rate of

140



up to 7Z0 pps. A capture sample is placed at the terminus of a 15. 5-

meter neutron flight path in a collimated 6-in. diam neutron beam. The
capture gamma-ray energies are measured with a Ge(Li) spectrometer
and the corresponding neutron energies are determined by time of flight.

The Ge(Li) spectrometer consists of a large Ge(Lii) detector lo-

cated inside a split Nal annulus. This system can be used as a three-

crystal pair spectrometer at high gamma-ray energies and in the Compton
suppression mode at low gamma-ray energies. It is advantageous to use
a pair spectrometer for capture gamma-ray production cross section

measurements because its one-line response greatly simplifies the deter-
mination of gamma-ray yields. However, a disadvantage of the pair

spectrometer is its lower (by about a factor of 5) counting efficiency than
that of a singly-operated Ge(Lj.) detector. However, in taking data with

an on-line computer, it is easy to record all three gamma-ray spectra -

the singles Ge(Li) spectrum, the Compton- suppre s sion spectrum, and the

pair-spectrometer spectrum - simultaneously. Therefore, in those cases
where the counting statistics in the pair spectrum are poor recourse to

the singles spectrum will be possible. Even in these cases the pair spec-
trum should be useful for peak identification. As illustrated in Fig. 1 the

Ge(L,i) spectrometer is mounted on a movable carriage which allows the

spectrometer to be pivoted about the capture sample (for angular distribu-

tion studie s)

.

In initial experiments conducted to date, only a singly-operated

Ge(L,i) detector has been used. The 31 cm"^ coaxial Ge(Li) detector, which
was fabricated in our laboratory, has a resolution of 3. 7 keV (FWHM) at

662 keV and 4. 7 keV (FWHM) at 2614 keV, when optimum low-noise elec-

tronics are used. When the Ge(Li) detector is used in a LINAC experi-

ment, it is necessary to use electronics having special pulse- shaping

optimized to minimize gamma flash interference; this results in a resolu-

tion loss of about 2 or 3 keV.

2^2 Gamma-Ray Production Cross Sections From High Energy
Neutrons

Figure 2 shows, conceptually, the experimental arrangement to

be used for measuring gamma-ray production cross sections with a LINAC
in the MeV neutron energy range. The LINAC produces pulses of neutrons

having a continuous spectrum of energies. By recording the time when a

gamma-ray event is observed in the Ge(Li) detector relative to the LINAC
pulse, the neutron time-of-flight, and hence the neutron energy, is deter-

mined. By using a 10 nsec neutron pulse width, a neutron energy resolu-

tion of about 2% at 10 MeV is possible for the 50-meter flight path.
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A 50 cm o.d. ring sample with an area of about 1500 cm will be
used since it offers the optimum detector-to- sample solid angle, and hence
seems to be the best configuration for enhancing the count rate. The
Ge(Li) detector is placed at a back angle to reduce the intensity of gamma
flash scattered off the sample into the detector, and it is shadow shielded
from source neutrons and gamma rays. Initial experiments have been
carried out using a disc sample viewed by a detector placed just outside
the neutron beam and at a back angle of about 1Z5 .

2»3 Data Acquisition

A .simplified block diagram of the data acquisition system is given
in Fig. 3. This system is used for both of the two-parameter experiments
described. For every gamma-ray event in the Ge(Li) detector two pulses
are derived: a linear pulse (gamma-ray energy), and a timing pulse
(neutron energy). The linear pulse is gated on after every LINAC pulse
only for a time interval corresponding to neutron energies of interest.

Currently, it is possible to gate the linear signal on about 1 ^sec (cor-

responding to- a 13 MeV neutron on the 50-m flight path) after the LINAC
pulse without allowing the gamma flash pulse to pass through. The linear

pulse is pulse-height analyzed using a 4096-channel ADC. A time analy-
zer, with available channel widths from 5 nsec to 80 nsec, is used to

measure the time interval between the timing pulse from the Ge(Li) de-

tector and a reference LINAC trigger pulse.

The digitized pulse height (h) and time-of-flight (t) information is

stored in a CDC-1700 computer. The computer has been programmed to

transfer on-line the two-parameter data (h, t) to a magnetic disk where
it is stored in sequential fashion. Also, the computer maintains in its

core memory an array of h for all t and an array of t for all h. Either

of these arrays are available for live display on an oscilloscope during

an experiment. At the conclusion of an experiment the CDC-1700 is used

to sort the data stored on the disk. Pulse-height spectra corresponding to

specified neutron energy intervals (time intervals) may be generated,

scaled to a selected number of channels, displayed on an oscilloscope,

and read out on punched paper tape. An important advantage of this

method of treating two-parameter data is the flexibility it offers in choosing

different neutron energy intervals. Furthermore, because the data are

stored sequentially on the disk, data may be easily segregated according

to the time it was accumulated. This allows one to easily exclude data

taken during a period of gain shifting without disturbing previous data.
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3. INITIAL RESULTS

3j.l Capture Gamma-Ray Spectra From W

Initial measurements have been made of the capture gamma-ray
spectra from neutron capture in natural tungsten. The capture sample,
a 4-3/4 in. diam x 0. 3-in. thick piece of tungsten, was placed at an
angle of 45° to the neutron beam at 15.5 meters and was viewed by a

3 . o
31 cm Ge(Li) detector located at 90 to the neutron beam and about 8

inches from the center of the sample. A 2-in. thick (4-in. square)
piece of LiH was placed between the detector and the sample to reduce
the background from scattered neutrons.

Figure 4 shows the capture gamma-ray yield for gamma-ray
energies above ~ 2. 5 MeV as a function of neutron flight time. Lower
energy resonances are identified in Fig. 4. With an electron pulse width
of 1 jisec, the neutron energy resolution is . 18% at 1 eV, 1. 8% at 100 eV
and 5. 6% at 1000 eV. The "dip" at the peak of the lower energy reson-
ances occurs because the Ge(L,i) detector was viewing the back face of a

thick sample. The gamma rays produced in the back portion of the

sample are more efficiently detected than those produced in the front

portion and the neutron flux near the resonance energies is depressed in

the back portion of the sample. When the detector viewed the front face

of the sample there was no dip and the resonance peak-to-background
ratio improved. Six neutron energy intervals, for which capture gamma-
ray spectra were generated, are delineated in Fig. 4.

Figures 5 and 6 show the capture gamma-ray spectra from about
4 MeV to 8 MeV for the six neutron energy intervals shown in Fig. 4.

The energies, taken from Ref. 8, of some of the more prominent W
resonance capture gamma rays are given above the peaks. The counting

statistics for this 2. 4-hour run are inadequate to permit the identification

of many of the gamma ray lines. Much longer running times will be

possible with our system when long-term gain stability is achieved by

controlling the temperature of the electronics and by using a digital gain

stabilizer

.

As seen in Fig. 5, the gamma-ray energy resolution is constant

at about 16 keV (FWHM) over the range of 4 MeV to 8 MeV. This is

approximately the same resolution obtained for the high energy gamma
rays resulting from thermal neutron capture in CI when a moderated
Pu Be neutron source is used. Hence, it may be concluded that there is

no significant gamma-ray energy resolution degradation due to gamma
flash interference for this range of neutron energies. Note that in Figs.

5 and 6, as has been pointed out previously, ^' the capture gamma-
ray spectrum of natural W changes markedly from one neutron energy
interval to another.
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J. 2 Gamma Rays From Neutron Inelastic Scattering In Natural
Iron

The spectrum of gamma rays resulting from inelastic scattering
in natural iron of neutrons with energies from 0. 8 MeV to 13 MeV was
studied using a 31 cm^ Ge(Li) detector. The sample, a 12-in. diam x
1/2-in. thick disk of Fe was placed at 51 meters at an angle of 45° with
the incident neutron beam. The Ge(L,i) detector, which was at an angle
of about 125° to the incident neutron beam, was about 18 in. from the

center of the Fe sample. A 2-in. thick slab (4-in. square) piece of

LiH was used to shield the Ge(Li) detector from sample- scattered neu-
trons. The LINAC was operated with a burst width of 100 nsec, a peak
current of about 2 amps, an electron energy of 50 MeV, and a repetition
rate of 360 pps

.

Figure 7 shows the gamma-ray spectra from about 0. 5 MeV to

2. 2 MeV for six different neutron energy intervals obtained in a 2-hr
run. The 0. 845 MeV gamma ray from inelastic scattering in Fe^^ is

present in every spectrum. Note that the area under each 0. 845 MeV
gamma-ray peak in Fig. 7, normalized for the variation of incident

neutron flux per unit energy, is proportional to the average 0. 845 MeV
gamma-ray production cross section over each neutron energy interval.

Several other higher energy gamma rays from neutron inelastic scatter-

ing in Fe also appear in the spectra - especially as the neutron energy
increases

.

The gamma-ray energy resolution at 0. 845 MeV is about 14 keV
(FWHM) in the spectra shown in Fig. 7. The degraded resolution (from
a value of about 6 keV (FWHM) with a radioactive source) is caused by
the close proximity in time of the gamma flash. For a gamma ray pro-

duced by a 13-MeV neutron, the instantaneous count rate in the Ge(Li)

detector is of the order of 10^ cps. Therefore, it is not surprising that

a loss of resolution results. Note that the positions of the 0.845 MeV
gamma-ray peaks in Fig. 7 do not vary with neutron energy and hence,

that time -dependent (or neutron energy-dependent) gain shifts caused by

the gamma flash is not a problem. As seen in the first spectrum of

Fig. 7 the principal background gamma-ray peak is the 0. 695 MeV
gamma ray from neutron inelastic scattering in Ge"^^. Note also that

the intensity of this background peak drops off sharply as the neutron

energy increases. Background originating from sample-scattered neu-

trons striking the detector does not seem to be a serious problem. Addi-

tional detector shielding could easily be employed to reduce this back-

ground even further.



4. CONCLUSIONS

The use of a pulsed LINAC neutron source in conjunction with

large volunne Ge(Lii) gamnna-ray detectors provides an effective means
of measuring gamma-ray production cross sections over a wide neutron
energy range, from thermal to about 15 MeV. Unlike monoenergetic
neutron sources, a LINAC allows the measurement to be made over the

energy range in a single experimental run. Furthermore, the LINAC
measurement permits flexibility in the choice of neutron energy intervals

for which gamma-ray production cross sections are to be generated - the

interval may be as large as is desirable and as small as the available

counting statistics will allow.
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Figure 3. Simplified block diagram of data acquisition system.
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Figure 6. Tungsten capture gamma-ray spectra for three neutron
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Neutron Cross Sections of ^Li in the Kilovolt Region*

J. A. Forrell

University of California, Los Alamos Scientific Laboratory, Los Alamos, N. M. 87544

and

W. F. E. Pineo

Duke University, Durham, North Carolina 22706

Abstract

The neutron total cross section of ^Li has been measured in the neutron

energy range 50 to 650 keV with the Duke University 3 MeV Van de Graaff accele-

rator using the ^Li(p,n)^Be reaction as a neutron source. The data have been fitted

^y least squares with the single-level Breit-Wigner formula plus a 1/V term. The

Li(n,Q') cross section has been computed from the resulting resonance parameters

and compared with experiment.

* Work performed under the auspices of the U.S. Atomic Energy Commission.
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1. IntroducHon

There still appears to be much uncertainty about the behavior of the

Li (n,^)T cross section in spite of the efforts (1/2,3,4) that have been made to

measure it. Since good direct measurements are difficult, we decided instead

to measure the Li^ neutron total cross-section and with the parameters obtained

from the fit of this cross-section, calculate the Li^(n,a)T cross-section.

2. Discussion of Experiment

Figure 1 shows the laboratory set-up used at Duke University for neutron

cross section measurements. The details have been published elsewhere (5/ 6) so

I will give only a brief description. The neutron source is the Li^(p,n) reaction

using protons supplied by the Duke 3 MeV Van de Graaff accelerator. The machine

energy is controlled by passing the singly ionized molecular beam H H"^, through

the electrostatic analyzer. Energy calibration is provided by the Li^(p,n) threshold.

The proton beam H"^, is used to bombard the lithium target. Neutrons are selected by

the neutron collimator through two 1/2° apertures located at 20° to the right and

left of the proton beam direction. These apertures lead to the independent banks of

BF3 counters, each of which has its own electronics and scaler. The sample to be

measured is placed over the left aperture and a count is taken for a preset count

of the right aperture. The sample is then placed over the right aperture and the

procedure repeated. The transmission is taken to be the geometric mean of the left

bank and the right bank transmissions. Data are stored in Duke's on-line computer

which writes them on magnetic tape and provides a digital readout of the cross sec-

tion in the laboratory console area.

The samples that we used were prepared for us by Oak Ridge National

Laboratory and consisted of two 3x5 inch lithium metal slabs enriched to 96.6%
Li^ and encased in thin silver foil . The N-values of the samples were . 1431 nuclei/bn

and .04755 nuclei/bn.

Data were first taken in five kilovolt steps over the region of 100 to 650 keV
with the thicker of the two samples. We then mounted the thin sample and measured

the cross-section over the resonance. A further run from 100-50 keV was made with

the thick sample. The data were corrected for the 3.6 per cent Li^ content of the

samples, and the data below 100 keV were corrected for the presence of the low energy

neutron group that results from the center of mass motion of the source reaction.

3. Analysis

Figure 2 shows both the data and the fit which we obtained. The data

was fit assuming a 1/V law in the s-wave channel and a p-wave resonance term

which is described by a single level Breit-Wigner formula. With these conditions,

our fitted parameters are

= 167.2 keV

= 84.1 keV
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= 250.6 keV

R = 2.22 fm

This fit was obtained by John Farrell at Los Alamos Scientific Laboratory and was

checked at Duke using a program written from the R-matrix theory by David L.

Sellin last summer

.

Calculation of the Li^(n,^)T Cross Section

The L'\^{n,a) cross section was calculated using Mr. Sellin's program, and

Figure 3 shows our calculated cross section and the (n,Q!') data of Schwartz, Str6mberg,

and Bergstrtim. Schwartz, et al .
(1) made a relative measurement of the cross section

using a Li^ glass scintillator as a detector of Li'^(p,n) neutrons. Their fit, from which

they calculated the absolute cross section, was carried out by assuming a Breit-Wigner

term in the p-wave channel, with a l/V dependance of the S -wave cross section

at the lower energies, which they extrapolated from the thermal value.

A. Conclusion

While we have not as yet been able to assign probable limits of error

to our calculation, we should note that our fit to the total cross section did not

seem to be too sensitive to the widths. It should also be noted that the widths are

sensitive to the value chosen for the constant in the l/V term since this will affect

the choice of R and hence the penetrability. It will be helpful to obtain total

cross section data in the region of 3-100 keV where we should be able to see the l/V
rise, and we plan to do this measurement in the very near future.
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Total Neutron Cross Sections of Li, Li

and Lithium from 1 0 to 1236 keV

C. T. Hibdon and F. P. Mooring
Arsonne National Laboratory

Argonne, Illinois 60439

The total cross sections of Li and natural lithium have been
measured by the transmission method for neutrons in the energy range
10— 1236 keV, and the total cross section of ^Li was extracted from the

results. Except for a range of energies near 250 keV, the neutron energy
spread was ~2 keV. No structure other than a large resonance in the

cross section of ^Li at 250 keV and in the cross section of '''Li at 260 keV
was observed. These two resonances were investigated by both flat-

detection and self-indication techniques, in each case with neutron energy
spreads of ~1 keV and keV. The measured peak height of each of these

resonances disagrees with the theoretical value for any possible value of

J. Furthermore, the self -indication values of the cross sections are
significantly higher than the flat-detection values. These facts, together

with the results taken with the narrower resolution width (~1 keV), suggest
that both resonances may possibly contain fine structure.

I. EXPERIMENTAL METHOD
The total neutron cross sections of ^Li and natural lithium

have been measured by the transmission method for neutrons in the energy
range 10— 1236 keV, and the total cross section of ^Li was extracted from
the results. Except for a range of energies near 250 keV, the neutron
energy spread was ~2 keV. Near 250 keV the cross sections were inves-

tigated with good resolution (-^1. 3 keV) as well as with poor resolution

9 keV).

A schematic representation of one arrangement of the neutron
counter, long -counter monitors, and rotating target is shown in Fig. 1.

The neutron counter consists of fifty ^'^BF^ proportional counters embedded
in a cylinder of paraffin which in turn is encased in a massive neutron
shield. Neutrons, obtained from the ^Li(p, n) reaction and transmitted by
the transmission sample A, are scattered by the detector sample B into

the array of 50 '•'-'bF^ counters. Backgrounds are measured with the

detector sample removed.

With this neutron counter two types of transmis sion measure

-

ments are possible: (1) flat detection done with a detector sample B of a

material (usually graphite) whose neutron scattering cross section is

constant within the energy resolution of the incident neutron beam, and

Work performed under the auspices of the U. S. Atomic Energy
Commis sion.
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(2) self-detection, performed with a detector sample of the same
composition as the transmission sample A. The self-detection technique
is used primarily to study narrow scattering resonances since it increases
the sensitivity of the neutron counter for resonant neutrons.

The samples were lithium metal, either natural or enriched
to 99. 3% in ^Li. The sample containers had 1 -mil stainless steel end
windows and the walls were nickel for the Li samples and aluminum for

the natural ones. Similar empty containers were used to correct for the

effect of the thin steel windows. The thicknesses of the transmission
sample were chosen to yield measured transmissions in the range
45— 60% at each energy, and all measurements at any one energy were
finished before changing to the next energy. A fresh lithium target for

the neutron source was evaporated daily. An ASI-2i00 digital computer
was used to process the data as they were accumulated.

2. RESULTS

2,1 Cross Section Below 190 keV

Values for the cross sections from 10 keV to 176 keV are
shown in Fig. 2. For these results the neutron counter was placed at an
angle of 120° with respect to the direction of the incident proton beam.
Values for the cross sections from 130 keV to 190 keV are shown in Fig.

3. For these results and for those obtained at higher neutron energies,

the neutron counter was placed at 0° as shown in Fig. 1. For the energy
range below 190 keV data were taken at 2-keV intervals, but the points

shown in Fig. 2 above 45 keV represent cross sections obtained by
averaging the measured results over 6-keV intervals. The statistical

uncertainties (standard deviation) are about the size of the experimental
points

.

In the region of overlap of Figs. 2 and 3 the measured cross

sections agree within statistical uncertainties. However, in the region

from 10 keV to about 150 keV the values for the cross section of ^Li
shown in Fig. 2 fall from 0. 1 to 0, 3 barns below those shown in BNL-325
[ 1], while the values for natural lithium differ from those in BNL-325 by
less than 0. 1 barns. The present values for Li below 150 keV agree
within uncertainties with the values shown in BNL-325.

2.2 Cross Sections from 190 to 350 keV

Because a strong resonance occurs in the total cross section
A 7

of both Li and Li near 250 keV, this energy region was investigated with

better resolution (~1 . 3 keV). In addition, both flat- and self-detection

techniques were employed near the peaks of the resonances. Each self-

detection sample was 1. 25 in. thick. The resonances in both isotopes

was also investigated with poor resolution 5 keV).
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The results of the good-resolution studies are shown in

Fig. 4. The values of the total cross section obtained by self-detection

are shown in the inset. Because of possible energy shifts from day to day,

each day's run overlapped the previous day's rxm sufficiently to determine
that indeed no appreciable shift did occur. On the average, the cross
section values obtained by self-detection are significantly higher than those

obtained by flat detection.

Figure 5 shows the values of the total cross section of ^Li
obtained with poor resolution 5 keV). Here open circles are the

results obtained with flat detection and closed circles are those obtained

with self detection. Again, especially near the peak of the resonance,
the self-detection results are significantly larger than the flat-detection

results. This can happen only if there is a significant variation of the

cross section within the energy spread of the incident neutron beam.

The resolution used to obtain the results in Fig. 4 was
sufficiently good that the peak height observed should be the true peak
height in the cross section and hence could be used to determine the spin J

of the excited state in the compound nucleus responsible for the resonance.
However there is some ambiguity about the expected peak height because
^Li shows a maximum in the capture cross section at this energy as well

as in the total cross section. Thus the theoretical peak height includes

the factor T^I T, the ratio of the neutron width to the total width. Table I

shows values for this ratio obtained from the results of several experi-

mental groups. Using an average value rj^/r= 0.67, one then calculates

expected peak heights (as described by Hibdon [ 2] ) for various assumed
values of J. These are shown in Table II. None of them agree with the

TABLE I. Values of Fn, F^, and F TABLE II. Possible peak heights
used by different experimenters in of the large resonance in ^Li for
fitting the large resonance in Li. various values of the spin J.

Tn

(keV)

F
a

(keV)

F
(keV)

rjr J 5
2

7
~ 2

9
2

114. 0^ 60. 0 174. 0 0. 66 (b) 14. 3 18. 7 23. 2

95. 8^ 50. 3 146. 1 0. 66 (^o/r (b) 9. 7 12. 8 15. 8

1 14. 0^ 64. 0 178. 0 0. 64

1 33.
0^

55. 0 188. 0 0. 71

^C. H. Johnson, H. B. Willard, and J. K. Bair, Phys. Rev. 9_6, 98 5

(1954).
b
H. B. Willard, J.K. Bair, J. D. Kington, and H. D. Cohn, Phys. Rev.

101 , 765 (1956).

^J. B. Marion, G. Weber, and F. S. Mozer, Phys. Rev. 104 , 1402 (1956). .

"^F.Gabbard, R. H. Davis, and T.W. Bonner, Phys. Rev, 114 , 201 (1959).
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results of the present measurements. In fact, agreement is impossible
throughout the entire range of values for r^/r shown in Table I.

Furthermore, the measured values near the maximum in the

cross section seem to fluctuate systematically as the neutron energy is

increased and are outside of statistical uncertainty. This fact together
with the facts that the self-detection results give higher values for the

cross section than do the flat-detection results and that the peak value of

the cross section does not agree with any expected value suggests that this

resonance may be complex and may possibly contain fine structure.

Figure 6 shows the results for natural lithium, measured
with good resolution. The self-detection results are shown in the inset.

Values for the total cross section of '''lI were extracted from the data for

natural lithium and ^Li. These are shown in Fig. 7. The values deter-

mined from the self -detection technique are shown in the insert.

In other measurements of the cross section of natural lithium,

the neutron source was a 9-keV-thick lithium target. These results are
shown in Fig. 8, where open circles represent values obtained by flat

detection and closed circles are values obtained by self detection. The
solid and dotted lines in the figure represent theoretical peak heights for

this maximum in the cross section for several values of J. Certainly the

resolution used to obtain the results shown in Fig. 6 was adequate to

completely resolve the resonance, but the measured height of the peak in

the cross section does not agree with any of the possible values. The
present results are in good agreement with earlier results [ 3] .

In Figs. 6— 8 the measured values for the cross section near

the peak of the large resonance obtained by self-detection are higher than

those obtained by flat detection. This fact, together with the lack of

agreement between the measured peak height and possible values, suggests

that this peak may possibly contain fine structure.

It should be noted that if the incident neutron beam contains

a small fraction of neutrons whose energy is off resonance, an anomalously
high self -detection cross section would be measured. For instance, for

^Li the measured self -detection cross section could be explained if 5%— 7%
of the incident neutrons have energies for which the total cross section is

1. 5 barns. From earlier studies [ 4] it is hard to see how such a large

contaminant in the energy spectrum could be present, but the authors will

further explore this possibility in the immediate future. However, the

failure of the measured peak cross sections to agree with expected values

cannot be explained in this manner.
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2.3 The Cross Sections from 350 keV to 1 236 keV
6 7

The cross sections of natural lithium, Li, and Li are shown
in Fig. 9. Only flat-detection measurements were made in this energy-

region. Throughout the entire region the cross sections were determined
at 2-keV intervals with an energy spread of ~2 keV. The values shown in

Fig. 9 are the measured values averaged over 14-keV intervals. The
statistical accuracy of the results shown in Fig. 7 is about ~0. 4 times the

diameter of the individual points.

Above 6 50 keV the neutron beam contains a second group of

low-energy neutrons that arises from the formation of "^Be in the 430-keV
excited state. When the main group of neutrons has an energy near 800 keV,
the low-energy component has an energy near 250 keV. Thus the strong

resonances near 250 keV in both ^Li and "^Li reappear near 800 keV as

spurious peaks in the total cross section.

3. REFERENCES
1, Neutron Cross Sections ,

compiled by D. J. Hughes, B.A. Magurno,
and M.K. Brussel, Brookhaven National Laboratory Report BNL-325, 2nd

ed. and Suppl. No, 2 compiled by J. R. Stehn, M. D. Goldberg, B.A. Magurno,
and R. Weiner -Chasman 1964 (U.S. Government Printing Office, Washington,

D. C. ).

2, C. T. Hibdon, Phys, Rev. 1 14 , 179 (1959).

3. C. T. Hibdon, Phys. Rev. 1 33 , B353 (1964), Fig. 2.

4. C. T. Hibdon, Nucl. Instr. and Methods 17, 177 (1962).
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Fig. 1. Schematic arrangement of the lithium target, monitors, and neutron
counte r.

2

1 1

0 o

°°o

°°°o °

1 1 1 1

6
Li

o
O O 0 o00o0o°0°

1 i
»

0

0

o
o

o
o

\i

<_0_oo0^oO°00°0°oOOo o ooooo°o^ ooooo 0 0°°°°°^
-

^oOO^OOOooOo°OOOq o

1 1

LITHIUM

ooooo°o° ooooo
1 1 1 1

0
o o °

« 0 0
O 0 "

1 1

10 30 50 70 90 110 130 150 170
E„ (keV)

6 7
Fig. 2. Total neutron cross section of Li, Li, and natural lithium from

1 0 to 176 keV, measured at 120° with respect to the proton beam.

164



o
m
to

o

c
C
0

• •H

0

0

(J

V

CO

0
u
uc

Ul G
0
+->

o
G

0
H ° o

OB

— C\J

( sujoq )
*^

165



3
X

(sujoq)

( s u J D q )
*^

O <D

u H
m

O ^ ^

CO

H i o

'^1

T —I

—

I ho-l

OH

t H -

Kl

k -

lo

o
m
cc
<

0> CO h- (D

(sujoq

)

in

>

60

c
0

0) o
U (U

ds +-»
det

>~ •^-(

erg by
self

en
pa >.

on taini

0)

u
dat

ut
qo

D
10

ai
+-* (U

0) (i

M T3 o
S-H

ni ^ u
0

with

10

to

olid

0)
CO

> o

X 0

o o rH

^ c
detec

m
0
4-'

Ope

166



( sujoq ) *D
00

oil

o

( suj Dq ) 'jj

167



— o

o ° o o o

Li

°OoooOoO OqOoo
°°°o°oooo qOOOOooOooOOoOOOO

M
£ I

o

Li ,oooooOo o

,00 ° o 0° oo

°°°°°o ooooooooooooooooo

LITHIUM

^ooooooooooo'
,00000°°°° ooooooooo

' ° oooooOoooo°°o°°°°

400 600 800 1000

En ( keV)
1200

6 7
.

Fig. 9. Total neutron cross sections of i.i, Li,

and natural lithium from 350 to 1 236 keV,

measured by flat detection.

168



The non-elastic cross- section of beryllium for neutrons

from 2.3 to 5. 2 MeV

J.R.P. Eaton and J. Valker
Physics Department

University of Birmingham
Birmingham 15

England

Abstract

The non- elastic cross- section of beryllium for neutrons has

been measured with the sphere technique at seven energies between 2. 3

and 5. 2 MeV; neutrons were obtained from the T(pn) ajid D(dn) reactions

with the 5 MeV electrostatic accelerator at A.E.R.E. Harwell. A 238u
fission chajnber was used as a threshold detector and measurements
were made with and without beryllium shells of different thicknesses

around it. A Monte- Carlo Ccdculation of the spectrum of neutrons

elastically scattered in the beryllium enables a correction to be made for

those neutrons taken below the detector threshold by elastic, rather thaji

non- elastic, scattering. The comparison between the Monte- Carlo
results and those given by using the analytical methods of Bethe, Beyster
and Carter showsthat a multi-group analysis is necessary. The measured
cross- sections, corrected for the finite sizes of the detector and the

source, are higher near threshold than earlier values.

1. Introduction

The neutron moderation and multiplication properties of

beryllium have made it an interesting material in neutron technology.

Multiplication ('fast effect'), which arises from the (n, 2n) reaction with
fast neutrons, can produce an important (about 10%) contribution to the

neutron multiplication of beryllium-mode rated reactors and it has also

been considered as a possible way of increasing the fluxes from neutron
sources based on accelerators. The most recent published work on the

fast effect in beryllium and beryllium oxide is by Amster and Perkins (l)

and as they have given a fairly complete list of earlier work only limited
reference will be made here; the report by Doherty (2) gives a set of

preferred cross- sections for beryllium. The present work was started

because the vmcertainties in cross- sections, particularly for an energy
range of about 3 MeV above threshold, caused variations in the calculated
values of the fast effect from 1.03 to 1. 19 (see, for example. Aline,

Novak and \7olfe (3)) and because attempts to extract just the fast effect

*Nt^w at Nuclear Design and Construction Ltd., Whetstone, Leics.

,

England.
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from measurements on miiltiplying assemblies were clearly made
Toncertain by the assiimptions involved in the analysis. The approach
used was to measure the non-elastic cross- section over the energy
range 2. 3 to 5.2 MeV by the sphere transmission technique (4) and then
to obtain the (n, 2n) cross- section by subtraction of the known (n, a) one.
This assumes that the (n, y) and (n, n') reactions have negligible cross-
sections and in this connection it is worth noting that measurements
over part of the energy range by Day (5) Grace et al (6) ajid Scherrer
et al (7) have failed to show ganama emission.

2, Measurements

The neutrons were produced f-om the D(d, n) and T(p,n)

reactions by the 5 MV electrostatic accelerator at A. E.R.E. Harwell.
Targets were 0.005 in. thick., 1 in. diameter gold foils with the

deuterium or tritium in a 6, 5 mg titanium layer. Seven neutron energies
were used and are given in Table 1 together with the estimated
uncertainty caused by energy loss of the bombarding particle in the

target and uncertainty in the accelerating potential.

Table 1. Neutron Sources.

Neutron Energy Neutron Energy Spread
MeV reaction MeV

2.3 T(p, n) He3 0.050
2.7 " 0.050
3.2 » 0.045
3.7 » 0.045
4. 2 D(d,n) He^ 0. 085

4.7 " 0.075
5.2 " 0.065

Neutron counting rates in the threshold detector, a U-238
fission covmter, were taken with and without a spherical beryllitmn shell

around the counter to give the transmission ratio; in all cases the

detector was at 0° to the bombarding beam. Table 2 gives the radii of

shells and the distances from target to shell used at each neutron energy;
the shells were formed from a nesting set of hemispheres. A general
view of the experimental arrangement is shown in slide 1*. Here the

target is at its minimum distance, 30 cm. , from the shell. Also
apparent is the long counter, placed about 5 m. from the source at 90°

to the accelerated beam and used as a monitor; it had a common H. T.

supply with the fission counter. A closer view of the fission counter in

a pair of shells is shown in slide 2; the three small holes in the shells

*The photographs forming slides 1 and 2 are not included in the printed

paper.
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remained from earlier experiments and one was used for the detector

stem in this case. The surface area of all the holes was always less

than 1% of the total surface area of the sphere and no correction was made
for them in the analysis. The density of the shells was assumed to be

uniform and was obtained from the measured weights, accurate to 0. 1%,

and the radii.

The fission counter, manufactured by 20th Century
Electronics Ltd, had the multi- electrode form of their type FC165 but

the standard design was modified slightly to make the sensitive volume as

near to the end as possible. Depleted uranium, with a 235:238 ratio of

(2. 3 + 0. l) X 10"'^, was used in the 1 mg/cm2 coating to minimise the

response to low-energy neutrons and a cadmium sheath, 0.04 in. thick,

was used as a thermal neutron shield. A comparison of counting rates in

the fission chamber and the long counter gave the energy response of the

fission chamber shown in Fig. 1 (slide 3 ) on the assumption of constant

response for the long counter. This assumption should certainly be

sound to high accuracy over the energy range 1 to 2 MeV, where the

efficiency of the fission counter is rising from its threshold; for 2 to 6

MeV the U-238fission cross- section is known to be constamt (8).

For all trajismissions, repeated measurements were made
with the shells successively on and off. The counting rate from back-
ground neutrons (no neutron source) was always less than 0. 01% of the

rate during a run and scattering from the laboratory floor during a rvm

was low because of the beam height of 9 ft. This cuid other sources of

scattering were indeed foxuid to be negligible by using a shadow shield of

paraffin and cadmium for the direct radiation; an additional check on the

negligible contribution from the shell support itself was obtained from
runs with and without it beneath the fission chajnber,

3. Analysis

Bethe, Beycter and Carter (4) have shown that it is

convenient to calculate sphere transmission for the source, rather than

the detector, at the centre and then to use the reciprocity theorem for

the actual situation. They have given procedures based on different

degrees of approximation such as the 'P' approximation which treats

scattering as isotropic when linked with a transport cross- section, and
the 'tt' approximation which assumes this for all scatterings except the

first where the actual scattering behaviour is used. In specific cases
they also used Monte- Carlo calculations and in the present work the

different methods have been compared for the ideal case of a central
point source in a beryllixim shell. Table 3 shows results for four shell

thicknesses and an initial neutron energy of 3.25 MeV; the transmission
gives the fraction of neutrons which have not suffered non- elastic
collisions.

313 475 O- 68—13
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The TT-cinalysis used is a little different from the Bethe,
Beyster, Carter one in that elastic- scattering crocs sections are used
in place of elastic transport ones, and total cross- sections in place of

transport ones. The one-group analysis assumes the same cross- sections
for all collisions whereas the multi- group one uses four different sets for

the initial neutrons cind for those that have suffered one, two or more than
two collisions. The group- average cross- sections were obtained by
weighting the actual cross- sections with the energy spectrum after the

appropriate number of collisions (9).

In the ajialysis of the experimental data, the spectrum of

transmitted neutrons was computed by the Monte Carlo programme and,

together with the response of the fission counter, allowed a correction to

be made for neutrons scattered elastically, rather than inelastically,

below the counter threshold. Corrections were also made for (a) finite

size of the detector (correction about 0. 1%), (b) finite distance from
source to detector and (c) non-isotropic emission from source.

Corrections (b) and (c) are partially compensating and give a net

correction of about 1% at 30 cm separation and 0. 1% at 100 cm separation.

The response of the detector was checked to be cilmost independent of the

direction of approach of the neutrons.

It was assumed that counts due to (n, 2n) secondary neutrons
could be neglected; the justification depends on the nature of the (n, 2n)

reaction at the energies involved and requires further investigation. A
direct interaction model, for example, involving a virtual neutron

outside Be^ in its ground state (10) could contribute a smedl number of

neutrons above the coianter threshold. Measurements with a different

threshold detector would clarify the point as would neutron spectrum
measurements which have been made at an incident energy of 14 MeV (ll)

but not in any detail at lower energies.

4. Results on cross-sections and fast effect

The results from a multi-group rr-analysis are shown in

Table 4, column 2. Cross-sections for Be9(n, a), taken or interpolated

from Doherty' s report (2), are in coliimn 3 and the differences, giving

cross- sections for the (n, 2n) reaction, are in column 4 where the

estimated experimental errors have been increased by 10 mb, to allow

for vmcertainties in the (n, a) cross- section.

The fast effect can be calculated from

J o
S(E)

ne
- 2 dE

where ^^e ^t ^® energy- dependent non-elastic and total cross-

sections respectively. S(E) is the slowing down spectrum and has been
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computed for a fisoion source in a beryllium moderator by Hafele (l2).

This information together with the present results for^ne Doherty'c

values for and '^na gives 10 + 1.5% for the fast effect.

We are grateful to the Science Research Council, London for

financial support for apparatus and for a research studentship for one of

us (J. R, P. E. ), to A. \'J . R. E. , Aldermaston for the loan of the beryllium

and to A. E. R. E. . Harwell for the use of the electrostatic accelerator.
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Table 2. Radii of shells and distances from source

to detector.

En
MeV

Inner radius

cm
Outer radiuf

cm
Distance from
source to

detector

cm

2. 3 13.46 14.99 113.5

3. 2 13.46 " 103. 5
)

11.94 « to )"^-^;^
of values

3. 7 as for " as for

3. 2 MeV 3. 2 MeV

4.2 " " "

4,7 13.46 " 113.5

5.2 13.46 " 30

11.94 " ti

Table 3. Shell transmissions from different analyses.

Outer radius
One- group analysis Multi- group analysis

cm
P- analysis TT-analysis Monte- Carlo iT- analysis Monte- Carlo

12. 69 0.938 0. 940 0. 943 + . 006 0. 944 0. 949 + . 006

13.46 0, 865 0. 869 0.878 + .010 0.886 0.898 + .010

14.99 0. 721 0.725 0.741 + ,015 0.783 0. 800 + .015

16.51 0. 588 0. 591 0. 614 + . 015 0. 715 + .015

Inner radius 11.94 cm. Density 1.814 gm/ cc.

Initial neutron energy 3. 25 MeV.

One standard deviation is quoted for the Monte-
Carlo result.
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Table 4. Cross- cections of beryllium at

different neutron energies.

Neutron energy
MeV

Non- elastic

barns
(n, a)

barns
(n, 2n)

barns

2. 3 0.09 + .07 0. 065 0.025 + . 08

2.7 0.59 + . 1 0. 098 0.49 + . 11

3. 2 0. 64 + .06 0. 103 0. 54 + .07

3.7 0. 64

+

.05 0. 095 0. 54 + . 06

4. 2 0.72 + .06 0. 082 0. 64 + .07

4.7 0.72 + .07 0. 070 0. 65 + .08

5.2 0.73 + . 10 0. 060 0. 67 + . 11
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Fast Neutron Energy Measurements""

J.C. Davis andF.T. Noda

University of Wisconsin, Madison
, Wisconsin 53706

Abstract: Neutron energies at which sharp resonances have been
reported vary by as much as 200 keV for neutron energies around
7 MeV according to measurements at different laboratories.

To investigate these differences the analyzing magnet of the

Wisconsin Tandem Accelerator was recalibrated with an accuracy
better than 0, 1%. Energy loss and straggling were studied

for Ni foils used as entrance windows for gas targets. The
energies of some of the sharp structure in neutron total cross
sections reported previously[ 1, 2] were measured with '^Li(p, n)

T(p, n), and D(d, n) neutrons. Neutron energies reported in

ref. [1] should be increased from 1 keV at 3. 4 MeV to 22 keV
at 7 MeV and from 10 keV just above 7 MeV to 83 keV at 16 MeV.
Energies reported in ref. [2] should be increased from 6 keV
at 4, 5 MeV to 15 keV at 6 MeV and from 24 keV just above
6 MeV to 88 keV at 14 MeV. Neutron energies are determined
to about 0. 1%.

An example of differences in neutron energies at which sharp
structure in total cross sections is reported by various authors[l, 3, 4]

is shown in fig. 1, Three recent measurements of the total cross
section of C are plotted. The positions of the sharp structure differ

by as much as 200 keV. The difference between energy scales in

refs. [1] and [3] is particularly surprising, since D(d, n) neutrons were
used in both experiments. Recent measurements of total cross sections
of heavier elements carried out at our laboratory [2] with good resolu-
tion showed a systematic energy shift of the structure of the order of

20 keV between 6 MeV neutrons from the T(p, n) and D(d, n) reactions.
The present work was undertaken with the aim of establishing a more
accurate neutron energy scale in the MeV region.

As a first step the analyzing magnet which determines the energy
of the charged particles used in neutron producing reactions was re-
calibrated. The calibration points were the thresholds of the (p, n)

- Work supported in part by the U, S. Atomic Energy Commission.
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reactions on Li, Be, C, F, and Al and those of the D( O, n)

reaction for charge states +3, +4, and +5. The value for the ^Be
threshold was taken from Bonner[5], values for the other thresholds
were taken from Marion's review article[6]. Both object and image
slits of the analyzer were set to 0. 6 mm openings to limit the energy-

spread to 0, 1% FWHM, Figure 2 shows the calibration constant of the

magnet for different proton energies. The solid curve represents a

least squares fit to the calibration points and is believed to have an

accuracy of 0. 07%. In earlier work at this laboratory the energy in-

dependent calibration constant shown by the dashed line had been used.

Secondly, the energy losses in the thin Ni foils which had been
used as entrance windows on gas targets were determined by observing
the sharp rise in the yield of the '''Li(p, n) reaction with and without foils

in the proton beam. From the shift in the threshold and in the peak of

the rise curve both the most probable energy loss and the energy strag-
gling in the foil may be obtained. The energy losses were found to be
10% to 20% larger than corresponds to the thickness quoted by the manu-
facturer. The energy straggling varied by ±25% from foil to foil indicating

that some of the foils were not uniform in thickness.

The combination of recalibration of the magnet and measurement
of energy loss in the foils reduces the difference between the energy
scales for T(p, n) and D(d, n) neutrons noted by Carlson to below 10

keV, which is within the uncertainty of the energy measurement.

To establish a better neutron energy scale, the energies of

narrow resonances in the C and O total cross sections were determined
with neutrons from the Li(p, n), T(p, n), and D(d, n) reactions. The
neutron energy spread is <10 keV for '^Li(p,n) neutrons, about 20 keV
for neutrons from T(p, n), and about 2 5 keV for D(d, n) neutrons. The
uncertainty in the neutron energies is about 0. 1%. Typical transmissions
as a function of neutron energy for a resonance in C and a resonance
in O are shown in fig. 3; two different source reactions are used for

each measurement. Table 1 shows measurements of the energies of

four peaks in the C total cross section and four peaks in the O total

cross section. The present measurements using different source re-

actions are compared with the earlier measurements at this laboratory,

the latter both as originally quoted and corrected for the new energy
calibration of the magnet. There appears to be a small difference

between T(p, n) and D(d, n) neutrons of the order of the 0. 1% uncertainty
of the present measurements.
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Table 1. Positions of peaks in MeV

Element Neutron Source Reaction
'^Li(p, n) T(p, n) D(d, n)

Ref. [1]

shifted

Ref. [1]

original

4. 935 4. 937 4. 94 4. 93

5. 369 5. 372 5. 37 5. 36
C

D .

one r»

D ,

o r\ o293 6

.

2 9 6

,

27

7. 754 7. 764 7. 75 7. 73

5. 914 5. 91 5. 90

6. 3 94 6, 398 6. 41 6. 39
vj

6. 801 6. 811 6. 81 6. 79

7, 196 7. 204 7. 19 7. 18

Figure 4 shows a new measurement of the C total cross section
between 7 and 8 MeV. The new data are compared to those shown in

fig. 1, with the data of ref. [1] shifted by 15 keV to take into account
the new magnet calibration. Although an effort was made to determine
the neutron energies accurately, the cross sections were not measured
with high precision. The agreement between the present energy deter-
minations and the earlier measurements at this laboratory is satisfactory,

but there remains a disagreement with results obtained elsewhere.

Work is in progress to determine neutron energy reference points

at higher energies.
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Experimental Tec?miques in Absolute Measurements

of the Fission Neutron Yield

A. De Volpi

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

From a recent study of current values of the fundamental fis-
sion parameters, underlying characteristics of the various neu-
tron yield measurements have been isolated and examined for
susceptibility to systematic error. One may classify these
experiments into two categories, gated and non-gated, with
variations in each group. Certain weaknesses of each method
can be distinguished, and efforts made to evaluate or remedy
the possible sources of error are examined. New published and
unpublished data on v(^^^U) and v(^^^Cf) can be brought into
the picture. An evaluation has been made of the prospects for

improvements based on new techniques in neutron detection

—

particularly with the manganese bath. It is possible to

develop some conclusions with respect to likely achievements
in precision for these nuclear standards in comparison with
other fission parameters.

1. INTRODUCTION

The neutron generation process
two combined parameters, vof or no^,

absorption in fissionable material,
information because of structural ef

lational procedures. At present the

reported data for both v and than

in a reactor is related to either of
specifying the neutron yield per
Neither of these pairs is sufficient
fects, but each is a basis of calcu-
re are greater inconsistencies in

for both n and a^.

Although relationships between the neutron yield per fission, v, and
other nuclear data have long been recognized, desire for high precision
has become .nore significant due to the strong influence of v in various
methods of in-core determination of breeding ratios for advanced reactors

Underlying all v values are the absolute measurements—mainly those
of ^^^U and '^^^Cf. This survey concentrates on certain features of pre-
cision experiments for thermal fission of ^^^U and spontaneous fission of

Work performed under the auspices of the U. S. Atomic Energy Commission.
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since V inherently requires two absolute measurements

—
a. fast-neutron

emission rate and a fission-fragment rate—it is most susceptible to sys-
tematic errors in fully independent measurements. Historically, the first
measurements were made by comparing the neutron rate against calibrated
neutron sources. [1] Reference 2 demonstrates that in the past there were
few V measurements entirely independent of secondary calibration. Most
measurements were relative either to calibrated or recalibrated neutron
sources or normalized to v of ^^^Cf. As a result, present averages
derived from least-squares fits are deduced mostly from the relationship
V = n (1 + a)

.

. 2. MEASURING NEUTRONS/FISSION FOR 2 3 5u

Absolute values of v may be obtained by (a) evaluation of the criti-
cal mass in good geometry; (b) direct, ungated measurements of the sepa-
rate neutron rates and fission rates; and (c) gated methods in which the
product \)z^ is the quantity derived—with neutron detection efficiency
determined in an absolute experiment.

A precise measurement of ^^^U critical mass in good geometry was pub-
lished in 1960. [3] Aside from questions which arise concerning the status
of multiplication theory, the experiment is effectively an evaluation of

the product vaj.

There has been only one result for ^^^U in the second category;

—

ungated direct measurements. It was reported at the Paris Conference; [4]

supplementary details were described at the Vienna Symposium. [5,6] The
fission rates from two hemispherical ^^^U counters were calibrated by a

coincidence method using a low-efficiency neutron detector to find the

fission-fragment counting efficiency. Neutron emission rates from the

calibrated counters were determined in a manganese-bath system located
in identical geometry at the reactor thermal column. Precision of 1,25%
VJHS obtained; the limiting factor was the inconsistency in the two

averaged values. Subject to assumptions of uniformity and reproduci-
bility of flux pattern, the hemispherical geometry should eliminate the

angular correlation effects expected from fission counters with less than

100% fragment detection. The manganese-bath neutron efficiency was found
from application of the Att B/y coincidence technique and use of the well-
known hydrogen/manganese cross-section ratio. The neutron calibration
was confirmed by comparison with the U. S. National Bureau of Standards
source NBS-II.

Most measurements of neutron yield have used gated methods.

2«1 Gated Measurement Methods

Gated v measurements require a fission counter, a fast-acting neu-

tron detector, and electronic circuitry to record the number of single-
channel and coincidence counts. In simplified form, the fission-counter
rate F is proportional to the source rate S:

F = e^S (1)



where ef is the fission-counter efficiency. The neutron-channel rate N
may contain the desired quantity v in the form

N = I 1 - 1 - e P(v) S (2)

where P(v) is the neutron multiplicity distribution (if the neutron detec-
tor can count only one neutron per fission event) and is the detection
efficiency per neutron. The summation is over all discrete values of v.

At the other extreme, if the neutron detector can accumulate every
possible neutron count per fission event, then the neutron rate is simply

N = VE^S . (3)

For the latter case, the coincidence rate is

C = ve e.S (4)
n f

and the coincidence/fission ratio gives

C/F = ve . (5)
n

Thus, if the neutron-detector efficiency can be found (over the fission-
neutron energy spectrum), v can be determined.

2.2 Detectors for Gated Measurements

'l^^hether Eq. 2 or 3 applies depends on the nature of the neutron
detector. If the neutrons from a single fission event can be sufficiently
separated in time by slowing down in a moderator, then it is possible to

detect nearly all neutrons of an event and Eq. 3 is used. Two types of

detectors satisfy this requirement; the large liquid scintillators [7-lOJ
and the boron pile. [11]

Equation 2 is appropriate when the neutron detector responds to a

maximum of one neutron per fission—e.g., prompt neutron detectors of

small physical size, where the first detectable reaction initiates a

deadtime that prevents the remaining neutrons from producing multiple
counts. This type of detector was used for fission-counter calibration
by Forges and De Volpi. [5] If the neutron detector efficiency is low,

Eq. 2 approaches ^^en^-*- ~ ^n^^j* ^'^^ unusual for a prompt-neutron
detector of small volume to be less than 0.1% efficient.

Although Eq. 2 is primarily valid for small neutron detectors, it is

also partially true for large detectors that have sufficient deadtime or
ungated duration—relative to the neutron lifetime—to exclude some neu-
trons from a given fission event. If uncompensated, a reported v value
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would be too low. Because it is related to the neutron multiplicity,
adjustment for this effect is not an automatic consequence of using the
V = 1 or the standard source-calibration techniques.

2.3 Interactions

Validity of the coincidence equations requires that interactions
between fission fragments and emitted neutrons are negligible. Two of
the three recognized interactions [12] are certainly negligible: (a) the
connection between v and fission energy (e.g., fission-counter bias)

[7,13]; and (b) the relationship between the direction of incident fis-
sion-inducing low-energy neutrons and the resulting fission; but it is

not clear that the third interaction, (c) the orientation in direction
between the fission fragment and its boiled-off neutron progeny, can be
readily dismissed.

The strong correspondence between emitted fragment and associated
neutrons was illustrated and discussed [2,5] in connection with fis-
sion cross-section measurements. In the usual equipment arrangement for
the gated coincidence measurements of v, a parallel-plate fission counter
is placed perpendicular to the beam in a tube at the center of a "large"
neutron detector. Sometimes these beam tubes have been several inches
in diameter, resulting in escape apertures of up to 30 deg in one direc-
tion. If, at the same time, the fission-fragment counter has an effi-
ciency significantly less than unity, it is possible for a small bias to
be introduced into the experiment.

2.4 Angular Correlations

Since about 90% of the fission neutrons from ^-^^U are boiled off
from the moving fission fragments, much of the fission-neutron kinetic
energy appears to be derived from the momentum of the fragments. [14]
This correlation in direction means that most of the neutrons are in an

emission cone surrounding the direction of fragment movement. Fragment
pairs with large velocity components perpendicular to the foil plane have
the highest probability of ionization, while those emitted parallel to

the foil plane have the highest probability of being absorbed in the foil

coating.

If the neutron detectors used for the coincidence calibration of

these fission counters were truly 4tt, the correlation effect would vanish.
However, in practice, the necessity for beam tubes through the neutron
detector means that escape apertures range from 10 to 30%. In addition,
the exit solid angle for fast neutrons may be as much as double the opti-
cal solid angle.

The degree of correlation is also highly dependent on the coating
thickness. A thick coating leads to a reduced average coincidence rate

and, thus, a fission-fragment efficiency which is too low. Maslin, et

al,, [15] noted a 12% decrease in coincidence efficiency when orientation
to the beam of their 0.5 mg/cm^ fission counter was changed from 45 to

90 deg. After evaluating this discrepancy with foils of 0.5, 0.1, and

0,14 mg/cm^, they report a final error of 1% in Of.
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Additional evidence concerning angular-correlation effects on coin-
cidence measurements has been provided by Forges and De Volpi. [21 Mor^

recent data indicate that even a fission foil with 99.0% fragment effi-

ciency leads to a 1% 0°/90°/180° effect for a neutron detector with 60%

of 2v solid angle.

2.5 Efficiencies

The extrapolation of fission-fragment count rate to zero bias is

subject to a number of errors for efficiencies less than 100%. These
problems have been discussed by Maslin [15], White [16], and by Forges
and De Volpi [2]. Comparison of fission-counter efficiencies against
reported coating thickness indicates wide lattitude in practice. The
problem is compounded by different techniques used for deposition, by

varying oxidation states, and by degree of achievement of uniformity.
Whether or not a distinct adjustment has been made for self absorption
is often not clear in published reports.

Kenward reported a direct measurement of the prompt-neutron yield
for ^^^U using the coincidence technique. [17] The neutron detector con-
sisted of a paraffin wax cylinder containing twelve BF3 counters with a

through-hole for the fission counter. A fission foil, mounted in a

parallel-plate counter, was quite thick, 0.8 mg/cm^, thus presenting a

strong likelihood of problems in angular correlation even though the

efficiency claimed was 94%. Normalization of neutron efficiency was
based on a ^^"^Pu source calibrated by Richmond and Gardner. [18] l-Ihile

the strength was quoted with an error of 1,5%, its value was derived
from comparisons with other sources that typically had 3% standard
errors.

2.6 "Boron-Pile" Experiments

Colvin and Sowerby [19] have applied a boron pile as the neutron
detector in a prompt coincidence-type neutron-yield experiment. The
boron pile is a stack of graphite in which 240 BF3 counters were implanted.
This type of detector has nearly the same neutron efficiency (60%) as

large liquid scintillators but is rather insensitive to gamma rays. The
boron pile can be located next to a reactor, with a through-hole used for
location of a fission counter. Four-millisecond gates are required for

foreground and background measurements due to the long slowing-down times
of neutrons in graphite. The efficiency of this neutron detector has
been found by using a reaction with v known to be 1, namely photodisinte-
gration of the deuteron. This type of calibration is quite difficult and
the lowest calibration energy is 200 keV. Because of the detector chan-
nel arrangement, there is a small anisotropy in neutron-detection effi-
ciency.

2.7 Liquid-Sclntillator Experiments

A large liquid scintillator was first calibrated with a n-p scatter-
ing experiment originated by Diven. [7] A 300-liter cadmium-loaded tank
was used; neutron efficiency was roughly 80%. Values finally reported
for the experiment are based on efficiency normalized by v = 2.46 ± 0.03

313-475 0-68— 14
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(for ^^^U) even though independent calibration was made through n-p
scattering. The results of this latter calibration were rejected in
favor of normalization because of lack of confidence in the precision of
the method. If the result had been accepted, a ^^^U neutron yield of
2.41 could have been obtained.

3. NEUTRON YIELD FROM 2 52^^

Because the neutron yield from the spontaneous-fission isotope ^^^Cf
can be determined in the absence of a reactor-connected background, it

has been us.ed rather extensively in evaluation of v for ^^^U. A number
of measurements relying on both the gated and ungated techniques have
been listed in Reference 2^

Most of the basic requirements of the measurements for ^^^Cf are
similar to those outlined for ^^^U. As with ^^^U, there are two group-
ings of values; some are around 3.78 and some about 3.70. The low ^^^Cf
values are associated with experimenters who derived low ^^^U results,

A report by Moat [9] describes an evaluation of ^^^U and ^^^Cf neu-
tron-yield values. The ^^^Cf results follow from a separate experiment
using calibrated 2'+0p^ ^ neutron standard (somewhat similar to the
work of Kenward [17]) and finding the fission rate by extrapolation to

zero bias. The value obtained in this experiment, 3.70 ± 0.07, was
revised in 1964 to 3,78 ± 0.07 by the same authors [20] who administered
a correction for fission-neutron spectral differences of ^^^Cf and ^'^'^Pu.

This result has again been revised downward to 3.683 following the 1966
recalibration of the ^^^Pu source. [21] After finding a value of v for

^^^Cf, the authors proceeded to calibrate a 100-liter cadmium-loaded
liquid-scintillation counter for comparative measurements with "^^^U.

One of the few internally consistent experiments reported with an

absolute yield is by Hopkins and Dlven. [8] They used a 800-llter cylin-
drical scintillation system to reduce fission escape to a nominal level.

Efficiency for ^^•^Cf was about 85% following calibration by n-p scattering
from 0.6-cm thick NE-102 plastic scintillator. D-D and D-T reactions
were used to provide incident neutrons of 0-2, 3.9, and 6-8 MeV. The

authors believe that a pileup correction is the limiting factor in accu-

racy (contributing 0.6% uncertainty to v). The ^^^Cf neutron spectrum
reported by Bonner [22] was used for integration. (Compare with recent
experiments by Meadows [23] and Conde' and During. [29]) Relative values
for ^-^U and other nuclides were also obtained by Hopkins and Diven. [8]

Another key measurement was by Asplund. [10] One improvement this

absolute measurement incorporated over similar prompt coincidence-type
experiments was the use of pulse-shape discrimination to separate pulses
due to recoil protons from those due to gamma rays. A spherical neutron
counter containing 110 liters of cadmium-loaded scintillator was cali-

brated with D-D and D-T neutrons. It was possible to discriminate
against Compton electrons down to 0.8-MeV proton- recoil energy. Neutron
efficiency ranges from a little over 70% in the low-energy range down to
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50% at 10 MeV. A parallel-plate fission counter providing a little more
than 1 fission/sec was mounted in the beam tube.

An Independent efficiency determination of the boron pile for ^^^Cf
was carried through by several methods; subsequent support for the single-
neutron detection efficiency was obtained with calibration of the Harwell
^^^Pu neutron source. [21]

The gated methods for determination of the neutron yield were examined
at Paris by Colvin and Sowerby. [25] Although the boron-pile system has
been dismantled, Colvin and Sowerby have been studying various effects
which could lead to systematic errors in the different experiments, gated
and ungated, as well as their own. They did not find any clearcut symp-
toms .

Two reports of v by the ungated method were made at the Paris Con-
ference. An intermediate result was derived by De Volpi and Porges [4]

with a precision of 0.75%, For their measurements, two ^^^Cf counters,
one with parallel plate geometry and the other with hemispherical geometry,
were calibrated for fragment efficiency by a prompt-coincidence method.
Studies were made of a rather large 4-15% angular-correlation effect
which was taken into account. These calibrated counters were placed in

a manganese-bath system which, besides being independently standardized,
was also compared with the U. S. National Bureau of Standards neutron
source

.

A second measurement quoted with similar precision has been reported
by White and Axton. [26] One fission counter was calibrated for fission
rate by small solid-angle fragment counting. Despite several initial
problems in fission and neutron assay, high confidence has been realized
because of the well-established manganese-bath system developed by Axton.

[27]

A study made by H. Conde [28] highlights some additional features of

the neutron yield experiments which may tend to explain the lack of inter-
nal consistency.

4. ATTAINABLE PRECISION

Estimates of attainable precision in v are intertwined xvrith the

status of other absolute measurements of neutron cross sections. Certain
general limitations in cross-section accuracy must be recognized.
Attainable precision for average quantities such as nuclear cross sec-
tions is, first of all, bounded by proven techniques. This implies repli-
cation by other experimenters and critical scrutiny of measurement pro-
cedures, or at least cooperative exchange of samples, sources, equipment,
or personnelc Attainable precision also is constrained by fitting pro-
cesses currently applied to published data. At present, diverse experi-
menters located at distant laboratories, often applying different methods
of measurement, must reconcile the data.
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5. LIMITING FACTORS

In addition to the above general limits, precision depends on sam-
ple composition, neutron-energy resolution, and counting and calibration
techniques

.

Counting

There were indications at the Vienna Symposium on Standardization
of Radionuclides [29] that counting facilities are in some selected
cases approaching the 0.1% objective. This is true for small solid-angle
counting, of alpha emitters and particularly true for coincidence count-
ing. Various physical effects requiring small corrections in the coin-
cidence data have been thoroughly studied [30], and instrumental effects
have been assimilated into available computer programs. [31 ] Interna-
tional calibrations of certain standard radioisotopes have been organized
and analyzed by the International Bureau of Weights and Measures; 0.5%

agreement has been obtained by a large number of laboratories in the

past few years. [32]

Calibrations

Absolute neutron measurement techniques are also progressing. Des-

pite only 1% agreement in source calibration for a dozen national labo-

ratories through 1965, [33] improved manganese-bath calibration and moni-
toring methods [27] promise to reduce the error by an order of magnitude.

The various reference cross sections, especially ''^B(n,a), -^^^AuCnjY

and 'H(n,Y), continue to be re-evaluated by both old and new methods,
especially with improved samples and better knowledge of supporting param

eters such as half-life, branching ratios, and ancillary cross sections.

Current limitations in the accuracy of neutron counting by the man-
ganese bath method include correction for resonance absorption in manga-
nese, the hydrogen/manganese cross-section ratio, parasitic capture in

oxygen and sulphur, fast neutron escape, absorption in the source, and

chemical stability of the irradiated solution. Investigations into each

of these factors has been carried out by many laboratories; it appears

that convergence is approaching so that systematic errors need not exceed

0.1% for any correction other than the cross-section ratio—which is in

the order of 0.25%,

6. CONCLUSIONS

Determination of the neutron yield per fission requires absolute

counting measurements, which are avoided in other fission parameter

determinations. However, reduced specifications for sample composition

and for incident-neutron texture offset this liability. There also have

been a number of improvements in neutron detection which are applicable

to neutron-yield evaluation. Both British [25] and American [4] groups

are pursuing better data and better agreement. Because the yields may
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be determined by two widely different experimental methods, and because
^^^Cf can be established as a convenient reference standard, it is likely
that 0.33% accuracy is attainable in v. This prognosis is further sup-
ported by preliminary data generated at our own laboratory.
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Review of Some Fast Neutron Cross Section Data
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Abstract

Some of the existing cross section data which are usually adopted as

standards in fast neutron experiments are reviewed. The compil-ed cross
section data are those for 2^Al(n,a), ^^Fe(n,p), ^^Cu(n,2n), and
^^Cu(n,2n) reactions in the energy ranging from threshold to 20 MeV. The
raw data points are so much scattered that recommendation of the cross
section value is difficult to make within the accuracy of 10%. This is

mainly due to the ambiguity in determining the flux of neutrons and to the
statistical fluctuations in the number of counts. In some cases, the
inaccuracy in the neutron energy determination may lead to serious dis-
crepancy. Discussions are presented in concern with the activation method
and with the rejected data. Most probable excitation function is obtained
for each reaction by means of the least squares method.

1. Introduction

Critical review of the reaction cross sections with fast neutrons is

needed for the investigations of nuclear reaction theory and in connection
with the use of some as standards in neutron flux measurements or in

determining the cross section values of other reactions. Although ex-
tensive experimental works have been reported on (n,a)

,
(n,p) and (n,2n)

reactions for various kinds of element in the energy region from threshold
to 20 MeV, the experimental points reported by different workers are so

scattered that it is not easy to find out the reliable cross section
values, and this is the main focus of the evaluation work aimed at by some
members of the Japanese Nuclear Data Committee.

As the first report of the evaluation program, here we describe about
the cross sections of 27Ai(n,a), 5^Fe(n,p), ^3cu(-n^2n) and ^5Cu(n,2n)
reactions. The cross sections of these reactions are adopted as useful
standards in the measurements by means of the activation method, since the
cross section values are large for 14 MeV neutrons and since the target
fabrication is quite easy. Recently, Nagel^^ has evaluated these cross
sections in connection with the neutron flux measurements. Nagel's work
seems to be quite excellent but the details of the evaluation method are
not mentioned. We describe our evaluation process in the next section.
Comparison of our results with others is made in the final section.

^ Work performed as one of the projects of the Japanese Nuclear Data
Committee

.
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2. Method of evaluation

2.1. Compilation of the existing data

The literatures we surveyed are mainly those listed in CINDA 66, and
several are also taken from the journals of recent issue; the all original
literatures have been checked carefully. One problem in this stage is that
the treatment of errors of cross sections and expressions of spreads of
neutron energies are not uniform among the original papers. These are,
however, used as they are, since it is impossible to recalculate on ori-
ginal values. Another problem is that the spread of neutron energy is not
mentioned in some original papers. In our evaluation process, the spread
has been estimated by checking the experimental conditions for a possible
case, otherwise ±0.5 MeV has been assigned. So far as we reviewed, there
is no systematic deviation due to the difference in the experimental means.

All data points are classified into three categories as to correspond
to our evaluation process; (1) data obtained by absolute measurement, (2)

excitation function data by either absolute or relative measurement, and

(3) data by relative measurement at single energy point. There may be
overlaps between categories (1) and (2) . The numbers of the literatures
we have referred to are shown in the following Table I according to the

above classification.

Table I

Reaction (1) Absolute (2) Excitation function (3) Relative

2 7a1 (n,a)2'+Na 12 13 5

5SFe(n,p) 56Mn 7 6 6

^3cu(n,2n)^2cu 9 7 1

^5Cu(n,2n)^^Cu 5 5 6

2.2 Determination of the shape of the excitation function

Using the data of category (2) , we determine the most probable shape of
the excitation function at first. The process is shown schematically in

Fig. 1. Looking at all available data we divide whole energy range into a

few sub-regions, each from Ej^ to Ef, with slight overlap in order to fit at

least five data points with a quadratic function of energy.

The explanation of Fig. 1 is following: One data set is chosen as the

first reference data Dj^ and the least squares method leads to a quadratic
functional form Fj^, marked as (T) in the figure. Different functional form

Fq, (2) in the figure, is obtained from other data Dq. The values of Fj^ and

Po at energy of E-^ are used in normalizing Dg to Dr, and the normalized Dg is

specified by Dg^j. Again the least squares method is applied to both Df^ and

DgiNj, and the standard deviation is calculated. By changing the normaliza-
tion point Ef^ in step of 0.5 MeV, we look for the best normalization point

En at which the standard deviation is minimum. Thus we find combined data
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of Dj^(E) and DQj^ (E , Ej^j) , and use this as the second reference data. The
least squares fit to the second reference data is shown in the figure as

(3) • Repetition of the least squares fit and the normalization operations
leads to a weighted average excitation curve in each sub-region of neutron
energy. A typicla example of the curve obtained by these operations is

also illustrated in Fig.l. It should be pointed out that the choice of the

first reference data, Dj^(E) in Fig.l, does not affect the final shape of
the excitation function. Thus we find the most probable shape of the ex-

citation function for whole energy range by connecting each curve.

2.5. Determination of the absolute value of the cross section

Since almost all absolute measurements are made at energies between
14 and 15 MeV, we choose an energy point of 14.5 MeV in order to determine
the absolute value of the cross section at this energy. The data at the

other energy point, category (1) and some of category (2), are recalculated
to shift to 14.5 MeV along the most probable shape of the excitation func-

tion or along own excitation curve when it was determined by absolute
measurement. Thus the absolute value of the cross section at this energy
point is determined as weighted mean, all cross section data being con-

verted into those at 14.5 MeV.

By normalizing the most probable excitation function determined in the

previous sub-section to the absolute value of the cross section at 14.5 MeV,

we get evaluated cross sections in the whole energy range. These are
tabulated in Table II in the next page with 0.5 MeV steps. In the Table,
Ao corresponds to a band with confidence coefficient of 95% in t-distri-
bution

.

5. Discussions

All raw data points excluding a very few rejected ones, are shown in

Fig. 2 together with our evaluation curve for each reaction. The data of
category (3) and some of category (2) are renormalized, if possible, to

our evaluated values. Then most of the scattered data points approach to

our evaluation curve although it is not illustrated here. It is not pos-
sible to discuss about each experimental work because of the limitation
of pages, but about rejected data it should be mentioned that the treatment
in getting the cross section value or in estimating the error is question-
able. However our final result is not affected so much (< 1%) even when
they are included, since the number of data points rejected is quite few
and the error is rather large.

As a whole, the followings are requested through the present evaluation
work

:

1) Further measurements should be done for ^''Al(n,a) and ^^Fe(n,p)
reactions in energy range from 8 to 12 MeV, and for ^^Cu(n,2n) and ^^Cu(n,2n)
reactions near the threshold energy and above 15 MeV.

2) In the activation measurements, more reliable data on decaying product
nucleus are wanted, particularly, on branching ratio in ^'^Cu-decay.

In Fig. 3, the evaluated excitation function for each reaction is

compared with those presented in Nagel's report-^ and BNL-325. The
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calculated (n,2n) cross sections by Pearlstein^^ are also shown in this
figure

.

The extension of such evaluation work to other reactions are planned
as an activity of our group. Also the calculations by means of the
statistical evaporation model are in our program in order to find out the
systematic trend in level density parameters.

Table II

En 27Al(n,a] ^'tNa 56Fe(n,p)56Mn ^3cu(n,2n)52cu ^5Cu(n,2n)S'*Cu

fMeVI a
(mb)

±Aa
(mb)

±Ao
(mb)

°
(mb)

±Aa

5 .

0

0 1 0.6 2.5 0.4
.5 0 8 0.6 7.3 1.1

6.0 1 .7 0 .

5

14.4 2.2

.5 6 9 0 .

5

22.5 2.4
7.0 15 0 0.6 30.4 3.4

.5 26 2 1 .

1

38.1 4.2
8.0 40 2 1 .6 45.6 5.0

.5 57 .3 2 .5 52.8 5.9
9 .

0

70 .4 2 .

8

59.8 6.6
.5 81 .7 3 .

3

66.6 7.4

10 .

0

91 4 3 .

7

73.2 8.1

. 5 99 .3 4.0 80.4 8.9 50 10
11.0 108 4 88.2 9.8 156 7

.5 115 4 96.0 10.6 293 12

12 .0 120 4 104 12 50 25 459 14

.5 123 4 109 12 173 14 600 14

13.0 124 4 113 13 281 18 719 16

.5 123 4 113 13 372 19 816 17

14.0 121 4 112 12 449 24 892 18

.5 116 4 106 12 509 26 942 19

15.0 109 4 97.5 10.5 554 28 975 20

.5 100 4 88.1 9.7 592 30 999 20

16.0 91 6 3.7 81.0 9.0 627 32 1019 20

.5 83 7 3.4 73.4 8.1 658 33 1037 20

17.0 76 1 3.0 67.9 7.5 684 34 1051 21

.5 68 9 2.8 62.8 6.9 705 35 1059 22

18.0 62 0 2.8 58.2 6.4 723 35 1058 24

.5 55 6 2.8 54.0 6.0 736 35 1056 24

19.0 49 6 2.8 50.3 5.0 745 36 1049 23

.5 44 0 2.7 47.0 5.1 750 36 1038 23

20.0 38 7 2.7 44.2 4.9 750 36 1020 23

.5 33 9 3.4 41.8 4.6
21.0 29 4 4.5 39.8 3.4

4. References

1) W. Nagel: Thesis, University of Amsterdam (1966)

2) S. Pearlstein: BNL-897 (1964) and Nucl . Data 3A 327 (1967).
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Characteristics of Various Isotopes

for Sandwich Foil Measurements of Neutron Spectra

T. J. Connolly'''

F. de Kruijf**

Institut fur Angewandte R eaktorphy sik

Kernforschungszentr um Karlsruhe, Germany

Abstract
The sandwich method involves activation of foils of a single iso-

tope in multiple layers. The difference in specific activity of two such

foils can be related to the neutron flux in the narrow energy interval or

intervals in which self- shielding occurs. An analysis is made of sev-

eral isotopes relative to their potential for yielding spectrum informa-

tion in the 1 to lO"^ eV region via the sandwich technique. The analysis

involves an approximate relationship giving the activation of individual

foils in a multiple-layer stack as a function of the activation of single foils

of different thicknesses. Activation in the latter foils is calculated by a

standard effective resonance integral analysis. Input information includes

both resolved and unresolved resonance parameters. The results give

for each isotope the magnitude of the activation difference relative to the

total activation of a single foil and also the distribution of this difference

between individual resolved resonances and between resolved and un-

resolved resonances. Independent variables include individual foil thick-

ness, number of foils per sandwich, and the neutron spectrum. Spectra

representative of both thermal and fast reactors are included.

1, Introduction
Several workers [1,2,3,4,5] have developed the theory and tech-

nique of sandwich foil measurements of neutron spectra. In the applica-

tion of this technique, a number of foils, usually three, of a given material
are placed together and irradiated as a single foil. The thickness of the

foils is chosen so that there is significant self- shielding in one or more
resonances. The difference in the activity between the inside and out-

side foils, therefore, can be attributed to those energy regions in which
the cross sections are shielded. If these energy regions are well defined,

as in resolved resonances, and if the value of self- shielding can be com-
puted with acceptable a'ccuracy, then quantitative information about the

flux at the energy regions in question is obtained. It is hardly necessary
to add that in practice a good deal of painstaking calibration is required
to achieve this goal.

Nuclear Engineering Division, Stanford University.

Reactor Institute Delft.
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To date, multiple foil techniques have been applied mainly to neu-
tron spectra in which cp(E) follows closely a l/E dependency

[ 5] .

Weitzberg [4] ,
however, has used the technique in two fast reactors in

which Cp(E) deviated strongly from l/E. In the most common type of

fast reactor (or fast critical assembly), namely, a sodium- cooled , metal
or oxide fueled reactor, multiple foil schemes are not very attractive

because such a small fraction of the activation takes place in the resolved
resonance region, i.e. , between 1 eV and a few keV . A principal rea~

son for this study is that the steam- cooled reactor" uilder investigation at

the Kernfor schungszentrum Karlsruhe has a significantly softer spectrum
than liquid-metal-cooled fast reactors. In this spectrum, the fraction of

activation of various isotopes m the resolved resonance region is greatly

increased and, therefore, the possibility of obtaining spectral informa-
tion from multiple foil techniques is enhanced.

The effectiveness of a given isotope as a spectral indicator in a

given spectrum depends primarily on three factors: (1) the activity pro-

duced in the irradiation site of interest must be high enough to keep un-

certainties introduced by the statistics of counting to an acceptably low
value; (Z) the difference in activation of two foils in a sandwich foil

scheme must be large enough to permit an accurate measurement;
(3) this difference in activation must be attributable quantitatively to

resolved resonances whose parameters are known.
Some Z4 isotopes have been evaluated in a rather extensive analyti-

cal investigation which included such variables as foil thickness, foils per
sandwich, and neutron spectrum. Some of the results are summarized in

this paper. The complete results are to be published in a Kernfor schungs-
zentrum Karlsruhe report [6A,B] . The calculations were based on re-

solved and unresolved resonance parameters provided by Dr. J.J. Schmidt.

2. Analysis of Sandwich Foil Measurements
In order to expedite the large number of calculations to be done, a

simplified model of self - shielding in sandwich foils was adopted. It was
postulated that the neutron capture rate at any interior point of an infinite

slab is the superposition of two rates, one a unique function of the distance

from one edge of the slab and the other a unique function of distance from
the other edge. Such a model does not properly treat captures of neutrons

which are scattered in the direction opposite to their impinging direction.

In the present calculations, it was assumed that the flux impinging from
both sides is identical. These assumptions lead to a relationship between
the specific reaction rate in a given foil of a sandwich and the specific

reaction rate in single foils of specified thickness. The relationship is

R(k,-t) =
I

[kR(kt) - (k-l)R((k-l)t) + ('L-k+l)R(('L-kf l)t)

- (^-k)R((^-k)t)] .

where R(k,'t) is the specific reaction rate of the k^^ foil (numbering
from the outside) of a sandwich composed of t foils of thickness t, and
R(nt), the specific reaction rate in a single foil of thickness nt. For
example, the reaction rate of the center foil of a three-foil sandwich is
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R(2, 3) 2R( 2t) - R(t) .

An expression for the difference m specific reaction rate or activation of

any two foils in a sandwich can also be obtained.

Dik,^;m,n) j f Bf r B» .
- B = - B' ] .

2 k 'L-k-1 m n-mvl
where

B' •• nR(nt) ' (n- l)R((n- l)t) .

n

D(k,'t;m,n) designates the difference m the specific r ear t: on rat e s of the
kth foil of an -t-foil sandwich and the m*-^ foil of an n-foil sandwich.

It is clear that only at neutron energies at which self- shielding

occurs will there be a contribution to D. It was postulated that self-

shielding occurred only in resonances and that the self-shielded portion

of the reaction rate could, therefore be represented.

^a ^R (nt) . \ ] (nt)E cp(E ) .,

s- [_ y I I
-

i

thwhere I. (nt) is the effective capture integral of the i resonance cen-
tered at E . N and p are the number density and density, respec-
tively, of the absorbing isotope. The equations for the activation differ-

ence of two foils can now be written.

N

i

K,(k,-l;m,n) :-- \ [B, t B . •
- B -B ,]

1 2 ^ k,i -L-kfl.i m i n-m-rl,i-'

B
n , 1

[nl. (nt) - (n-l)I ((n-l)t)] E,
1 1 ]

The flux IS obtained from the mea sured activation difference by the equation

V
L

Dp /N - \ K. cp(E, )

a a / ,
1 1

cp(E

The resonance integrals required in this analysis were performed
using the TRIX program [7] . The calculation for foils is based on an
equivalence relationship using a modified rational escape probability
relationship. In all cases an option employing an intermediate resonance
calculation technique adapted from Goldstein and Cohen [8] was used.
Doppler broadening was included.

313-475 0-68— 15
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3. Results

The foregoing analysis was applied to 24 isotopes to derermme
their potential as spectral indicators in the sandwich technique. A por-

tion of the results for 12 isotopes is presented m Table III. A principal

quantity of interest, the activation difference, is defined as the difference

in specific activation of two foils expressed as a fraction of the lower
activity foil

.

^ _ D( k, l;m,n)

Rlm,n)

When this quantity is low, the flux measurement is sensitive to random
errors. Table I gives some of the isotope and foil properties on which
the calculations were based. Table II gives four neutron spectra for

which the detector responses were calculated. The spectrum designated

SN3 is representative of a steam-cooled fast reactor. The other three

spectra shown in Table II were devised to show the trends m sandwich-
foil response as the spectrum varies from a l/E spectrum to a very hard
spectrum. Each of them has the same high energy spectrum but follows

an E energy dependence below about 100 keV

.

Table III gives the magnitude of the activation difference and also

the distribution of the difference between a predominant resonance, other

resolved resonances, and unresolved resonances. One interesting fea-

ture of these results is the fact that a much larger difference can be ob-

tained between a single foil and the center foil of a sandwich than between
the outer and center foil. In Table III this is illustrated by the larger
value of 6 calc ulated for the 1, 1;2,3 cases than for the 1,3,2,3 cases.

This larger signal can be obtained only at the expense of some increase

in experimental complexity, however. The variation (not shown in

Table III) of the response, 6, with single-foil thickness was found to

be similar to that observed by Ehret
[
1]. The value of 6 has an initial

rapid increase as foil thickness increases from zero and then levels off

or decreases slightly. As would be expected, there is an attendant loss

m selectivity of the response for the predominant resonance. Most of the

activation differences given in Table III (exceptions are Cu 63, Cs 133,

and Sm 152) are not far from the maximum. The activation difference

can also be increased somewhat by increasing the number of foils per
sandwich, as illustrated in the case of Au 197 in Table III. The trends

in response with spectrum change are those one expects. As the spec-

trum hardens, the activation difference decreases and it tends to become
distributed among several resonances. The responses indicated for the

SN3 spectrum, however, do indicate promise for the method in steam-
cooled fast reactors.

From these results it seems fair to conclude that several isotopes

offer promise as spectral indicators in a wide range of neutron spectra.

Considerable experimental development and standardization work will be
required, however, to make the technique one of broad applicability.
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TABLE I

ISOTOPE AND FOIL PROPERTIES

Foil Properties
Abs. Dens. Pot. Scat.

/ -24
Abundance Activity Phys/Chem N x 10 S /N

Is otope (To) Half- life Form ( nuc lei/cm )
(barns

Na 23 100 1 ^ .0 hr . NaF 0 . 04 J

.

QO

V 51 99.. 8 J

.

. 8 min

.

Metal 0

.

0705 T
Ci .

CD

Mn 55 100 . 58 hr

.

12% Ni 0

.

0714 cD .
Qo

Co 59 100 10,. 4 min. Metal 0

.

089 6. 5

U. U -> A9 1
> X 12,. 8 hr . ivi t; Let i

n
\j • 9. 7

Ga 71 39.,6 14,. 2 hr . Metal 0. 02 16. 2

As 75 100 26,, 8 hr . 0. 03 6. 2

Se 80 49.. 8 18.. 0 min

.

0. 07 12. 0

Br 81 49., 5 35..9 hr . KBr 0. 00688 16. 0

Mo 98 23.. 8 66..0 hr . Metal 0. 01525 22. 7

Mo 100 9.,62 14,, 3 min. Metal 0. 006175 56. 0

Rh 103 100 4., 4 min. Metal 0. 0726 5. 1

Pd 108 26

.

7 i 3 .,6 hr . Metal 0. 0 184 1 o
(J

C c\ 114 Li O •

Q
7 DD ., 0 hr . iVl C L CL 1 n n 1 ^ ^7 1 c /

o

Tn 1 1 RXXi X X ^ 9'S 7
1 , 0 min

.

Ivi C Let i i i . 1

1 7 1 2.. 8 day n 0 1 1 AX X L) 7. 3

Cs 133 100 3. 2 hr . 0. 01 3. 5

La 139 99. 9 40.,0 hr . Metal 0. 02668 3. 2

Sm 152 26

.

6 47.,0 hr . 0. 008 13. 1

W 186 28. 4 24. 0 hr . Metal 0. 018 39. 0

Re 187 62. 9 17. 0 hr . Metal 0. 06 17. 5

Ir 191 37. 3 74. 0 day Metal 0. 0292 29. 0

Pt 198 7. 2 30. 0 min

.

Metal 0. 00476 148. 0

Au 197 100 65. 0 hr . Metal 0. 05904 10. 8

Activity regarded as most likely to be measured. Capture rate

calculations included production of all isomers, however.
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TABLE II

GROUP FLUXES USED IN CALCULATIONS

' Group Flux (arb. units)

Group Min. Energy Spectrum Designation

No. ( eV) SN3 A = - 1 A = 0 A=+l

1
6

6. 5 X 10 1 . 326 1., 326 1

,

, 326 1 . 326

2 4. 0 X " 7 . 336 7., 336 7., 336 •7
. 336

3 2. 5 X " 16 .98 16. 98 16. 98 16 . 98

i . ^ X 34. 54 'KA ^A ^ A
. D T J rt =14

5 0. 8 X " 48,. 94 48. 94 48,.94 48 . 94

6 0. 4 X 82,. 23 82. 23 82.,23 82 . 23

7 0. 2 X " 75,. 83 75. 83 75., 83 75 . 83

8 0. 1 X " 58

,

.91 58. 91 58. 91 58,.91
Q7 44,, 28 AA u O 44 ? ft

, u O 44 ? ft

10 21,500 30., 85 30. 85 20., 70 9 . 64

11 10, 000 22

,

, 48 22. 48 9. 51 2,. 05

12 4, 650 17,.95 22. 48 4. 428 0 . 4428

13 2, 150 13.,65 22. 48 2

.

,07 0 . 0964
1 Ai ^ 1 n on 10.

A /
. 46 7 ? rt o Q R 1 n

15 465 6.. 760 22. 48 0. 4428 4,. 428x10"

16 215 4., 337 22. 48 0. 207 9,.64x10

17 100 2., 441 22. 48 0. 0951 2,.05x10"

18 46. 5 1., 067 22. 48 0. 04428 4,. 428x10'

19 21.5 0,. 644 22. 48 0. 0207 9,
/A 1 " 6
,64x10

20 10 0,, 186 22. 48 9. 5x10' 2,, 05x10"

21 4.65 0., 1009 22. 48 4. 428x10"^ 4., 428x10'"^

22 2. 15 0.. 1620 22. 48 2. 07x10" 9., 64x10"
23

24

?5

1 . 0

0.465
0.215 00

o

o , 0388
.01258

, 36x10"

22.

22.

22.

48

48

48

9.

4.

2.

51x10"
428x10"
07x10"

2.

4,

9.

.05x10"

, 428x10"^
, 64x10'
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Advances in Accurate Fast Neutron Detection

A. De Volpi and K. G. Porges

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

The manganese bath is presently the leading technique
used to obtain the highest precision when neutrons in the

energy range of 1 keV to 10 MeV are counted with accuracies
in the order of 1%. Examples of such experiments are absolute
measurements of the fission parameters v and n. Recent improve-
ments in the manganese bath, entailing continuous flow through
an annular NaI(T£) crystal, have resulted in greatly augmented
efficiency, in our case producing 1.6 x 10~^ counts/neutron at

a backhround level of about 30 counts/sec. One limitation,
though, is in application to experiments involving fluctuating
neutron backgrounds (nuclear reactors and accelerators) . With
a half-life of 2.58 h, the cycle time for full manganese irra-
diation and decay is m the order of two days. A study of pos-
sible substitutes with shorter half-lives demonstrates that the

sulfate of vanadium (3.77-m half-life) satisfies the various
chemical, isotopic, cross-section, and radiation requirements.
Besides offering a one-hour full-cycle time, the vanadium bath
has a figure of merit, in terms of relative efficiency per neu-
tron, just about half that obtained from the manganese system.

Supporting experiments have established the conditions required
for use of vanadium,

1. INTRODUCTION

The manganese bath technique has been perfected in the past decade
to the point where universally consistent results are obtained with 1%

accuracy and precisions of a few-tenths of a percent. The method basi-
cally consists of surrounding a small source with a large moderator tank,

allowing thermal neutron capture to take place primarily in dissolved
manganese. The ^^Mn activity thus created is subsequently monitored as

a measure of source strength.

The manganese bath is best suited for highly accurate source strength
measurements of neutrons with energy spectra in the range of 1 keV to 10
MeV, Not only have standard neutron emitters been measured as an object

ft

Work performed under the auspices of the U. S, Atomic Energy Commission.
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in themselves, but a number of nuclear parameters have been determined
with the aid of the manganese bath. For example, some of the best values
of n, neutrons per thermal absorption, and v, neutrons per thermal fis-
sion or spontaneous fission, have been obtained by this method. [1-4]

Recent improvements in the manganese bath technique, entailing con-
tinuous flow monitoring, have improved the quality of such nuclear data
and offer other opportunities for accurate fast neutron detection, [5]
Moreover, certain extensions of the method involving the use of vanadium
are subject to increased nuclear reactor and accelerator applications.
In comparison with other measurement techniques, the water bath m.ethod is
extremely insensitive to gamma-ray background.

2. MANGANESE BATH IMPROVEMENTS

Recent improvements of ^^Mn activity assessment center on continuous
monitoring of gamma activity in place of intermittent sample withdrawal
or dip counting after the source is withdrawn. By circulating the liquid
in a closed loop past a sodium-iodide crystal, the activity may be fol-
lowed without interruption from buildup to saturation and decay back to
background. Calibration, as before, involves comparison of aliquots of
^^Mn added directly to the solution against aliquots counted in an abso-
lute coincidence counting system.

Figures 1, 2, and 3 indicate details of the on-line counter used at

this Laboratory. The detector here is a 15-cm annulus of 2.54-cm wall
thickness. All pulses resulting from about 50-keV minimum transfer to

light photons in the crystal are accepted by the electronic level dis-
criminator. Temperature regulation of the counting system within ±0.1°C
is maintained by heating the solution. Stable plateau-type operation is

obtained in high voltage, amplifier gain, and discriminator characteristic.
For example, a slope of 0.01% count rate change per 0.1% change in photo-
tube high voltage is maintained.

The annular configuration offers a good figure of merit, as demon-
strated in Table I where the characteristics of three on-line systems are

compared. The figure of merit chosen, essentially signal/ (background)"^,

is normalized for manganese bath volume.

Performance of the system at this Laboratory has also been satis-

factory. Corrections for finite pumping time are in the order of 0.5%.

The background level is now about 29-counts/sec integral. With use of

an upper level discriminator set at about 3 MeV equivalent, an additional
4-counts/sec background may be excluded by anticoincidence.

The overall efficiency for counting is about 0.4% per ^^Mn disinte-
gration in the entire 537-liter system; this corresponds to about 0.2%

efficiency per source neutron (at a MnSO^ concentration of 400 g/liter).

Since background experience indicates reasonable stability, it is

possible to consider counting neutron sources with emission rates of
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10^/sec. at a precision of 0.1% in a normal cycle of two days. Sources as

weak as 1000 counts/sec can be calibrated.

For reproducibility under these conditions, we have found it essen-
tial to maintain chemical stability by providing an excess of sulfate ions

and by addition of a reducing agent.

3. SEARCH FOR OTHER SOLUTES FOR THE WATER BATH

One of the limitations of the manganese bath method is the time

required for activation to saturation and subsequent decay to background
level: in general, about ten half-lives (one day) are required to exceed
99.9% saturation and the same amount of time to retreat to background.
Not only is a two-day cycle somewhat time-consuming from an experimenter's
viewpoint, but it tends to mask the existence of short-term fluctuations
in background. This latter deficiency is particularly noticeable when
irradiations are conducted in the vicinity of a reactor or accelerator.

Additionally, there are some conceptual advantages to developing a

neutron source calibration method which differs enough from the manganese
system to serve as a cross check on the accuracy of such methods. Tech-
niques of mechanical integration [7] and the so-called oil bath [8] have
been used in a similar capacity, but none of these have yielded the pre-
cision or convenience obtainable from the manganese bath.

Louwrier [9] has attempted to substitute sodium as the activation
component, finding agreement with the manganese bath to the extent of 1%.

While providing an appropriate difference in the bath composition with
regard to cross-section magnitude and shape, the production of ^'^Na with
its 15-h half-life clearly worsens the time/patience/stability/background
factors

.

An examination of the periodic table for suitable short-lived sub-

stitutes reveals very few other candidates. One prime requirement is that

the element be nearly monoisotopic ; other pertinent characteristics are

solubility, cross section, half-life, radiation signature, cost, and
availability. The only element, aside from manganese, which satisfies
these general constraints is vanadium.

4. THE VANADIUM BATH

The characteristics of vanadium are compared with manganese, sodium,

and other elements in Table II. -^"V is 99.76% naturally abundant; ^'^V,

the residual natural isotope, is essentially stable also. ^^V has a 4.9

thermal neutron capture cross section with firm 1/v behavior.

The decay scheme for ^'^V is relatively simple with all beta decay
populating the 1.4336-MeV excited state of ^^Cr. The resulting beta
decay energy has an end point of 2.47 MeV. Thus, this isotope is unam-
biguously suited for beta-gamma coincidence calibration and for gamma-ray
monitoring of thick solutions as well.
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The short half-life is a double-edged blade. On one side, the 3.76-
min period meets objectives of a fast-reacting neutron measurement system;
on the other side, certain difficulties with regard to counting and cali-
bration develop.

When methods of post-irradiation sampling or dip counting were used
to survey the activity of the manganese bath systems, a brief decay iso-
tope such as ^^V could not be handled. On-line monitoring, however, as
developed by Axton [5] and extended in the manner described earlier in
this article, allow consideration of vanadium. It has become necessary
though to increase pumping rates to reduce the activity penalty due to

transit through the pipes. Present pumping rates provide a mean delay
of 130. sec compared to the 226-second half-life. Under these circum-
stances, dependence on stability of pumping rate remains a noticeable,
but reduced factor. Thorough mixing, as well as examination of flow pat-
terns, is also indicated.

The vanadium-manganese cross-section ratio is 4.9 b/13.25 b; also
the number of gamma rays emitted per disintegration is in the ratio of

1/1.5. In addition to the cross section, the relative neutron counting
efficiency is also affected by salt solubility. Thus, the count rate
penalty incurred in use of vanadium is a factor of two to four, depend-
ing on whether maximum solubility is chosen or the more practical case
of 200 g/liter. The figure of merit based on relative counts/neutron is

given in Table II for both concentrations; this suggests that as long as

signal strength remains much greater than background, then the vanadium
bath provides nearly the same precision as the manganese system.

Because of the extremely high efficiency of the on-line monitor, the

count rate penalty leads to a sacrifice in calibration capability only
when sources less than lO'^/sec are to be counted. On the other hand, the

entire irradiation requires only a haf hour—^and decay to background
another half hour. Thus, an experimental cycle of one hour can be fol-

lowed with vastly improved systematic procedures for background subtrac-
tion.

Another difficulty associated with the use of vanadium is its limited

availability and attendant high cost. There appears to be an abundant

supply of vanadium-bearing ore, and refining methods are straightforward;

so the present reason for high cost is basically low demand. If the

demand increased enough to encourage vanadyl surfate pilot plant produc-
tion, it is possible that these limitations will be diminished.

Three calibrations with vanadium have so far been conducted at this

Laboratory. Proximity of a nuclear reactor is essential. Processing

times have been reduced to 15 min for removal from the rabbit to inser-

tion of aliquots in the bath—and nearly simultaneous introduction of a

liquid-scintillator containing ^^V activity into a beta-gamma coinci-

dence system. Adequate statistics can be obtained with the use of auto-

matic counting equipment accumulating data in one-minute intervals.
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Beta efficiency for liquid scintillator samples is about 99%. Sixty
per cent efficiency has been obtained for 2.3 g of vanadyl sulphate dis-
solved in 11 ml of water and ethanol detecting the Cherenkov radiation.

There is some evidence of possible difficulties during extended irradia-
tions arising from what is probably uranium contamination left over from
initial ore separation.

Other aspects involved in the use of vanadium are being evaluated.
For example, based on a saturated solubility of 0.39066 ± 0.00064 g VOSO4
per gram of aqueous solution, the vanadium/hydrogen atom ratio is being
determined as a function of solution density.

Laboratories which lack nearby reactor irradiation facilities can
make use of standard neutron sources for frequent and convenient calibra-
tion of the vanadium bath. For purposes of independent absolute calibra-
tion of neutron sources, it will be necessary to evaluate the vanadium/-
hydrogen cross-section ratio by varying the concentration. [5]

5. EXPERIMENTS IN PROGRESS OR PLANNED

A number of experiments involving accurate fast neutron detection
are in progress or planned for either the manganese or vanadium bath
facility. The half-life of ^^^Cf has been followed by neutron counting
for a number of years, with results consistent with the data of Metta,

et al. [10] The hydrogen/manganese cross-section ratio [5] is an impor-

tant factor towards which we have been obtaining supporting data.

An example of another cross-section ratio which can be found with
possibly high precision is shown in Fig. 4. This was a preliminary
experiment to evaluate the technique of finding the boron/manganese
thermal cross-section ratio by changing the boron/manganese atom ratio

in the bath. The result for laboratory boron of unknown isotopic content

is 57.7 ± 0.6%; we intend to use our supply of CBNM certified natural
boron for the final experiment with associated improvements which offer
the prospect of an error of tO.1%.

Consideration has been given to a direct measurement of the hydrogen
capture cross section by a dilution procedure in heavy water. Another
effort directed towards accurate, even though redundant, data is deter-
mination of some thermal fission cross sections.
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Fig. 1. Circulation system for manganese bath with continuous monitor.

Fig. 2. Shielding arrangement for on-line counter used with manganese bath.
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15.24 cm O.D.x 10.16cm I.D.X

15.24cm LONG ANNULAR
NqI (TJI ) CRYSTAL

(6in X 4in x 6in)

NOTE: ALL WETTED SURFACES OF
TYPE 316 STAINLESS STEEL

Fig. 3. Some construction details for annular sodium-iodide crystal used as

gamma-ray detector of ^^Mn activity.

CALIBRATION SOURCE
TUBE 0.95cm I. D.

(3/8in)

LIQUID INLET
0.95cm I.D.

/ (3/8 in)
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Non Elastic and. Some Inelastic Cross Sections

in C^^ and. at 15.3 Mev

Luisa F. Hansen, John D. Anderson,
Marion L. Stelts and. Calvin Wong

University of California
Lawrence Radiation Laboratory, Livermore, California 94550

Abstract

12 J-k
Neutron cross sections in C and, IT" have been meastired. at

15.. 3 Mev by means of the sphere transmission technique in conjunction
with the time-of-flight facilities at Livermore. The carbon targets

were solid, spheres of O.5, 1-3 and, 3 mean free paths radius, while
the nitrogen target was a spherical dewar of one mean free path.
The analysis of the data has been d.one using the Livermore Monte
Carlo Neutron Transport Program. (SORS). To obtain agreement with
the d.ata, a revision of some of the cross sections and respective
angular distributions was required., which resulted in a dramatic im-

provement in the quality of the fits to the measured, time spectra.

Very good, agreement with the experimental results in Cl2 has been
obtained, with a SORS calculation that includes a = 13^ mb,

- 550 mb, an (n,n') cross section of 200 mb to the k.k^ Mev and.

100 mb to the ^.6 Mev levels. The ang\ilar distribution for the h.k3
Mev level was taken from the literature, while the 9*6 Mev angular
distribution was assumed, to be isotropic. For N-^^ fair agreement be-
tween the calculations and. the measurements was obtained, for the fol-
lowing cross sections: a - 1570 mb and ane - 70^ mb. The (n,n')
cross sections to the first 6 excited, levels inclusive was 200 mb,

while kkS mb accounted, for the rest of the (n,n') cross sections.
The non-elastic cross sections obtained, for C and. N, corrected, for
multiple scattering, were (55^ ± 30) mb and, (60O ± 30) mb, respectively.

1. Introduction

Pulsed integral experiments performed with good time resolution
permit the study of the non-elastic and. inelastic d.ifferential neutron
cross sections for a given incid.ent neutron energy in great d.etail. In
the present work, we have und.ertaken the stud.y of neutron cross sections
in C and. N for 15 Mev incident neutrons. A spherical geometry was chosen
for the target to red,uce the complexity of the calculations to a one
dimensional problem. The resolution of the measurements was such that
they were sensitive not only to the magnitud.e of the elastic and. inelastic
cross sections, but also to the shape of the respective angular distribu-
tion.. In order to obtain d,etailed. agreement between calculated and.

measured time spectra, it was necessary to remove many of the simplifying
assumptions regarding the magnitud.e and. shape of the neutron cross sections.

'Work performed under the auspices of the U. S. Atomic Energy Commission.
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Not only are these integral measurements sensitive to the total and
differential cross sections^ hut they are also a very attractive
tool for checking input cross sections and, assumptions in neutron
transport codes.

2. Experimental Set Ups

The measurements were made using the time-of-flight facilities
at Livermore fl^^

. There are ten detectors at IS intervals between
o o

3 and. 135 with a 10.3 meter flight path. The neutron d,etectors are
2" X 2" cylindrical plastic scintillators. The bias of the counters
was set at 1.6 Mev which allowed, us to obtain inelastic cross sections
for excitation energies as high as 12 Mev in the target nucleus. The
neutron 'beam was obtained, from the T(d,^n)Q; reaction. A third, harmonic

beam from the 90-in.ch variable energy cyclotron of around. 1.5 Mev
swept at fo/2 produced, deuterons of 0.5 Mev which struck a tritium
load.ed, target and, produced neutron bursts of nominal energy 15 Mev
at 0 with a 2 mHz repetition rate. The neutron production at the
tritium target was monitored, with a solid, state detector which counted.

o
the a's emitted at 17^ from the d,euteron beam-line. This enabled us

to extract absolute cross sections from the measurements. The carbon
targets were solid, spheres of 0.5^ 1»3 aj^d, 3 mean free paths radius^
while the nitrogen target was a spherical d,ewar of one mean free path.
All these targets were centered, at the tritium target.

3. Experimental Results and Discussion

A typical time-of-flight spectrum is shown in Fig. 1. The data
was analyzed, using SORSl^J ; the output of the program was mod,if ied, in
such a way that it gave for each neutron leaving the target sphere and
arriving at the detector position its yi,y,z coordinates, its direction
cosines, velocity and, time of arrival. All of this information was
stored, on a magnetic tape. A separate edit program was written to fold, in
the d,etector efficiency and, time resolution of the system. In Fig. 2 is

shown the calculated, spectrum using SORSo The experimental spectrum
from Fig. 1, corrected, for background, and. converted, to absolute time
of flight, is also shown. The calculation assumed, an elastic cross
section of 83I mb and. non-elastic cross section of 55^ nib, [the (n,Q;)

and. (n,p) cross section was 90 mb while the total (n,n') cross section
was h6h mb] » On the other hand., the published, neutron cross sections
for C between 1^ and. I5 Mev neutrons are as follows'-^-' : Elastic,

(790 ± 50) mb; non-elastic, (55O ± 50) mb; inelastic, (220 ± 30) mb
to the ^^-.^+3 Mev level, 96 mb to the 9.6 Mev level, and. 1.2.h mb for exci-

tation of the 10.8J+, 11.1 and, 11. 81 Mev levels. The sum of the cross

section to the inelastic levels is hkO mb which is in good, agreement
with the h6h mb used, in SORS. The difference of -~20 mb could, be
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attributed to the excitation of the ^.6 Mev level'- '
. The large

discrepancy in magnitude and. shape between the calculated, and measured,

time spectrum can be explained, as follows:

I. The large discrepancy in magnitud.e by a factor of 2 to ^

between 22.5 and 32.5 shakes (lO"" sec) is due to the fact that in
the neutron transport cod.e only one inelastic level is consid.ered..

In the case of C, the total inelastic cross section of k6k mb was
assigned, to thek.k^ Mev level. Furthermore^ the shape of the calcu-
lated, time spectrum in this region was incorrect due to the fact
that an approximate shape was assumed, for the angular distribution
of the neutrons to the k.k^ Mev level (a two-step histogram in which

75^ of the neutrons were between 0 and 90 .

II. The discrepancies in the region between 20 to 22.5 sh. and.

25 to 27.5 were found to be the result of two simplifying as,sumptions

used, in the calculations: (a) the (d^t) reaction is isoergic and,

(b) it is isotropic. Once the proper energy and. angular d,epend.ence

were taken into account, the agreement for the above regions was
improved.

III. In order to fit the region beyond. 32.5 sh., the neutron in-

elastic cross section to the ^.6 Mev level was inserted, into the

neutron cross section library. The angular distribution was taken
to be isotropic [51 with a total cross section of 100 mb.

IV. The discrepancy in the height of the elastic peak was d.ue

to a poor estimate of the 0 cross section. A revision of the neutron
elastic angular distribution input in the library was required, to
bring it in better agreement with experimental measurements at ik.Q
Mev . Also, the cross section at 0 was calculated, according to
the Wick's limit ^ which raised the value from 550 to 750 mb/sr.
These changes in the elastic angiolar distribution brought the calcu-
lated, height for the elastic peak in better agreement with the
measurements

.

The overall effect of the changes introduced in Steps I, II,

III and. IV on the predictions of SORS can be seen in Fig. 3. This
calculation was done with the following values for the cross sections:
elastic = 829 mb, non-elastic = 550 mb,^k.k3 Mev = 200 mb with the
proper angular distribution taken from the literature u and.

'-^9»6 - 100 mb. The shaded, area corresponds to an energy interval
between 7-6 and. 6.3 Mev neutrons, and two effects can be contributing
to the discrepancy in this area: (l) A small contribution could, be
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due to inelastic scattering to the 'J. 66 Mev leve^], (2) the rest
is the result of the minimum in the carton total cross section which
has heen smoothed out in the input cross sections

»

The discrepancy heyond 45 sh.^ although not much larger than
the statistical accuracy of the measurements, is real. It results
from the contrihution of low energy neutrons coming from higher in-
elastic levels which were not included, in our calculation. This effect
is better seen for the C sphere of 3 mean free path radius. Figure k

shows SORS predictions calculated, as in Fig. 3 (curve a). If the
120 mb cross section corresponding to the 10.8-11.1 and. 11.8 Mev
levels is added, to the ^.6 Mev level cross section, the results are
given by curve b. As the 9-6 Mev level contribution is expected,

at around 35 sh., (neutrons inelasticly scattered, from the 9*6 Mev
level at forward, angles) the counts in this region are therefore
overestimated, by 30 to ^O'fo. However, beyond. kO sh., the agreement
with the measurements is improved, since some of these low energy
neutrons come from inelastic scattering from higher excited, levels
which are crud.ely accounted, for by inclusion into the 9*6 Mev level.

Beyond 50 sh., the neutron spectrum is being modified, by the d.etector

bias, such that the contributions from the backward angle scattering
from higher levels is not seen.

The non-elastic cross sections corrected, for multiple scat-

tering were 571 ^J^d. 538 mb for the 0-5 and. I.3 mean free path
radius spheres, respectively. For the largest carbon sphere, a

value of 550 mb gave good, agreement with the measurements. The

value of (554 + 30 mb) obtained, from these measurements is in good,

agreement with previously reported values

4., Nitrogen Measurements

The measured, time of flight spectrum from nitrogen bombarded
with 15 • 3 Mev neutrons for a one mean free path target thickness is

shown in Figure 5- The pred.icted, spectrum using SORS is also shown.
The calculations were done using the following cross section: elastic,

Q6k mb; non-elastic, 706 mb, which was distributed as follows: 6k6 mb
account for the neutron inelastic cross sections, kO mb, 15 mb and. 5 inb

account for the (n,Q;), (n,p), and. (n,2n) cross sections, respectively.
The (n,n') cross section is distributed, as follows: a total of 200 mb
were assigned, to the sum of the cross sections from the 3*95 Mev,

5.10 Mev, 5.75 Mev, 7*07 Mev and 7.95 Mev levels, with the cross sections

for each level given according to the following ratios with respect
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to the total sum: .2kO, .23Q, .233, .I66, and .O79. The cross sec-
tion for the 2.31 Mev level was ass-umed negligible.

The same angular distrihution shape was taken for all the in-
elastic levels: slightly forward, peaked,^ with the ratio of the cross
sections 0 - 90 to 90 - 1^0 eq_ual to 1.5« This is a very close
representation of the measurement s[l3 . At the present time^ a revi-
sion of the cross sections and angular distri"bution of the elastic
scattering input in the Code is in progress to explain the discrepan-
cies between measurements and calciilations.

5. Conclusions

The resolution of the neutron time of flight spectra^ obtained
from these integral measurements, was such that it enabled, us to

extract values for some of the inelastic neutron cross sections. For
carbon, the cross sections to the k-.h3 and 9*6 Mev levels were determined
with an accuracy of lOfo and 30^ respectively, i.e., ^k.k3 Mev = 220 ± 20 mb
and °'9'6 Mev - 100 ± 30 mb. The non-elastic cross section has been
determined, with a 5/0 uncertainty: (55^ - 30 ) nibo Furthermore, the
measurements were sensitive to the shape of the angular distributions
to the ground, state and, first excited level in C.

For the nitrogen, where the levels are much closer, the resolu-
tion was insufficient to identify the neutron groups. However, once
the discrepancies between calculations and meas\arements are resolved,
it will be possible to obtain a value for the neutron inelastic cross
section for the sum of the first 6 excited, levels pliis the average
cross section to the levels above 70 95 Mev excitation energy.

Using pulsed sphere techniques, it is clear that one can obtain
integral inelastic cross sections. Under favorable conditions, d,ifferen-
tial information can also be obtained.
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TIME OF FLIGHT NEUTRON SPECTRUM FROM C^^ BOMBARDED WITH 15.28 MeV NEUTRONS

Z
Z)

O
u

z

o
u

CHANNEL NUMBER

Fig. 1.
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Neutron time of flight spectriim from C ~ "bombarded with
nominal 15 Mev neutrons. The positions at which the
excited levels in C "begin to contribute are indicated.
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Fig. 2. comparison of calculated and measured neutron time of

flight spectrum using common neutron transport assump-

tions. See text for explanation of discrepancy.
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NEUTRON SPECTRUM EXPERIMENT

SORS CALCULATION
("A")
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TIME - sh

Fig. 3' Compaxison of computed- and measured, neutron time of flight

spectrum using the revised SORS neutron transport calculation.
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- NEUTRON SPECTRUM FROM C BOMBARDED WITH 15.3 MeV -

'_ NEUTRONS (CYCLOTRON)

R = 3X
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TIME - sh

Fig. k. Comparison of computed and measured neutron time of

flight spectrum as a function of the input cross sections

for the 9.6 Mev level: SORS (a) °S.6 Mev = 100 mb and

SORS(b) °9.6 Mev =220.
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14NEUTRON SPECTRUM FROM N BOMBARDED WITH 15.3 MeV NEUTRONS
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NEUTRON DIFFERENTIAL CROSS SECTION EVALUATION

BY A MULTIPLE FOIL ACTIVATION ITERATIVE METHOD*
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ABSTRACT

A multiple foil activation iterative method is being studied and used
to evaluate differential cross sections for reactions useful for determining
fast reactor neutron flux spectra. This multiple foil activation method
involves irradiation of a selected set of detectors (usually 10 to 15)

,

measurement of resultant activities, and determination of appropriate
iterative solution differential flux spectra for dissimilar reference neutron
environments. These reference spectra, and corresponding measured activities
for foils of a single reaction, are used in an inverted iterative process to

obtain the evaluated differential cross section curve. Results are presented
of the application of this method to the preliminary evaluation of differential
cross section data for ^^Al(n,a)^^Na, ^^Ni (n,p) ^^Co , and ^^Fe(n,p) ^'^Mn.

^This paper is basedj in partj, on work performed under United States Atomic
Energy Commission Contracts AT(45-1)-1830 and AT (11-1) -GEN- 8^ and has
been assigned BMI Report Number BNWL-SA-1527
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1. INTRODUCTION

The multiple foil activation iterative method, in addition to providing
experimental measurement of neutron flux spectra, affords a procedure for
independent determination and evaluation of foil reaction differential cross
section data. The method provides a direct experimental means of adjusting
existing differential cross section data to attain consistency with integral
activity measurements. This consistency is, in general, lacking in current
differential cross section evaluations.

A manual iterative method for determining neutron flux spectra by foil
activation has been previously reported . t '•

] A fully-automated computer code
(SAND-II)* has been developed to perform the spectral analysis by an iterative
method qualitatively similar to that described .

]

Foil activation data for different types of neutron environment have
been analyzed to establish^ (1) the reliability of neutron flux spectrum and
fluence determination by calculaticjns (diffusion, transport, and Monte Carlo
techniques), spectrometry, and foil activation methods; (2) the effect of

spectral variations on calculated spectrum-averaged cross sections used to

report fluxes and fluences.

In each of the 11 environments studied, a set of foil detectors, including
low and high energy neutron reactions, was irradiated. Measured activities
for each foil set were used as input to the code to obtain an appropriate
solution flux spectrum. [3]

For each environment, the integral neutron flux solution over the

energy range from lO"-'-'^ to 18 MeV should be accurate to within ±10 to 30%. f^-'

The differential flux spectral solutions are expected to have larger errors,

and reflect fluctuations resulting from the errors in foil reaction cross

sections and measured activities. The use of a large number of foils with
overlapping energy regions of sensitivity, and subsequent examination of the

solution differential spectral structure, has helped to distinguish the true

structure from that which may be caused by cross section and activity measure-
ment errors.

The mathematical procedure involved in the determination of spectra from

the monitor activation and the differential activation curve can be inverted
to define the shape of the activation curve if the neutron spectra are

determined. The spectra can be determined independently or may be determined
in the same experiment by the activation of other monitor materials whose
activation cross sections are known. The success of the spectral determination
effort prompted this investigation of cross section determination.

* The SAND-II (Speatrton Analysis by Neutron Deteotors-II) code has been
written in Fortran IV for the CDC 6600 and Univac 1108 aomputers. The

code uses a discrete energy interval model of 620 intervals over the

energy range, 45 per decade up to 1 MeV^ and 170 from 1 to 18 MeV.
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The discussion that follows includes a brief review of the multiple
foil activation method and of the technique by which foil reaction cross
section data may be evaluated using this method. Preliminary results are
reported in which the authors have used the iterative method to evaluate
the differential cross section data for the ^^Al(n,a)^^Na, ^^Ni(n,p) ^^Co,

and ^^Fe(n,p) ^^Mn reactions.

2. MULTIPLE FOIL ACTIVATION ITERATIVE METHOD

The absolute magnitude and shape of the differential cross section
for the foil reaction being studied can be established by (1) irradiating
a detector [such as iron foils for the ^^Fe(n,p) ^'^Mn reaction] in each of

"m" different neutron environments, (2) determining the corresponding values
of saturated activity, and (3) solving the system of activation integral
equations

:

a^^^(E) (f).(E) (j = 1, . . .m)

.

(1)

In equations (1), A. is the measured value of saturated activity for
the j^^ environment, (4) is the corresponding differential flux, and

(E) is the foil reaction differential cross section solution [evaluated
a(E)] at the K^^ iteration. The "m" different spectra might be provided,
for example, by placing different absorbers and scatterers in the path of

a well-collimated beam from a high intensity reactor or other neutron source.

Successful application of this procedure requires a reasonable
determination of the form and absolute magnitude of the "m" differential
spectra. This information can be acquired with a combination of the multiple
foil activation iterative method and existing neutron spectrometry. (In the
present work, only results based on the multiple foil activation method are
used.) Spectrometry can provide detailed spectral structure, and the multiple
foil method, using a comprehensive set of foil detectors, can determine the
absolute magnitude and verify overall shape.

The current iterative procedure used to solve equations (1) requires
an initial differential cross section approximation a'-^-'(E)** and measured

In -pvaotioe^ an exponential term appears in the integral to account for
attenuation by cover materials such as cadmium; it is omitted throughout
this paper as a matter of convenience.

A smooth fit to previous experimental data and/or theoretical predictions
can he used as input — only the relative shape of the differential cross
section curve needs to he specified since the iterative procedure determines
the absolute magnitude.
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values of Aj and (E) as input. The computer code CAND-II (Cross section
Analysis by Neutron Detectors-II) is being used to perform the numerical
steps of iteration. [This code differs from SAND-II, used to determine the

(f)j(E)'s, only in the format used for the tabulated cross section input and
output.

]

3. CROSS SECTION EVALUATION

Studies are in progress to investigate the reliability of the
iterative procedure in determining al-^-ICE) solutions for foil reactions
of interest for use in fast reactors. The sensitivity of the solutions
to uncertainties in reference spectrum shape and activity measurements
and to the selection of different reference spectra is being studied.
Eleven measured reference spectra [cj)j(E)'s determined by the SAND-II code,

j = l,...ll] with corresponding measured activities [Aj ] for several
reactions are being used. CAND-II solutions a[K] (E) have been obtained
for the reactions ^^Fe(n,p) ^^Mn, ^^Ni (n,p) ^^Co , and ^^Al(n,a)^^Na using
both reasonable input forms [at^^(E) determined by selecting a best fit

curve to existing differential data] and unreasonable input forms [at^-l(E)

assumed to be a constant, a straight line, etc.]. The outputs, using
these different input forms, define an envelope of solutions which help
to establish the reasonableness of the best fit solution.

Preliminary results for the ^^Al(n,a)^^Na, ^^Ni (n,p) ^^Co , and
^^Fe (n,p) ^^Mn reactions are presented in Figures 1, 2, and 3, respectively.
The shaded area in each figure represents the envelope of solutions a[^^(E)
based on all the initial approximations, cr'-*^-'(E), listed in the figure
legends. These results are derived from the use of a total of 7, 9, and 11

reference spectra, respectively. Because three of the spectra used are very
similar, the results shown in Figures 1, 2, and 3 are in effect based on

5, 7, and 9 spectra, respectively. [A meaningful solution for equations (1)

requires a large number of distinct (j)j(E)'s.] The most reasonable solution
for each reaction should be from the a[0](E) representing a best fit through
all available differential data. The CAND-II solution based on this best
fit input is identified by the solid curve in each figure. Most of the

monoenergetic differential cross section measurements reported in BNL-325
as well as the current BNL evaluated cross section curvel^] are also shown
in Figures 1, 2, and 3.

The solution envelope broadens at higher energies for each of the

reactions shown in Figures 1, 2, and 3. This indicates lower reliability
for the differential solution with increasing energy and is associated
with the lack of high energy neutrons, and lack of adequate differences
among the 11 reference spectra.* Although the CAND-II solutions based on
the best fit inputs should be the best evaluations, they are only
approximately correct in differential form because the reference spectra

For these tests no veal effort was made to select neutron environments
that were different enough in the high energy region to provide more
nearly unique solutions — that isj smaller solution envelopes.
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were not dissimilar enough. Nevertheless, the iterative process does

adjust the input differential form and magnitude so as to produce consistency
with the integral activity measurements — a necessary condition that is not
currently satisfied for most cross section evaluations reported in Reference
4.

Table I provides tabulations of the new ^^Fe(n,p) ^"^Mn, ^^Ni(n,p) ^^Co

,

and ^^Al(n,a)^^Na evaluated differential cross sections. Calculated values
of fission-averaged cross sections based on these tabulated data for four
forms of the fission spectrum are presented in Table II for reference
purposes

.

A. CONCLUSIONS

Preliminary results indicate that the multiple foil activation itera-
tive method can provide reliable evaluated differential cross sections for

neutron reactions, including those of interest in fast reactor flux and
fluence measurements. Results for three threshold reactions support these
conclusions and further demonstrate that the method produces consistent
results even when the spectra used are not very dissimilar. Evaluations
based on the multiple foil activation method should be particularly useful
for determining spectrum-averaged cross sections of individual foil
reactions used for flux and fluence monitors.
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TABLE I

EVALUATED DIFFERENTIAL CROSS SECTION DATA

Cross Section (Barns) Cross Section (Barns)

Neutron Neutron
Energy (MeV) 5'4pe(n ^p) st^f^n se^j (n,p)58co Energy (MeV) ^^A1 (n .a)2'^Na

1.0 0.00* , 0.00* ...

1.1 2.35 X 10--^ 1.86 X 10"-^ 4.8 2.19 x 10"^

1.2 4.25 3.55 ... .

1.3 6.41 5.44 5.2 1.04 x 10"^

1.4 9.03 1.08 X 10"^

1.5 1.22 X 10-2

1.6 1.68 2.38
1.7 2.31 3.18 6.0 1.79 x lO"

1.8 3.11 4.31

1.9 4.00 5.51

2.0 4.86 6.76

2.2 6.21 8.84 . 6.8 1.21 x 10'

2.4 7.33 1.17 X 10"'

2.6 8.88 , 1.58

2.8 1.20 X 10-^ 2.09

3.0 1.53 2.46
3.1 1.67 2.46
3.2 1.81 2.35

3.3 1.99 2.34
3.4 2.16 2.33
3.5 2.32 2.36

3.6 2.48 2.62
3.7 2.66 3.07
3.8 2.86 3.53

3.9 3.00 3.82

4.0 3.09 3.98
4.5 3.94 4.98
5.0 4.84 5.79

5.5 5.38 6,33
6.0 5.78 6.63
6.5 5.93 6.72

7.0 6.20 6.71

7.5 6.38 6.58 11.0 1.04 x 10"

8.0 6.48 6.37

8.5 5.51 6.21

9.0 6.58 5.94

9.5 6.55 5.86

10.0 6.38 5.66 16.0 8.63 x 10"

11.0 6.19 5.29

12.0 5.71 4.91

13.0 5.53 4.48

14.0 4.91 3.86

15.0 3.85 2.73
16.0 3.15 1.96

17.0 2.63 1.16

18.0 2.26 4.47 x lO'^

4.6 0.00*

4.8 2.19 :

5.0 5. 47

5 .

2

1 .04 :

5.4 1 .78

5.6 4.68
5.8 9.73
6.0 1.79 :

6.2 3.07
6.4 4.74
6.6 7.78
6.8 1.21 ;

7.0 1 .69

7.1 1.92

7.2 2.13
7.3 2.10
7.4 2.22
7.5 2.68
7.6 3.11

7.7 3.14
7.8 3.12

7.9 3.59
8.0 4.31

8.1 4.43
8.2 4.24
8.3 4.24
8,4 4.68
8.5 4.98
9.0 6.66
9.5 7.76

10.0 8.70

10.5 9.56

11.0 1.04 ,

12.0 1 .20

13.0 1.32

14.0 1.26

15.0 1 .06

16.0 8.63

17.0 7.33

18.0 6.15

* Assigned Value
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TABLE II

CALCULATED FISSION AVERAGED CROSS SECTIONS FOR

Fe, Ni , AND Al

)^(E) - Fission Form^^^ - Fission Averaged Cross Section (mb)*

5^Fe(n,p) 58Ni(n,p) ^^i^Mn,^)

Watt 95.1 121 0.663

Frye 93.2 118 0.606

Cranberg 89.8 113 0.683

Grundl Adjusted 116.0 147 0.676

a(E) <}.^(E) dE

•l-
(E) dE
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FIGURE 1

CAND-II Solution for Fe ( n ,p
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) ^^Co Reaction Cross Section
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Spatially Continuous Neutron Flux Plotting with Spark Chambers

K, G. Forges, W, W. Managan and W, C. Kaiser

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

Wire spark chambers yielding signals from which the spark
location may be inferred within 0.1 cm have been recently
developed for high energy physics experiments. With the addi-
tion of a fission foil, a single wire counter of this general
type may be incorporated in a long tube of modest diameter,
suitable for insertion in an available reactor or critical
assembly instrument channel, and used to obtain the neutron
flux profile with continuous spatial resolution. In addition
to the advantages of resolution and speed, this device is

relatively temperature and radiation insensitive and may thus
be permanently sited to allow repeated flux profile measure-
ments .

The fission foil is self-calibrating: alpha tracks due
to the natural alpha activity of the fissionable coating may
be registered simply by increasing the applied voltage. The
space resolution obtainable with such an instrument can be
kept to a few millimeters by optimizing the geometry, such
that only fission fragments emitted within a certain small
angle to the foil normal are registered. The deionization
time required after each spark limits the maximum count rate
to the order of 10^/sec.

Preliminary results, obtained with a prototype instrument
are presented.

1. INTRODUCTION

The measurement of the spatial distribution of the neutron flux in

a reactor or critical assembly is one of the principal tools of design
and diagnostics, allowing direct comparisons with theoretical predictions.

Traditional techniques of flux profile plotting, activation and
subsequent counting of foils or wire on one hand, and probing with a

displaceable counter on the other, each have certain inherent problems
which the system described here was designed to resolve.

Foil activation, while potentially very precise, requires two shut-
downs, for insertion and for withdrawal; even where automatic counting
equipment and a computer program are available, the time lag between

Work performed under the auspices of the U. S. Atomic Energy Commission.

24-7



acquisition and production of the flux plot is considerable; irradiation
times required where fluxes are weak may be quite long. Probing with a
small fission detector, either a gas counter or a junction device, has
the drawback of requiring very constant power levels as well as detector
efficiency during what may be a long run. Mechanical positioning is

critical; signals must be highly amplified and intermittent noise sources
often present at reactor sites can be difficult to cope with. There have
been some attempts to deploy a larger number of counters in order to
expedite matters; hoi<7ever, this adds the possibility of cross-talk to the
electronic problems mentioned above and further requires intercalibration
of detector efficiencies.

To cope with the problem of fitting cables from each detector into
available channels (v7hich should be narrow to make the measured flux
representative) , detectors may be interconnected with delay lines and
the time between a pulse and its echo reflected from the far end of the
line used to sort pulses into channels.

This logically leads to the development of a continuous coaxial fis-
sion chamber, loaded V7ith ferrite to slow down the propagation velocity of

pulses along the anode. Such a chamber would in principle yield a con-
tinuous flux survey, but could not provide space resolution better than
about 2 cm, limited partly by technically possible delay/risetime ratios
which determine the resolution for strictly localized input, and partly
through the considerable range of fission tracks vzhich spread the input.

The fission spark chamber described here has an inherent position
resolution of about 1 mm and can overcome the range-induced uncertainty
by means discussed below. Its main drawback is the limited input rate, in

the order of 10^/sec maximum, due to the slow dispersal of the plasma
developed in each spark. Even with this limitation, the time required
for data acquisition is seen to be significantly shorter than that required
by other methods. The detection efficiency function can be calibrated,
as described below, in one count. When on-line computation is available,
the efficiency function can be folded into the experimental distribution
to obtain a flux plot within a matter of 5-min running time, at a space
resolution of about 2 mm.

2. PRINCIPLE 01' OPERATION

VJire spark chambers are inherently capable of discrimination between
densely and less densely ionizing events. As shown by Boxman and Hill,[l]

fission fragments, the most densely ionizing of all particles, are thus

readily registered under conditions where any other ionizing event, includ-

ing alpha particles, is unable to release a spark. On the other hand, the

voltage may be raised until alpha particles are counted. Since most fis-

sionable deposits have some natural alpha activity (for ^-"'^U, this arises

mainly from ^^''U admixture), any means which can locate sparks along the

wire not only allow inference of the fission rate in a long fissionable
deposit parallel to the wire in the presence of a neutron flux, but also

provides a plot of the local alpha emission of the deposit; hence, an
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efficiency calibration curve, in the absence of external neutrons, at

raised voltage.

As regards methods of spark location, timing the arrival of an acous-
tic wave along the wire through magnetostriction [2] is currently exploited
to considerable extent in multiwire arrangements; a less frequently applied
method relies on the resistive-reactive division of currents along the

anode wire between the spark and either end. [3] Attempts to use acoustic
timing v/ere abandoned as the signal was found to depend critically on the

state of annealing. It was necessary to put considerable tension on the

long (approximately one-meter) wire to reduce the amplitude of mechanical
vibrations; the tension destroyed annealing, resulting in a critical loss

of signal. Moreover, the problem of confusion between inputs arises when
mean intervals between counts become comparable with the acoustic transit

time, about 200 usee for 1 m.

The resistive division method requires very careful grounding and

attention to the reactance, for which purpose best results are obtained by

feeding leads from either end of the wire through a common transformer \

core in the opposite sense. [3] With a chamber destined to fit into blind
channels in a critical assembly or reactor, access to the far end of the

chamber is restricted and it is practically necessary to take signals only

from one end. The use of resistance wire for the anode largely removes
the dependence on reactance and grounding, while introducing some non-
linearity which can be minimized by chossing a relatively low resistivity
and introducing series resistance between charging capacitor and cathode.

To the extent to which the capacitor recharges fully between discharges,

the current pulse from one end of the anode is proportional to the loca-

tion of the spark. This signal can be readily taken out via ferrite core

transformer and stretched with a capacitative shunt to microsecond length.

The resulting pulses are of suitable shape and size to be directly pro-
cessed by a multichannel analyzer. Spatial resolution of the spark is

necessarily a matter of the number of channels available and was about 2

mm for the prototype unit described below.

In addition to the method of spark location, the dispersion of fis-

sion tracks also contributes some uncertainty, which must be minimized by

proper choice of parameters. If we may suppose that the probability of

spark formation depends on equilibrium between rate of charge multiplica-
tion in the immediate vicinity of the wire and rate of charge removal
through recombination, sparking will require a minimum input energy
T = [(dE./ds) Ar] , where Ar is the radius of the multiplication region,

determined by the applied voltage. Keeping this minimum above the maximum
which can be delivered by alpha particles will prevent registering the

latter. For fission tracks, one may define an approximate energy deposi-
tion rate

dE/ds (E)

from which one finds, after some manipulation, that the fission foil-

anode distance a. should be chosen according to
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where Eq = fragmeni: energy, R = fragment range, and (dE/ds)^^^^^ ^ T/Ar

With this choice, the light fission fragment is just countable at
a space resolution determined only by range and energy straggling and
the spark formation probability distribution near threshold. The effect
of straggling can be further reduced by introducing a collimator consist-
ing ot a row of small holes drilled into a plate. With this arrangement
the detection efficiency of the chamber is evidently low. This is, in

'

fact, desirable for reactor measurements, where it mav otherwise be a
problem to keep count rates within the limits dictated by the rate of
dispersal of the plasma generated in the spark. As it happens, the
deionization deadtime is of the same order as the deadtime of conven-
tional multichannel analyzers and thus imposes a limitation which is
more apparent than real.

3. PERFOI^iANCE TESTS

A test spark chamber of 30-cm length was bench tested to verify
the predicted resolution. The anode was made of U.005-in. diameter
nichrome of about 10 Q/ft ; the cathode was a steel bar, into which a

groove of circular cross section and 0.125-in. diameter has been milled.
With the anode at -2700 V, pulses were fed through simple passive cir-
cuits to an 800-channel analyzer. An analyzer display obtained by dis-
placing a collimated ^^^Cf source repeatedly by 2 cm is shown in Fig. 1.

Peak position is plotted against displacement in Fig. 2. From this pre-

liminary investigation, it is apparent that the linearity is satisfac-
tory. The full width at half maximum of the peaks averages at about
1,7 mm. A chamber of 100-cm length and 1-cm diameter, for insertion in

a critical assembly test channel, is under construction.

4. SUMMARY

The use of spark counters for purposes of flux plotting appears to

have the advantageous feature of rapid, on-line data acquisition as well

as continuous space resolution. If a spark counter can be designed to

fit into a narrower channel, it may be possible by this means to look

for relatively small structure effects in critical assemblies, otherwise

very difficult to measure. The rapid rate of data acquisition, on the

other hand, makes this instrument a good candidate for space-time-
dependence measurements. Finally, the rugged and temperature-insensitive

nature of such a counter should allow its permanent siting in a reactor,

permitting periodic flux profiles to be taken for diagnostic purposes.

The help of R, J. Armani, who supervised electroplating of the 36-in.
long fission foils for the prototype counter, is gratefully acknowledged.
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THE MANGANESE-55 RESONANCE ACTIVATION INTEGRAL

Rudolph Sher

Br ookhaven National Laboratory, Upton, N. Y. 11973

55
The infinite dilution resonance capture integral of Mn has

been carefully remeasured, using cadmium ratio techniques. The
measurement was done in beam geometry at the BNL Graphite Reactor.

Corrections for scattering effects in the Cd filters and the contribu-

tion to the activation of non-beam neutrons were made. The l/E-ness

of the spectrum was verified by means of previous fast-chopper data

taken at the same beam. The result for the resonance integral was
14.4 ±0.5 barns, based on a Au resonance integral value of 1565
± 30 barns. There have been about a dozen previous measurements
of the Mn resonance integral, with values ranging from 11 to 18 barns.

The present result agrees well with two measurements in which parti-

cular care was taken to determine the neutron spectrum; because of the

high value of the principal resonance energy in Mn (336 ev) , the

measured integral is particularly sensitive to spectral effects, and it

is suggested that this is what is chiefly responsible for the large spread
of values previously determined.

Supported by AEC .

Permanent address: Department of Mechanical Engineering, Stanford
University, Stanford, California. 94305
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The infinite dilution resonance activation integral of Mn-55 from

0.5 eV has been carefully remeasured in beam geometry at the BNL
Graphite Reactor, using cadmium ratio techniques. The result, including

the l/v part, is 14.41 ± 0.48 barns, based on the Au resonance integral

of 1565 ± 30 barns and the Mn 2200 m/sec cross section of 13. 3 ±0.1
barns. The neutron spectrum was determined to be closely l/E, and

corrections for Cd filter effects and self- shielding were applied accord-

ing to the method of Pearlstein and Weinstock. '

The experiment was done in a beam which used to serve the BNL
fast chopper. This beam is internally split into two parallel beams,
each approximately l/4 in. x 3 in. with a center -to-c enter distance of

about one inch. The neutron flux in the beam is about 10^ n/cm^/sec.
0. 387-inch diameter foils were mounted on an aluminum wheel attached

by a small belt drive to an electric motor. The foils were mounted on

a one-inch diameter circle; the wheel shaft was centered between the

beams. With this arrangement, each foil "saw" one or the other of the

beams more than 50% of the time during a rotation of the wheel.

In each irradiation four foils were used, two Mn and two Au.
The four foils were mounted 90*^ apart on the wheel, and one foil of each
type was cadmium- covered on both sides. The thickness of the Cd
covers was 0.047 in. The "bare" foils had aluminum covers of approxi-

mately the same thickness.

The foils were Al-Mn and Al-Au alloys, with nominal 2%
(weight) Mn and 0.5% Au content. The Mn density was about 1.3

mg/cm^; the Au was about 0.33 mg/cm^. In a separate foil calibra-

tion experiment, all the foils were irradiated on a wheel in a thermal
column, and relative Mn and Au contents determined.

All counting was of gamma-ray activity; two Nal scintillation

counters were employed. For Mn, the discriminators were biased just

below the 840 keV peak; for Au, just below the 412 keV peak. In order
to allow the Al activity to die out, the Mn counts were begun about two
hours after the end of the irradiation. The usual background and dead-
time corrections were applied to the data to obtain relative count rates,

corrected to an arbitrary zero of time. In all, three runs were taken,
using three different sets of Mn and Au foils. Two other runs were
done to determine the effects of scattered neutrons on the activations.

In addition to the standard corrections, the following possible
sources of error were investigated and found to be absent or negligible:

(1) Mn-54 activity in the Mn foils arising from the (n,2n) reaction.
This has a gamma- ray energy closely equal to that of Mn-56, but a half-
life of about 300 days, as compared to the Mn-56 half-life of 2.58 hours.
Counts taken on the Mn foils a day or two after irradiation showed no
detectable activity above background.
(2) Scattering effects in the Mn foils, i.e., activity resulting from non-
beam neutrons (but not including scattering effects in the Cd filters).
Two runs were made to investigate these; in the first run, two foils were
irradiated on the wheel. One had a Cd cover in front only, and the



other had a Cd cover in back only. The difference in the "Cd ratio"

thus obtained is essentially a measure of the activation arising from

thermal neutrons scattered back into the foils, and it was determined

that about 2. 5% of the total activation is caused by these neutrons. In

the second run, one Mn foil was irradiated in the beam, and another

irradiated adjacent to the first, out of the beam. Both foils were cad-

mium covered, front and back. The ratio of the out-of-beam activity

to the in-beam activity was again close to 2. 5%. It thus appears that

the fraction of thermal-neutron activation due to scattered neutrons is

equal to that of epithermal neutrons, and the Cd ratio is therefore

una ffected.

The Cd ratios obtained in the three runs, corrected for the

relative Mn and Au contents determined in the calibration run, are

listed in Table I below.

TABLE I

CADMIUM RATIOS

Run12 3 Average

Mn 40.31 40.55 39.72 40.19 ± 0.40

Au 3.53 3.52 3.58 3.54 ±0.04

The corrections for cadmium-filter effects were made according

to the method of Pearlstein and Weinstock. •'• Because of the thinness of

the samples, the principal corrections arose from scattering in the Cd.

The corrections in the Cd ratios amounted to about 8% for Au and 6%
for Mn (assumed to be a l/v-detector)

,

The cadmium- cutoff corrections were estimated from the data of

Pearlstein and Weinstock-'- for the Au foils; for the Mn foils the results
7

of Stoughton and Halperin were used. The cutoff for Mn is 0.549 eV

,

while that for Au is 0.618 eV . When corrected for all these effects, the

result for the Mn resonance integral is 14.41 ± 0.35 barns. The error
includes the uncertainties in the 2200 m/sec cross sections and Au
resonance integral.

The 1/E -ness of the neutron spectrum was determined from fast
chopper data in the beam supplied by R. Chrien. The method is based on
the fact that the curves C-^{t) and C^iat) of count rate vs. time mea-
sured with a thin BF^ counter with the chopper running at two speeds
whose ratio is a (and no sample) are congruent only if the spectrum is
1/E. By this means it could be estimated that the maximum error in the
Mn-55 resonance integral arising from non-l/E-ness is 2%, which
raises the overall error in the result to ± 0.48 barns.
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There have been about a dozen previous measurements of the

Mn-55 resonance integral; when corrected to a cadmium- c utoff energy

o£0.5 eV, standard values of the Mn 2200 m/sec cross section

(13.3 ±0.1 barns), the Au 2200 m/sec cross section (98. 8 ±0.3
barns), and the Au resonance integral (1565 ± 30 barns), the results

range from about 11 barns to about 18 barns (see Table II). Many of the

published descriptions of these measurements are too incomplete to

enable one to guess at possible sources of this large spread of values,

but it is likely that in many cases, the spectrum deviated from the l/E
shape. Because the Mn resonance energy is so high (336 eV) com-
pared to that of Au, even small deviations from- l/E-ness can cause

large errors in the Mn resonance integral. For example, a spectrum
whose shape is l/K^'^^ will lead to a measured Mn resonance inte-

gral which is 5% low, or about 0.4 barns. Of the previous experiments,
only Dahlberg et al. , and Walker seem to have carefully investigated

the neutron spectrum, and the close agreement of the present result

with their values suggests that spectral effects are indeed responsible

for a major part of the large variation in the reported values. In addi-

tion, some of the measurements may have been subject to large and
uncertain self- shielding and scattering corrections.
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In terms of the utilization of neutron cross section data, I would like
to direct myself to those areas in which an improvement in the accuracy of

data can be demonstrated to result in an improvement in the economic per-
formance of the pressurized water reactor core. The basis for this demon-
stration would be the determination that an expenditure of a given amount of
money could result in an improvement in the economic performance of the
reactor core commensurate with that expenditure.

The basic data considered in this paper consist of the microscopic
reaction rate cross sections, the neutrons produced per fission, the capture-
to-fission ratio, the material yields per fission, and the decay constants
for the various materials including the fissionable materials uranium-235
and the various isotopes of plutonium as well as the fertile material
uranium-238. In addition, the characteristics of the structural material
and those of the moderating material must be considered. It must be recog-
nized that these characteristics alone are not of practical value and they
must be considered together with a theoretical model to develop a basis for
the prediction of practical engineering characteristics.

In addition to the uncertainties which result from errors in the basic
data as well as simplifications in the model for analysis, one must consider
the uncertainties which arise from variation in material characteristics,
variations as a result of manufacturing tolerances as well as variations
which result from differences in operational mode. As an example of varia-
tions which result from materials characteristics in manufacturing devia-
tions, one can consider the effect of fuel enrichment, dimensional toler-
ances, fuel impiirities, structural impurities, and the uncertainties which
result from variations in water density throughout the pressurized water
reactor core. One should also consider the variations due to operational
considerations such as control rod programming, load follow, the effects of
xenon oscillations, the effects of power shaping control rods, the effects
of stretch-out operation, the effects of materials limitations, and the
auxiliary considerations of the reprocessing costs involved. To put these
matters into proper perspective, the factors which affect the economics of
pressurized water reactor core performance can be grouped into two parts:
those which affect power capability of the core, and those which affect the
fuel performance in terms of burnup, fissile material depletion, and fertile
material conversion.
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The application of a "basic theory Is of value in determining an optimum
design and the extrapolation of performance from that presently known.
Beyond this, the actual operating experience is adequate to determine eco-
nomic performance. In terms of optimization, it may very easily he con-
cluded that a considerable nuniber of years of experience would he necessary
to determine from the variations in reactor design what the optimum config-
\aration should be. In addition, a considerable number of years of experi-
ence woiild be required before one could determine if the presently warranted
performance could actually be achieved. Although the penalties may vary
from fuel or reactor plant contract to contract, it is clear that the uncer-
tainties in the prediction of the capabilities of fuel performance at the
actual burnups under consideration do, in fact, impose an uncertainty on the
electric utility industry and, therefore, upon the economy in general. This
uncertainty will reflect itself in the rate at which the electric utility
industry will, or should, increase the percentage of installed power given
to the nuclear industry.

I would now like to draw the observation that the material constants
which are of greatest importance to the designer of a power reactor core
vary considerably as a result of the operational experience which the
designer does not have at the time he is to make a design decision. The
state-of-the-art strongly affects the areas of interest and the areas in
which the designer is prepared to recommend the expenditure of effort and
money for the development of increased accuracy of basic datao As macro-
scopic operational experience becomes available, the requirement for high
precision or accuracy in many of the basic physics characteristics becomes
of substantially reduced value.

With this background commentary, I would like to begin with a discus-
sion of the state-of-the-art in the development of the understanding of the
performance of the pressurized water reactor core. I would like to begin
with the postulation of as simple an analytic model as possible which does,

in fact, exhibit all the physical characteristics which we consider to be
important in the evaluation of the engineering characteristics of the core.

With this postulated model, and a given set of basic data, we attempt to fit
the available critical experiments, A large number of these have been
developed over quite a number of years as a function of the important param-
eters of core design. From the critical experiments it is possible to
demonstrate a correct functional variation of the analysis according to
basic parameters.

Figure 1 illustrates in a concise form the ability of a simple analytic
prediction to correlate the critical experiments available for slightly
enriched uranium-235-fu.eled critical assemblies. Here we have given an
example of the fit of the data as a function of the moderating ratio (the

hydrogen-to-urani-um number density ratio). The la.ck of an obvious trend as
a function of this variable is encouraging in that it permits us to conclude
that variations in water density as a function of temperature or power level
should be properly predicted. In addition, we have correlated the data as a

function of pellet diameter, enrichment, clad thickness of material, and
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boric acid concentration in the moderator.. From these correlations, it is

possible to conclude that we have a considerable amount of confidence in the
prediction of the variation of characteristics of the reactor core as a

function of these variables. On the basis of this information, we have
hopes of being able to extrapolate the critical facility data to the hot
operating reactor condition. In addition, it is possible to assume that the
effect of the depletion of U-235 during energy generation can be properly
described by this methods

Table 1 illustrates the data which have been developed during the
startup of reactor cores and are to be compared to predictions based upon
the extrapolations of critical data. Specifically, we have shown the com-
parison of the predicted and measured critical boron concentration. The
values are presented for the clean condition at zero power, the full-power
condition, and the condition with the short-term saturable fission product
poisons xenon and samarium built in. These values tend to confirm the con-
clusion that the critical data have provided us with a system from which it

is possible to predict beginning-of-life data in operating reactor systems.

It is concliaded that the uncertainties resulting from basic data are now
reduced to the point where they are not significant relative to the uncer-
tainties from other characteristics such as manufacturing tolerances and
impurities.

In addition to the problem of predicting the beginning-of-life condi-
tion, one is vitally concerned with the predictions of the effects of fuel
depletion in addition to those of the destruction of U-235. Ctae is con-
cerned with the production of plutonium and its effect of neutron multi-
plication and the effect of the fission product poisons which are inherent
in the fission process.

Figure 2 illustrates the results of a series of critical experiments
conducted under the auspices of the ESADA group in which it was possible to
evaluate the criticality effects of plutonium with variations in the
important isotope, plutonium-2^+0. With separate critical experiments to
evaluate the consequences of the variation in U-235 enrichment and the con-
centration of plutonium as well as its specific isotopes, the time-honored
equivalent fission product cross section which is generally varied arbi-
trarily to force a correct burnup prediction for actual operating experience
has a distinct chance of avoiding the serious compensations of errors which
might otherwise occur.

It is of substantial interest to note that operating reactor experience
is available as a function of energy generation in pressurized water reactor
cores which can be employed for the above mentioned normalization to the
equivalent fission product cross section. We now have good data out to
about 10,000 MWD/mTUo Although this falls substantially short of the pro-
posed operating limits now in existence, it does provide a good base from
which extrapolations to the nearly optimum values can be made. It is of

interest to note that this information is available for reactor cores fueled
with the fissile material, uranium-235; a-s well as the fissile isotopes of
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Plutonium^ since similar information is available for the operation of the

Saxton power reactor in which a considerable fraction of the assemhlles is .

fueled with plutonium.

Figure 3 illustrates the results of the core follow program for the

Selni reactor first core. The data are presented on the hasis of critical

horon concentration as a function of lifetime. It can be seen that these

data provide important information in terms of predicting the performance

of pressurized water reactor cores as energy is generated. The fact that

information is available for plutonium fueled reactor cores gives one fur-

ther confidence in the normalization process.

An additional body of information which is of considerable importance

in the prediction of reactor performance is the assembled results of the

Yankee Core Evaluation Program which, among other information, has deter-

mined the variation of the fissionable and fertile isotopes with burnup as

a function of position within the reactor core for the first core of the

Yankee power reactor. Figure k- presents a summary of such information for

specific fuel rod locations in the Yankee reactor. In a similar vein, it

is intended that the Saxton Plutonium Program will give the same information

for the plutonium recycle core.

It can be seen from the above that we have developed a large body of
information which makes it possible to check both the significance of basic
reactor physics data and the models employed in engineering analysis to
enable predictions which are of significance in the long temi evaluation
of pressurized water reactor cores.

The preceding information formulates the basis of what we refer to as
the present state-of-the-art in the development of the pressurized water
core. Essentially all this information, as well as many other tests for
reactivity coefficients, control rod worths, etc., is embodied in the cor-
relations against the predicted model and results in the model embodying
all the experience which is presently available. With this then as the back-
ground, we wish to consider how uncertainties remaining in basic data result
in uncertainties in extrapolation which are of significance both in terms of
optimization of the reactor power plant and the uncertainties in the commit-
ment of the nuclear industry. It is pertinent at this time to consider the
presently current commitments in terms of reactor power plants as well as
fuel contracts.

Table 2 illustrates total Westinghouse comouitments. These commitments
represent at this time approximately one-third of the total commitments
within this country. If one were to assume an uncertainty in the perfor-
mance of this fuel, specifically two and a half million kilograms of uranium
and presume that it were to be burned to an average of 30^000 MWD/mTU which
resulted in an error of 1'^ in the fuel cost, it would lead to a total uncer-
tainty of 10 million dollars. On the basis of total commitments at this
time, it can be seen clearly that small uncertainties can lead to a large

commitment in total dollar investment and would lead one to conclude that
considerable investment in the resolution of uncertainties might well be
appropriate.
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To clarify the picture as it now exists, consider Figiire 5 which is a
cartoon illustrating the present situation wherein we have experience up to
approximately 10,000 MWD/mTU. The present projection is for a discharge
burnup of the order of 30^000 MWD/mTUo This value is prohahly very near the
optimum value to be considered if one considers the situation in terms of
three cycle operation and assumes that simple averaging is valid. It is

clear from the figure that there will be a region of fuel at the end of each
cycle with 10,000 MWD/mTU burnup, a region with 20,000 and a region with
30,000 MWD/mTUo If the burnup curve is linear, it can be seen that these
three values would average to a neutron multiplication of unity which is, in
fact, the definition of end-of-lifeo At this point it becomes clear then
that we are able to normalize the calculations to a burnup of 10,000 MWD/mTU
and that the spreading dashed lines illustrate the growth of uncertainty as
we extrapolate beyond this point of experience.. Although this appears to
be a grossly oversimplified representation of the situation, it does tend to
give a remarkably accurate summary of the situation. For example, the
assumption of averaging neutron multiplication within the core turns out to
be quite good for the simple reason that there is a strong desire to achieve
very uniform power distributions by means of non-\miform loading.

Clearly then, on the basis of the large amount of operational experience,
critical experiment experience and spent core analysis, we are in a position
to state that our basic interests lie in the area where factors become impor-
tant beyond 10,000 MWD/mTU burnup or there is a relatively large shift in
significance beyond 10,000 MWD/mTU in burnup,. In either case, the result
could very well be a compensating error which leads to errors in extrapola-
tion beyond present values„ Immediately, one is concerned with the evolution
of fission product poisoning where the concentrations of the fission product
poisons are changing beyond the normalization point at 10,000 MWD/mTU — one

considers the higher isotopes in plutonium, for example, plutonium-2i+l and
-2^+2 as well as transuranic isotopes generated in very small quantities.
With respect to these last mentioned materials, it should be kept in mind
that there can be potential economic interest as the result of their poten-
tial use as a heat source for space power packs.

Finally, one must be concerned with the generation of many of the iso-
topes from the point of view that they represent serious radioactivity
problems which must be considered during reprocessing and refabrication of
fuel. There is a distinct possibility that the economics of reprocessing
and refabrication can be significantly affected by the concentrations of
these materials.

At this point I would like to present for your considerations some bench
marks which will permit you to assess the significance of various factors
which result in errors in the thermal water reactor core design. For
example, if there is an error in the neutron multiplication which averages
to 1^ in k at the end of life, it requires an adjustment in the U-235 feed
enrichment equal to 0,lk w/o to compensate for this error. This can imme-
diately be converted to an uncertainty of 0. 065 mils per kilowatt hour which
is approximately k'^ of the fuel cost. This can be extrapolated to a total
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uncertainty of approximately kO million dollars on the present Westlnghouse
commitments. Or, to consider the same uncertainty of 1'^ in neutron multi-
plication at the end of life for a single 800 megawatt plant, the compensa-
tion in enrichment necessary to overcome this error would require a change
in enrichment with the resulting change in cost of approximately $400,000
per year.

Permit me now to consider more specifically the consequences of uncer-
tainties in the fission product cross section„ If there is an average error
in the fission product cross section equal to l^i, this will result in an
error in the neutron multiplication of O.088fo. From the previous figures
one can conclude that this 1^ error in fission product will result in an
error 0o012 w/o enrichment or 0.0057 mils per kilowatt hour. In our 800
megawatt plant, a Vfo error in fission product cross section is equivalent
to an error in annual expenditure of ahout $35^000,

We have performed an extensive series of analyses with the fission
product depletion code, CINDER, developed by the Bettis Atomic Power Labora-
tory for this purpose. We have employed this code to assess the variation
of the effective fission product cross section as well as the sensitivity
of this value to the basic physics constants of the various contributors

to the fission product poisoning.

Table 3 gives a tabulation of the more important contributors to the
fission product cross section as a function of burnup. It is quite logical
to expect that the major mcertainties in the prediction of the fission pro-
duct cross section and its extrapolation would lie within this group. By
the assumption that the uncertainties in any of the basic constants will
lead to a linearly-dependent error in the gross fission product cross sec-
tion, one can perform a statistical combination of uncertainties to assess
the total uncertainty in the final value as well as the relative contribu-
tion of uncertainty by the various nuclides.

Table h presents a tabulation of the resulting uncertainties in the
gross fission product cross section. It can be seen from this table that
relatively few of the nuclides tend to contribute a large fraction of the
uncertainty that we now must suffer. It is interesting to observe that if
no normalization process were involved, which is the basis for the data on
Table we would expect an mcertainty of approximately 3-l/2'5^i in the final
fission product poison in the three -cycle core which would represent an
error of approximately $100, OOO/year in an 800 megawatt plant. This is

approximately a Vfo uncertainty in the fuel cost.

Let us consider now the fact that we are normalizing the fission pro-
duct cross section at 10,000 MWD/mTU and that we have hopes, therefore, of
reducing the uncertainty resulting from uncertainties in the basic data
which go into the fission product cross section. We can expect that the
important contributors to the uncertainty are likely to be different than
those tabulated in Table h. Table 5 presents a tabulation of the uncer-
tainties resulting from the normalized case. It can be seen here that the
total uncertainty is reduced approximately by a factor of five through this
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process of normalization. The Important nuclides can "be limited to xenon-131,
promethium-1^8 (the metastable state), and promethium-li+7o It is possible
to conclude that the area where further work is desirable lies in the

Improvement in accuracy of yields and cross section data for these materials.

I would like now to return and consider some of the other factors
involved with uncertainties that are likely to obtain as bumup data are

developed beyond 10,000 MWD/mTU. At this time let us consider the trans-
uranic isotopes, specifically the plutonium isotopes and their progeny which
are likely to become significant during high biornupSo It is significant to

state here that the consideration of plutonium as a source of fuel material
for utilization in thermal water reactors is one of major importance. To a

large extent, the present success of the nuclear industry is based upon the
assumption that the value of the discharged plutonium can be justified on

the basis of present day technology. There is a presumed worth for the dis-
charged plutonium which certainly cannot be justified unless it is possible
to recycle this plutonium either in the projected fast breeder reactors or
in a recycle sense in presently existing thermal water reactors. There are
a number of programs, most notably at this time the Edison Electric Institute
Program, which are actively endeavoring to assist in the development of the
information necessary to recycle plutonium into present day water reactors.
Of prime consideration is the performance of the plutonium as a fuel material
as well as the considerations relating to the manufacture of plutonium-loaded

fuel rods and the strategies for employing these in water reactors. Here,

in itself, lies a major uncertainty in the economics of the thermal water
reactor which can be affected only slightly, perhaps, by the uncertainties
in the basic data involved.

Consider Figure 6. We show a chain diagram which illustrates the
evolution of nuclides as a result of interaction with neutrons and illus-
trates some of the more important materials for consideration in high burnup
fuel. Of course, the higher isotopes of plutonium are important but we
conclude also that higher nuclides americium and curium can be of substan-
tial importance,, There is the problem of radioactivity which can be of

importance in fuel reprocessing as well as the potential benefit from
materials such as plutonium-238 in which there is a potential for isotopic
energy generators.

The Yankee Spent Core Program has developed some information concerning
the concentrations of these higher isotopes which are presented in Table 6,

Although at this time it is difficult to anticipate the reactivity uncer-
tainty in the prediction of these higher isotopes, their total effect is of

the order of 0.^^„ The present value of neptunium-237 ^ perhaps unrealis-
tically high, can be computed to have a very substantial impact on the fuel
cycle cost (as much as a half mil per kilowatt hour).

Finally, I would like to comment quickly on the related problem of the
generation of uranium-232 in high burnup reactor fuel. Figure 7 illustrates
the chain of reactions which can lead to the generation of U-232. Informa-
tion from the Yankee Spent Core Program indicates that the present penalties
proposed by the Commission for recycling uranium through the diffusion plant
could lead to a cost increment in the fuel cycle of the order of 0. OI7 mils
per kilowatt hour.

313-475 0-68— 19



In summary, it is concluded that the factors which most significantly
affect plant design are those which become important or change significantly

at high burnupc Increased accuracy in nuclear data for materials that could

become valuable (such as plutonium-238 ) or which could adversely affect fuel

reprocessing (uranlum-232 ) is clearly needed. One could expect the informa-

tion derived from post irradiation evaluation programs to be especially use-

ful.

TABLE 1

CORE STARTUP CRITICAL DATA

IWDM
POINT SELNI SENA SCE CYW

Cold

Critical Boron (ppm)

Predicted 19^9 1910 20i^0 2380 2133

Measured 1897 1800 1885 2250 2QhO

Difference 52 110 130 113

Boron Worth (ppm/'^ Ak)

Predicted lll^ 109 111 108 106

Measured 125 100 111 101 109

Hot Zero Power

Critical Boron (ppm)

Predi cted 1976 1910 2110 2570 2335

Measured 1893 184 0 1972 2524 2305

Difference 83 70 138 he 30

Boron Worth (ppm/^ Ak)

Predicted 13^ 135 ihG 11+6 132

Measured 127 139 120 128 122
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TABLE 2

CURRENT COMMITMENTS

Number of Plants 35

Amount of Fuel
(including extra regions)
Amount of Fuel 2.5 x 10 KgU

TABLE 3

CONTRIBUTIONS TO GROSS FISSION
PRODUCT CROSS SECTION

BURNUP
Nuclide 8,000 MWD/MTU 16,000 MWD/MTU 34,000 MWD/MTU

Nd-143 11.52% 11.78% 10.56%
Sm-149 12.91 10.33 6.52
Sm-151 8.92 6.99 6.46
Pm-148m 9.61 7.65 4.71
Pm-147 9.72 7.78 4.84
Xe-131 5.73 6.12 6.10
Rh-103 6.73 8.38 9.15
All Others 34.86 40.97 51.66

Total 100.00% 100.00% 100.00%

TABLE 4

UNCERTAINTIES IN GROSS (EFFECTIVE THERMAL) FISSION PRODUCT CROSS SECTION

BURNUP (MWD/MTU) STANDARD DEVIATION ( BARN S / F I S S ION

)

2,000 7.07
4,000 7.75
8,000 6.47

14,000 4.43
20,000 3.15
35,000 1.79
40,000 1.46
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TABLE 5

UNCERTAINTY IN NORMALIZED FISSION PRODUCT CROSS SECTION

BURNUP (MWD/MTU) STANDARD DEVIATION ( BARNS / F I S S ION

)

20,000 1.32

40,000 1.41

NOTE: NORMALIZATION DONE AT
10,000 MWD/MTU

TABLE 6

INVENTORY OF HIGHER ISOTOPES
IN YANKEE FUEL

BURNUP

Nuclide 10,000 MWD/MTU 20,000 MWD/MTU 31,000 MWD/MTU

Pu-242 0.021 kg/MTU 0.145 kg/MTU 0.331 kg/MTU
Np-237 0.109 0.272 0.535
Pu-238 0.012 0.065 0.169
Am-241 0.067 0.180 0.307
Am-243
Cm-242 0.0011 0.0065 0.0226
Cin-244
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CALCULATION OF K FOR 10 WAFD CRITICAL EXPERIMENTS
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Seini Cycle I (Measured Boron Concentration vs. Burnup)
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Reactivity Extrapolation
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SENSITIVITY OF REACTIVITY CHARACTERISTICS

TO CROSS SECTION UNCERTAINTIES FOR PLUTONIUM-FUELED THERMAL SYSTEMS"
""

By

U. P. Jenquin, V. 0. Uotinen, C. M. Heeb

Battelle Memorial Institute
Pacific Northwest Laboratory
Richland, Washington 99352

ABSTRACT

Uncertainties in reactivity characteristics due to cross-section
uncertainties are estimated for plutonium-fueled thermal reactor
systems. The reactivity characteristics considered are: reactor
multiplication, boron worth, moderator and fuel temperature coefficients,
and void coefficient. Under the assumptions used in the analysis,
appreciable uncertainties in reactor multiplications are due to

uncertainties in the values of the resonance integrals and the normali-
zations of the thermal cross sections, as well as uncertainties in the

shape of the ^^^Pu thermal cross sections. Uncertainties in moderator
coefficients are due mainly to uncertainties in the shape of the ^^^Pu
thermal cross sections.

INTRODUCTION

In the course of correlating calculated with measured reactor physics
data, the question of the adequacy of the nuclear data usually arises. In
some cases, the discrepancies between calculated and measured data can be

accounted for by the cross-section uncertainties. This report shows to what
extent the theoretical predictions of various reactivity characteristics are
influenced by uncertainties in the nuclear data. Discrepancies due to

inaccuracies in the theory itself will not be discussed.

The study has been restricted to the nuclear data and vof for the
fissile and fertile isotopes of the reactor systems analyzed. The normaliza-
tion and shapes of the thermal cross sections and the values of the resonance
integrals are considered.

In Section I, the theoretical methods utilized in the analysis are discusse
In Section II the techniques used to determine the sensitivity of the reactivity
characteristics to cross-section changes are explained and the results presented
In Section III, estimates of cross-section uncertainties are discussed. The
uncertainties in the various reactivity characteristics are related to the

cross-section uncertainties in Section IV.

This paper is based on work performed under United States Atomic Energy
Commission Contract AT (A5-l)-1830.
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I. THEORETICAL METHODS

Four critical experiments were selected for analysis to cover the range
of plutonium-fueled H20-moderated reactor systems typical of large power
reactor plants (UO2-PUO2) and compact reactor systems (Al-Pu) . A description
of each system is given in Table I. Hereafter, they will be referred to by
the identification in Column 1. The first three systems are uniform lattices
of cylindrical fuel rods in H2O moderator. The MTR system^-*-^ is an arrangement
of fuel plates separated by H2O moderator. In addition, this system contains
numerous aluminum structural plates and H2O gaps between these plates.

The theoretical methods consist of using the computer codes HRG, (2)

THERMOS ,
^-^-^ and TEMPEST^ to obtain multigroup cell homogenized cross sections

for use in multiplication calculations with the HFN^^^ code. For the first
three systems, the unit lattice cell with reflecting boundaries is assumed to

consist of three cylindrical regions of fuel, clad, and moderator. For the
MTR system the corresponding regions are slabs.

Nonthermal effects are computed using the HRG code which solves the

time independent Boltzmann equation with isotropic sources of neutrons using
the B-1 approximation. A fission spectrum for ^-^^Pu was assumed for weighting
of fast cross sections. Resonance absorption in the fissile and fertile
isotopes is treated according to the methods developed by Adler, Hinman, and
Nordheim. The corrections for absorber lump interaction used in the

resonance computation within the HRG code, were calculated by the Carlvik
method ^''^ for the rod lattices and by the Bell method^^^ for the MTR slab
system. The cladding was considered as part of the moderator for the calcula-
tion of lattice heterogeneity corrections.

Thermal effects are computed using THERMOS which solves the space-energy
Boltzmann equation. The moderator scattering kernel was computed for each
temperature by GAKER which is a subsidiary code to THERMOS and is based on the

gas model scattering kernel for the constituent materials.

The cell average thermal transport cross sections, ^j^^-s obtained
from computations using the TEMPEST code. Flux and volume weighted atom
densities are used as input to the code and the Wigner-Wilkins spec.trum is

utilized. The thermal diffusion coefficient is obtained from 1/3 ^j-j-- For

the MTR system, a site revised version of THERMOS (-'-^^ was used to calculate
transport cross sections.

The multigroup cross sections for the homogenized lattice cell are edited
to four energy groups. The boundaries for these groups are selected to isolate
the effects of the major resonances of ^-'^Pu, Pu, -"nd '^-'°U cross sections.
The upper energies of the groups are 10 MeV, 11.7 KeV, 2.38 eV, and 0.683 eV.

The reactor systems are assumed to be one dimensional cylinders consist-
ing of two regions, a homogeneous core and a reflector. The reflector was
assumed to be at the same temperature and of the same composition as the

moderator except for the MTR system in which case the composition was beryllium.
The four group constants for the homogenized lattice obtained from the fine

Nelkin model for H2O. All other thermal scatter-transf ers were based on a
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structure calculations, along with four group constants for the reflector
(computed using the HRG and TEMPEST or THERMOS codes), are utilized in computing
lattice multiplication values, k^^^, assuming one dimensional-multigroup
diffusion theory using computer code HFN. A radial description of the reactor
system is used in the HFN code. The code computes the radial neutron distri-
bution in each energy group. The axial neutron distribution is approximated
using energy-independent transverse bucklings.

II. SENSITIVITY CALCULATIONS

To determine how sensitive the reactor multiplication values are to

isotopic cross section_changes , the HFN calculations were repeated with the group
cross section, vZ^ or Za, arbitrarily increased by 10% in groups 1, 2, or 3

or by 1% in group 4. The difference in multiplications between the perturbed
and unperturbed cases divided by the percentage change in group cell average
cross section gives the sensitivity of the neutron multiplication to the cell
average cross section for each energy group. Each fissile or fertile isotope
contributes a fractional amount to the cell average cross section. Multiplying
by this fractional amount gives a sensitivity coefficient of reactivity in

terms of isotopic group average cross sections. We then assume the change in

the macroscopic group average value for each isotope results from a change in

the group average microscopic value for that isotope. The results for each
reactor system at 20°C are given in Table II. The neutron multiplications
are most sensitive to changes in the thermal cross sections. Since ^^^Pu is the
dominant isotope in terms of reactivity in all of the systems, the sensitivities
in group 4 are largest for ^^^Pu. The fuels which contain uranium are composed
primarily of^^^U, thus, the sensitivity of neutron multiplications to changes in
the group 2 ^^^U cross section is quite significant. Results were presented at

the First Conference on Neutron Cross Section Technology for systems similar
to the Mixed Oxide and the H^ Mixed Oxide systems.

To determine how sensitive the other reactivity characteristics are to
isotopic cross section changes, the parameter is calculated for the normal
case and again for the case where a particular group cross section has been
perturbed. The difference between the two values divided by the percentage
change in the group cross section gives the sensitivity of the reactivity
characteristic to the group cross section. This sensitivity is divided into
isotopic group sensitivities in the same manner as the multiplication sensitivi-
ties were. The results (Tables III-VI) show that the reactivity characteristics
are most sensitive to the thermal cross sections. Again, the largest sensitivi-
ties are for ^^^Pu in the thermal group and ^^^U in the nonthermal groups.

Thus far, the THERMOS calculations utilized ^^^Pu thermal cross sections
contained in the BNW Master Library .

^-^^^ These data are based upon the fitting
of Leonard with the 2200 m/sec constants normalized to values of the 1965
IAEA evaluation. ^^^^ This evaluation does not provide information on the shape
and the uncertainty in the shape of the evaluated data. In the absence of these
data, we have used the ^^^Pu absorption and fission cross section data from
Schmidt's compilation^-'-^^ to illustrate the sensitivity of the reactivity
characteristics to differences in the shape of these cross sections. The
Schmidt data were used in THERMOS calculations and the cell average cross
sections were again generated. Since the 2200 m/sec constants are nearly
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identical to those of the IAEA evaluation (a^ is 0.25% larger, Of is 0.02%
smaller) and the same value of v was used for both sets, differences in re-
activity characteristics represent differences in the shapes of the cross
sections. Figure 1 shows the differences between the two sets of data in the
form of n as a function of energy. The difference in n as a function of energy
is very important in situations where the energy of the peak of the thermal flux
is shifting, i.e., moderator temperature changes. The neutron multiplication is
also quite sensitive to the shapes of the cross sections because the multiplication
is essentially proportional to n for the cell. The difference between the calcu-
lated reactivity characteristics using each set of data is shown in Table VII.

III. CROSS SECTION UNCERTAINTY ESTIMATES

We shall restrict ourselves to only the uncertainties in basic nuclear data
for 2 35u^ 238^^ 2 39p^^ ^^^Fu, and ^^^Pu. Further, we consider only the data for
resonance and thermal neutron energies. The resonance data considered are the
absorption and fission integrals for infinite dilution. The thermal data con-
sidered are the 2200 m/sec values of all of the isotopes and the shape of the
2^^Pu cross sections.

Resonance Data

It was assumed that the infinitely dilute resonance integrals of the
pertinent fissile and fertile isotopes are uncertain by 5%. Based upon previous
reviews (l^, 17) of these resonance integral data, a 5% uncertainty may be an
optimistic estimate of the status of these data.

To arrive at the uncertainty in reactor multiplications due to uncertainties
in resonance cross sections, we assume that the magnitude of the relative un-
certainty in the effective resonance integral, Ieff> is that of the value for
the infinitely dilute resonance integral, I^. Based upon this assumption the
uncertainty in Igff is then related to the average cross section using the
relationship Igff = a AU where the lethargy increment AU arises in assuming a .

1/E neutron flux variation with energy.

As stated previously, the group structure was selected so as to separate
the major resonances of the ^^^Pu, ^'^'^Pu, and ^^^U cross sections. The major
portion of the resonance integrals for ^^^U, ^^^U, and ^^^Pu are contained in
group 2. Nearly all of the ^'^'^Pu resonance integral is contained in group 3.

Since most of the resonance integral for these nuclides is within group 2 for
2 35u^ 238u^ 239p^ ^^^^ group 3 for ^'^^Pu, the uncertainties in the effective

resonance integrals were assumed to be totally within these groups. The un-

certainties in resonance integrals which have been conceived as the uncertainty

in group average cross sections (group 3 for ^^'^Pu and group 2 for the other

nuclides) are combined with the corresponding sensitivities to obtain uncertainties

for the reactivity characteristics.

2200 m/sec Constants

The uncertainties in the 2200 m/sec constants for the fissile isotopes
are those given in the IAEA evaluation. ^-'-^^ They are 0.4% for ^^^U absorption

and fission cross sections, 0.5% for ^^^Pu absorption and fission cross sections,

and 2,0% for ^^-^Pu absorption and 1.0% for ^^^Pu fission cross sections. For
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the fertile isotopes "^^^U and ^^'^Pu we have chosen the uncertainties to be
2.0% and 3.0% respectively. Analogous to the resonance data, these un-
certainties have been combined with the calculated sensitivities to obtain
estimates of the uncertainties in the reactivity characteristics.

Shape of the ^^^Pu Thermal Cross Sections

As stated earlier, the effect of the shape of the ^^-Pu thermal cross
sections was determined by choosing two sets of crods sections and comparing the
calculated reactivity characteristics using each set. It is probably reasonable
to assume that uncertainties in the shape of the cross sections are of the order
of the differences in the two sets of cross sections used in the calculations.
The calculated differences which were presented in Section II will be represented
as uncertainties in Section IV.

IV. UNCERTAINTIES IN THE REACTIVITY CHARACTERISTICS

Neutron Multiplication

Uncertainties in the neutron multiplication due to uncertainties in the
cross sections are tabulated in Table VIII for each isotope in each system. The
uncertainty due to the shape of the ^^^Pu cross sections represents uncertainties
in both the absorption and fission cross sections.

Since ^^^Pu is the dominant isotope from a reactivity standpoint in all of

these systems, it was expected to have the largest contributions to the

uncertainty in the neutron multiplication. Based on the assumptions used in the

calculations, the largest uncertainty in neutron multiplications is due to the

shape of the ^^^Pu cross sections. However, in going to systems with harder
spectrums, uncertainties due to resonance integral data become larger and un-

certainties due to the thermal data become smaller.

Temperature Coefficient

Uncertainties in all of the reactivity coefficients are represented as the

difference of the coefficient calculated with perturbed (i.e., increased by 10%)
cross sections and the coefficient calculated in the normal manner. The calcu-
lated uncertainties are very small; however, since the coefficients are small,
the percentage error can be appreciable.

Uncertainties in the average temperature coefficients are presented in

Table IX. Values smaller than 0.1 x 10~^/°C are listed as zero. The uncertain-
ties due to uncertainties in the resonance integrals and 2200 m/sec constants are
small and about the same for all systems. Since the temperature coefficients are
large and negative ('^ -10 x 10~^ /°C) , all of these uncertainties yield less than
a 10% uncertainty in the temperature coefficient. For a system which is close to

optimum moderation in terms of reactivity, uncertainties of the order of

0.5 X 10~^/°C could yield very large percentage uncertainties in the temperature
coefficient.

As indicated in Table IX, the shape of the 2 39py thermal cross sections

affects the value of the temperature coefficient a great deal. The percentage
uncertainty in the temperature coefficient is between 10 and 20% for the systems
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considered. The thermal neutron spectrum shifts to higher energies with
increasing temperature, thus the change in n^^^ as a function of energy is
very important.

The sensitivities of the moderator temperature coefficient between 20 and
220° C are comparable to the sensitivities of the temperature coefficient between
20 and 72°C, thus the uncertainties are comparable and will not be presented.

Other Reactivity Characteristics

The only important resonance integral data to consider with regard to
the Doppler (fuel temperature) coefficient are those of ^^^U, ^^^Pu, and ^^°Pu.
The absolute uncertainty in the Doppler coefficient is between 0.3 and
0.5 X 10-5/°C for 238u^ q.I and 0.2 x 10-5/°C for 239p^^ ^^d 0.0 and
0.1 X 10~5/°C for ^^'^Pu. These are significant uncertainties because the
Doppler coefficients are quite small, between 1.0 and 2.0 x 10~^/°C. The
percentage uncertainties are: 20-25% for ^^^U, 5-15% for ^^^Pu, and 0-5% for

2^0pu.

The void coefficient (density change) is similar to the moderator temperature
coefficient except that the temperature of the system remains constant. As the
temperature of a system increases and/or a system becomes more undermoderated

,

the importance of the temperature decreases while the importance of the moderator
density increases. Thus, uncertainties in the void coefficient are similar to

uncertainties in the moderator coefficient for the systems considered.

The boron worth is essentially only a thermal effect because the boron
cross section is 1/v in shape. The uncertainty in the boron worth for the

Saxton system was found to be about 0.5% due to uncertainties in the 2200 m/sec
constants for ^^^Pu and about 1.5% due to uncertainties in the shape of the
^^^Pu cross sections. These uncertainties would be expected to be larger in

systems where the thermal neutron spectrum is softer.

V. CONCLUSIONS

Significant uncertainties in the neutron multiplication occur because of

uncertainties in the resonance integral data, uncertainties in the 2200 m/sec
constants, and uncertainties in the shape of the ^^^Pu thermal cross sections.
The assumed uncertainties in resonance integral data result in significant
uncertainties in the neutron multiplication. Reducing the uncertainties in

the resonance integral data to less than 5% for ^^^U and ^^^Pu would be
desirable.

The uncertainty in kgff due to uncertainties in the 2200 m/sec constants is

sufficiently small to give relatively accurate values of kgff. However, the

shape of the thermal cross sections must also be known accurately to predict

kgff accurately, as indicated by the effect presented for 239pu cross sections.
We have assumed the two effects to be independent of each other. In reality, the

values for the evaluated 2200 m/sec constants are correlated to the shapes of the

cross sections .
^-'-^^ Therefore, uncertainties in the 2200 m/sec constants are

related to uncertainties in the shapes of the cross sections. Because of the

importance of the shapes of the cross sections in calculating neutron multipli-
cations, we recommend that the evaluator provide these data along with the

uncertainties, in addition to values and uncertainties in 2200 m/sec constants.
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Moderator temperature coefficients are very sensitive to the shapes of the

^^^Pu cross sections. A reduction in the uncertainties of the shapes of the

cross sections for the fissile nuclides would lend increased confidence in

calculating moderator temperature coefficients. The uncertainties in calculated
Doppler coefficients are large because of the uncertainties in the resonance
integral data. From a reactor safety standpoint, these coefficients are

important, thus uncertainties in the resonance integral data for ^^°U and

^^^Pu should be reduced.
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TABLE I

DESCRIPTION OF THE REACTOR SYSTEl^t (1,19,20)

Lattice type Fuel Plutonium
and spacing Diameter

,

Fuel Composit ion
Identification (in.) (in.) Constituents % 239/240/241/242

Saxton <19) a 0. 56 0. 337 UO2-6. 6 wt% PuO^ 90. 6/8.5/0.9/0.0

L Mixed Oxide
X

(20) A 0.85 0.505 UO2-2.O wt% ^uO^ 91.7/7.6/0.7/0.0

H Mixed Oxide
X

(20) A 0.85 0. 505 UO 2-2.0 V7t% PuO^ 71.7/23.5/4.1/0.-7

MTR plates 0.198 0.040
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TABLE VIII

UNCERTAINTIES IN NEUTRON MULTIPLICATION DUE TO
UNCERTAINTIES IN ISOTOPIC CROSS SECTIONS

Isotope and
Cross Section

Uncertainty in 10
-3

Resonance Integral
Data

2200 m/sec
Constants

239
Shape of ^Pu
Thermal Cross

Section

Saxton

235
235
238.

239.

239:

2kO

U absorption
U fission
U absorption
Pu absorption
Pu fission
Pu absorption

<1

<1

<1

3

k

<1

L Mixed Oxide
235
235
238

239
239
2UQ

U absorption
U fission
U absorption
Pu absorption
Pu fission
Pu absorption

<1

<1

1

3

k

<1

H. Mixed Oxide
235
22rU absorption
„_qU fission
230 -, ,.
22qU absorption
22qPiJ- absorption
2|^qPu fission

Pu absorption
2|^-|^Pu absorption

Pu fission

<1
<1

1

2

3

1
<1

<1

MTR

239
239

Pu absorption
Pu fission

2I+O
2]^-j^Pu absorption
2|^-|^Pu absorption

Pu fission

3

h

h

<1

1

19
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TABLE IX

UNCERTAINTIES IN TEMPERATURE COEFFICIENT DUE TO

Isotope and
Cross Section

UNCERTAINTIES IN ISOTOPIC CROSS SECTIONS

Uncertainty in Temperature Coefficient, — (lO

Resonance Integral 2200 m/sec
Data Constants

k dT

239
Shape of "^^Pu

Thermal Cross
Sections

Saxton
235.

235.

238
239

239
2UQ

U ah sorption
U fission
U absorption
Pu absorption
Pu fission
Pu absorption

0

0

0.1
0

0.3
0.1

0

0

0

0.1
0.1
0

1.6

L Mixed Oxide—X-
235
235
238,

239.

239
2Ua

U absorption
U fission
U absorption
Pu absorption
Pu fission
Pu absorption

0

0.1
0.2

0.1
0.2

0

2.3

H Mixed Oxide
^^^35

2^i-U absorption

„^oU fission
23a, -, , .

22qU absorption
^^qPu absorption

^Pu fission
2|^-|Pu absorption
2^£Pu absorption

Pu fission

0

0.1
0.1

0

0.1
0

0

0

2.1

MTR
239
239

Pu absorption
Pu fission

2U0'
21^-j^Pu absorption
2^^Pu absorption

Pu fission

0

0.3
0

0

0

0.5
0.5
0

0

0.1
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SIGNIFICANCE OF NEUTRON DATA TO

FAST REACTOR POWER PLANT DESIGN*

P. Greebler, B. A. Hutchins, and B. Wolfe

General Electric Company
Nuclear Energy Division

Advanced Products Operation
Sunnyvale, California 95125

ABSTRACT

An evaluation of the sensitivity of physics parameters and fuel costs
of fast power reactors indicates that combined current data uncertainties
produce about a +0.15 mill/kwh uncertainty in fuel cost for a sodium-cooled
fast reactor whose design has not been severely limited by requirements on
the sodium void and Doppler reactivity effects. The uncertainty in physics
parameters and fuel cost for steam-cooled fast reactors is about the same as

for sodium coolant. Fissile breeding with steam-cooled fast reactors is

jeopardized by the possibility of appreciably adverse nuclear data, whereas
adequate breeding gain appears assured for sodium-cooled systems. For a

sodium-cooled reactor that must satisfy stringent sodium void and Doppler
reactivity requirements, the combined data uncertainties produce about a

+0.25 mill/kwh uncertainty in fuel cost. The current large uncertainty in
the Pu-239 alpha value below 15 keV is the largest single contributor to

the over-all fuel cost uncertainty, with the uncertainties in U-238 radi-
ative capture cross sections and Pu-239 v" being next in importance. A set

of targets for nuclear data accuracy is recommended, on the basis of the
calculated sensitivity of fuel cost to specific data uncertainties, which
would reduce the calculated fuel cost uncertainty to about +0.03 mill/kwh.

Design modifications and associated development programs to improve
fuel and heat transfer-fluid flow performance will be required, even for
a sodium-cooled fast reactor, in the event of appreciably adverse nuclear
data, if specific performance targets, such as low fissile doubling time
(%10 years), are to be achieved. The uncertainties in performance, date
of introduction, and need for additional development of fast reactors due
to data uncertainties have large enough economic implications for the total
reactor economy to justify an intensive effort to reduce these uncertainties.

* Work performed in part under Contract AT(04-3)-189
Project Agreement 10 between the
Atomic Energy Commission and
General Electric Company
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1 INTRODUCTION

As fast reactor designers, we are concerned about nuclear data
uncertainties for two reasons. One is the uncertainty that it produces
in our projections of fast breeder reactor power costs, mainly in the
plutonium credit and plutonium inventory components of the fuel cost.
A large economic uncertainty results from these data uncertainties
because they tend to obscure the role fast breeders will play in the
future reactor economy. A second concern is for the design of the
early-generation fast breeder power plants and the uncertainty in
reactivity coefficients and other reactor performance characteristics
associated with the data uncertainties.

There have been several studies of the sensitivity of fast reactor
physics parameters to uncertainties in nuclear data.^i"^) Uncertainty
in current fuel cost projections of sodium-cc led fast power reactors
due to nuclear data uncertainties was discussed in Reference 6. This
paper will cover an extension of the work described in that earlier
presentation, including consideration of steam-cooled as well as sodium-
cooled fast reactors. A summary will first be given of the significant
points made in the earlier presentation on the status of data uncertain-
ties and their effect on projected fuel costs, and on the indicated
requirements for nuclear data measurements to reduce the cost uncertain-
ties. Consideration will then be given to core design alternatives that

may be adopted in order to satisfy advanced performance targets in the

event of adverse nuclear data, and to an assessment of the resulting
uncertainties in the projected reactor economy.

Data uncertainty ranges used for the sensitivity studies are indicated
in Tables I and II. These were evaluated from the sources of References 7

through 31 and are fully discussed in the earlier paper. ENDF/B data^Z)

was used for the base cross-section data. For the most important data
uncertainties, the principal references are the following:

/OA
Pu-239 alpha - Schomberg, Sowerby and Evans the ENDF/B

evaluation (iJ^)
;
Hopkins-Diven^—^ ; and the

ORNL measurements of deSaussure, et al^i^^.

(14)
Pu-239 a - Dubrovina and Shigin — • Smith, Henkel and

Nobles White, et al'i^^; and Henkel (IZ.) .

Pu-239 V - Mather, et al ^—^ ; and Colvin and Sowerby

U-238 - Macklin, Pasma and Gibbons^—^
;
Moxon, et al^— :

Barry, Bunce, and White'— ;
Leipunski, et al^^^);

and Bercqvist(24) .

c
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2. SODIUM-COOLED FAST REACTOR PARAMETERS

Table III shows physics parameters and fuel cost of two sodium-cooled,
oxide-fueled, 1000 MW(e) fast reactors which were used as models for the

determination of the sensitivity of the fuel cost to uncertainties in

nuclear data.

The low leakage reactor has a 2-1/2 foot core height. This was selected
on the basis of thermal-hydraulics and economics considerations, with
secondary consideration given to the sodium void reactivity problem. It

has a very good neutron economy as indicated by the breeding ratio of almost
1.4 and the less than 10-year fissile doubling time. The fuel cost is

calculated to be 0.5 mill/kwh. The cost components most sensitive to the

nuclear data uncertainties are the plutonium credit and the plutonium inven-
tory, and these are based on a fissile plutonium value of $10/gm, a 10% per
annum fuel use charge, and an 80% load factor. The Doppler coefficient
(-T dk/dT) with coolant out of the core is just under 0.004, and total loss

of sodium results in a 1.2% reactivity increment. Since we do not yet fully
understand the limitations on the design that may be imposed by the sodium
voiding reactivity effect, we classify this reactor for purposes of discussion
as being an "advanced design".

The second reactor, having a 1.5 ft core height, is a more conservative
safety design with regard to the sodium voiding reactivity problem. It

was a requirement for this reactor that the reactivity change due to total
sodiutnvoiding be zero (or negative) and, further, that the negative Doppler
coefficient with sodium out be at least 0.004. This requires a core with a

high neutron leakage, in this case produced by having a core of only
18-inches in height. It also requires the addition of a small amount of

moderating material, 3.4 v/o BeO, to degrade the neutron spectrum. Imposing
these stringent safety criteria penalizes the neutron economy, as noted from
the higher fissile inventory, lower breeding ratio, longer doubling time,
and higher fuel cost, compared with the low leakage reactor. These require-
ments for the Doppler and sodium void coefficients also affect the sensitivity
of the fuel cost to the nuclear data uncertainties.

3. FUEL COST COMPONENTS - EXAMPLES OF SENSITIVITY TO SPECIFIC DATA UNCERTAINTIES

Table IV shows the breakdown in fuel cost for the two reactors. Note
that for the advanced core — the one with the 2.5 ft height and with no BeO —
the plutonium credit almost cancels the fissile inventory cost; whereas this
is not the case for the less advanced reactor and, hence, accounts for most
of the difference in total fuel cost. The three right-hand columns show the
changes in the calculated fuel cost components for the advanced reactor when
we use three different cross-section variations which are the extreme highs
in their respective uncertainty ranges. The high Pu-239 alpha below 15 keV
produces a very large reduction in the plutonium credit which is associated
with the loss of breeding ratio. Most of the cross-section uncertainties

293



mainly affect the plutonlum credit component of the fuel cost, with the
variation in the plutonium inventory cost associated with the associated
change in fissile "enrichment" generally being considerably smaller. An
exception to this rule is the fission cross section of the dominant fissile
isotope, Pu-239, whose variation primarily affects the inventory cost
component, as shown in the next to the last column of Table IV. Variations
in the radiative capture cross sections of the fertile isotopes produce
opposing effects on the credit and inventory cost components. The right-hand
column of Table IV shows that using high U-238 capture cross sections between
1 and 100 keV improves the plutonium credit by an amount that substantially
overrides the penalty in the plutonium inventory cost.

Note that the fabrication and recovery costs in Table IV are affected
only in the third significant decimal place. This is due to small variations
in the power distribution that result in small changes in the ratio of
blanket fuel to core fuel, in addition to small changes in fissile material
losses during processing.

4. SENSITIVITY RESULTS FOR LOW LEAKAGE REACTOR

Table V continues to show the sensitivity of the advanced reactor
to data uncertainties. The uncertainty range in total fuel cost (minimum
and maximum values) is shown corresponding to each of several important
nuclear data uncertainties, and for the combined effect of all of the data
uncertainties. The adjacent column gives the uncertainty ranges in
the fissile doubling time. The bottom row shows the base values which were
calculated using the ENDF/B cross-section data.

The assumptions made on the energy correlation of the data uncertainties
and the method used to get the combined effect of the various uncorrelated
contributions were described in the earlier paper. The uncertainty in
the fuel cost on the high side from the base value is about 0.15 mill/kwh;
0.25 mill/kwh for the full uncertainty span. The uncertainty span in

doubling time is about a factor of two. The uncertainties in alpha and "v

of Pu-239 and in the U-238 capture cross section are the largest individual
contributors to these uncertainties, with fission product capture and Pu-239
fission being the next most important. Other data uncertainties that
contribute significantly include cross sections for U-238 inelastic scatter-
ing and fission, steel and tantalum (the control rod material) capture,
Pu-240 fission and capture, and Pu-241 fission.

In order to arrive at these uncertainty ranges, available measured data
and data evaluations were used to select the very highest and the very lowest
reasonable values for each data parameter within each assumed correlated
energy interval. Thus the uncertainty ranges here are considered to be near
maximum uncertainties — much nearer to two or three standard deviations than

to one

.
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5. SENSITIVITY RESULTS FOR HIGH LEAKAGE REACTOR

Table VI shows the sensitivity to data uncertainties of the high
leakage reactor in which stringent requirements are imposed on the sodium
void and the Doppler reactivity effects. In this case, the BeO content
has to be adjusted in order to satisfy these requirements as the cross-
section data varies. The right-hand column lists the ranges of BeO content
corresponding to the ranges of listed data uncertainties. In this case,

the Pu-239 alpha uncertainty, which produces a 30% uncertainty in the
calculated Doppler coefficient and a 2$ uncertainty in the calculated
sodium voiding reactivity, results in a large uncertainty in the required
amount of BeO which, in turn, considerably enlarges the fuel cost uncertainty,
and also that of the doubling time, relative to the advanced low-leakage
reactor.

6. ACCURACY GOALS FOR NEUTRON DATA MEASUREMENTS

Table VII lists nuclear data measurements needed for fast reactor
computations, with the first four being the most important. The indicated
accuracies are desired over the different parts of the neutron energy
spectrum in order to reduce the fuel cost uncertainty associated with each
kind of data to the amount listed in the right-hand column. These fuel
cost uncertainties are for the low-leakage advanced sodium-cooled reactor,
since longer-term accuracy goals for cross-section measureme^nts are being
considered here. Note the very high precision required of v to get its

cost uncertainty to less than 0.02 mill/kwh. The Pu-239 and U-238
are desired at the next higher precision. The Pu-239 alpha value below
15 keV should be given the highest priority, even though it does not
ultimately require the highest precision, because its present uncertainty
is so large. If cross-section measurers can provide the data accuracies
requested here, it will be possible to design plutonium-fueled fast power
reactors with only a +0.03 mill/kwh uncertainty in fuel cost due to data
uncertainties

.

7. SENSITIVITY RESULTS FOR STEAM-COOLED FAST REACTORS

The earlier reported sensitivity studies considered only the two
sodium-cooled reactors that were discussed above. Results of calculations
on steam-cooled fast reactors show a fuel cost sensitivity to data uncer-
tainties which is similar to that for sodium-cooled fast reactors. However,
the breeding ratio in excess of unity is considerably lower with steam
coolant than with sodium and the doubling time sensitivity is correspondingly
higher. Table VIII shows changes in several physics parameters of two steam-
cooled 1000 MW(e) fast reactors produced by increasing the Pu-239 alpha
below 15 keV from the base values to the high end of the uncertainty range.
The steam-cooled reactors are designed for 1500 and 2400 psi steam pressure.
Results for the low-leakage, sodium-cooled reactors are also given for
comparison. Although the increase in fissile inventory and the reduction of
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breeding ratio is virtually the same for all three reactors, thereby result-
ing in the same increment of fuel cost, the advanced sodium reactor continues
to have a fairly low doubling time, whereas the 1500 psi steam reactor becomes
a very marginal breeder and the 2500 psi steam reactor is reduced to a non-
breeding advanced converter system. It is also noted that the loss of coolant
reactivity for the steam-cooled reactors is more sensitive to the Pu-239
alpha uncertainty than is the case for the sodium-cooled reactor.

8. ENGINEERING DESIGN ALTERNATIVES TO COUNTERACT ADVERSE DATA

If subsequent measurements of cross sections indicate that data is on the
adverse side of the uncertainty range, a number of design modifications may
be considered which would still satisfy certain performance targets. For
illustration by a relatively simple example, the advanced sodium-cooled
reactor concept (no severe limitations imposed by the sodium void reactivity
effect) will be considered with alternatives in core and fuel design that
would yield a doubling time of 10 years even if the very high Pu-239 alpha
values considered in this sensitivity study turned out to be correct.

As indicated in Table VIII the pessimistic Pu-239 alphas increase the doubling
time to 13.5 years. Engineering design modifications that may be considered
to counteract such adverse data and return the doubling time to 10 years
include the following:

1. Different fuel material (not oxide) such as carbide which
(if developed to its full potential) could appreciably
reduce fissile inventory because of its higher thermal
conductivity and also increase the breeding ratio because
of its higher density of fertile and fissile atoms.

2. Sodium-bonded fuel which would reduce fissile inventory because
of improved heat transfer from fuel surface to coolant.

3. Smaller fuel rod diameter to reduce fissile inventory and/or higher
oxide density to increase breeding ratio.

4. Higher fuel volume fraction to increase breeding ratio and

reduce inventory. This can be achieved through advances in fuel

spacer and subassembly enclosure design that result in lower fuel

rod pitch-to-diameter ratio and in lower steel and sodium content.

1. Other combinations of pessimistic data could be considered for this

purpose. For example, a combination of lower U-238 capture cross sections
and not quite so high Pu-239 alphas would produce about the same effect
on breeding and economics as the very high Pu-239 alphas alone.
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These design modifications require advances in fuel technology and

demand higher performance of the coolant in core heat removal (such as

higher flow velocity and/or larger temperature rise across the core to accommo-
date an improved fuel heat transfer and/or a tighter fuel lattice) with
consequent increased severity on material requirements to withstand larger
coolant pressure differentials across the core and/or higher coolant outlet

temperatures. Development programs in sodium technology must, correspondingly,
be extended to assure that reactor operation under these more stringent
requirements does not result in unacceptable risks to the potential utility
reactor operators

.

Table IX shows core design parameters which would result from the

high Pu-239 alpha values below 15 keV for the original low-leakage design
and for two alternate designs which are chosen to yield 10-year doubling
times with the high Pu-239 alpha values. In order to achieve this condition,

the fuel was sodium-bonded to the clad in one case, and the fuel rod diameter
reduced from 0.25 to 0.225 inches for the other alternate. The fuel rod

pitch-to-diameter ratio was reduced for both alternates, permitting a slightly
higher fuel volume fraction with a lower sodium content and no increase in

the steel content. The alternate designs have the base design characteristics
of 2.5 ft core height, 18-inch thick blankets, oxide fuel density at 90%

theoretical density, steel clad thcknesses based on the gaseous fission-
product vent-to-coolant approach, 300°F coolant temperature rise across the

core, and a peak central fuel temperature slightly below the melting point.

Sodium bonding or the smaller fuel rod diameter each permit an increase
in fuel specific power leading to a reduction in the fissile inventory by
about 20%; the higher fuel volume fraction and lower sodium fraction increase
the breeding ratio from 1.28 to 1.31. The tighter lattice and higher heat

transfer from fuel to coolant require about a 35 ft/sec sodium flow velocity
for the alternate designs, compared with 28 ft/sec for the base design.
This results in coolant core pressure drops of about 200 psi for the alternate
designs

.

9. ECONOMIC IMPLICATIONS OF FAST REACTOR DATA UNCERTAINTY

The previous sections have indicated that the uncertainty in power
cost due to nuclear data uncertainties amounts to approximately 0.25 mill/kwh
For calibration it is worth noting that this uncertainty represents about a

$2 niillion per year operating uncertainty for a 1000 MW(e) plant. ^ It also

2. The nuclear data uncertainties affect mainly the fuel cost, but they also

produce a small uncertainty in capital cost because of resultant uncertain-
ties in design requirements such as number of control rods, shielding
thicknesses, and containment pressure in a Doppler-controlled design
basis accident. These capital cost factors are estimated to add about
another 0.03 mill/kwh to the power cost uncertainty span associated with
the nuclear data uncertainties. The power cost uncertainty span arising
from approximations in current neutronics computation methods — other
than data — is estimated to be about 0.05 mill/kwh.

313-475 0-68— 21
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represents a total fuel cost differential of $35 billion over a 35-year
period between 1985 and 2020 using one projective buildup of fast breeder
electrical generating capacity . (^2) The total cost of power from mature
fast breeder reactors has been generally estimated to be in the neighborhood
of 3 to 4 mill/kwh^^^ so that the large dollar figures indicated above are
due to the very large usage of electricity rather than to a large percentage
increase in the cost of electricity.

The uncertainty span in doubling time translates into a difference
of 1 million tons in cumulative ore requirements (natural U3O8 over the same
35 year period) which would lead to a potential additional cost differ-
ential of the order of $30 billion. ^^-^

The previous discussion has indicated that specific goals such as low
doubling time (which would alleviate the ore requirements mentioned above)
can be achieved if one alters the design in the direction of requiring
improved performance from the reactor fuel and system. This route of course
entails added risk to the achievement of predicted reactor performance
and/or requires additional development work prior to the commitment of the
reactor. It may entail additional costs in power generation.

In their state of asymptotic development, it is predicted that the fast
reactor may have an inherent cost advantage over competing reactor types of

the order of 1/2 to 1 mill/kwh, or more, due primarily to its potential for
very low fuel costs. However, because of f irst-of-a-kind fabrication costs
and the need to develop a stable and large scale sodium components industry,
the initial achievement of even break-even economics, compared to other
power sources, will be a challenge. The large-scale introduction of fast
breeders depends upon their achieving this economic parity with competing
forms of nuclear and fossil power sources. The uncertainty in economic
performance clouds the target designs necessary to reach economic parity
and obscures the need for the development programs which might hasten the

economic introduction of fast reactors. The date of introduction of fast

reactors is of some importance since fast reactors are expected to be the
most economical users of plutonium, a biproduct of all reactor operation.
By 1980, it is estimated that there will be approximately 100 metric tons

of plutonium recovered from civilian power reactors, by 1985 approximately
300 tons, and by 1990 600 tons . ^—^ The value of the plutonium used in a fast

breeder has been estimated at approximately $10/gram or more as compared to

estimates closer to $5/gr for the value of plutonium if it were used in a

thermal reactor. Thus, a five year reduction in the date of introduction
of breeders can result in significant cumulative savings to the economy.

In summary, it appears that uncertainties in economics and performance
due to present nuclear data uncertainties are not large enough to affect
the ultimate development of economic fast breeders. They do produce signifi-
cant uncertainties in the performance of the breeders, their date of intro-

duction and the urgency and cost incentives for additional development work.

The economic implications are large enough to justify an intensive effort to

reduce these uncertainties.
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TABLE I

DATA UNCERTAINTIES

Percent Change

Material Data Type Energy High Low

1. Pu-239 a See Table II

15 keV +15.0 - 8.0
50 keV +25.0 0

500 keV +10.0 0

2 MeV +3.0 - 3.0
4 MeV 0 - 6.0

10 MeV 0 0

v" 0 to 10 MeV +1.6 - 2.5

Nuclear Fission Neutron +7.0 - 7.0
Temperature Spectrum

o.
T

0.1 to 10 MeV +80.0 0mel

2. U-238 a 1 keV 0 0
^ 4 keV +20.0 -20.0

10 keV +25.0 -25.0
100 keV +20.0 -15.0

1 MeV +15.0 0

4 MeV +15.0 0

a 2 MeV 0 -15.0
4 MeV +8.0 - 8.0
6 MeV +2.0 0

10 MeV 0 0

o. 100 keV 0 0

500 keV +15.0 -15.0
1 MeV +10.0 -10.0

a. Nuclear 2 to 10 MeV +25.0 -25.0melAnel
Temperature

3. Pu-240 a 100 eV +20.0 -15.0
^ 10 KeV to 1 MeV +40.0 -25.0

a 100 to 300 keV +30.0 -30.0

1 MeV +10.0 -10.0
10 MeV +5.0 - 5.0

a. ^ (Same as for
^ U-238)

299



TABLE I

DATA UNCERTAINTIES (Continued)

Material

4. Pu-241

5. Pu-242

6. Fission
Products

7. Ta

8. Fe, Cr, Nl

9. Na

Data Type

a

a

.

10. Be

inel

a

elas

n, 2n

Percent Change

Energy High Low

100 eV to 10 MeV +25.0 -25.0

100 eV to 10 MeV +25.0 -25.0

(Same as Pu-240)

(Same as Pu-240)

100 eV to 10 MeV +50.0 -30.0

100 eV to 10 MeV +30.0 -25.0

100 eV to 10 MeV +50.0 -30.0

800 keV to 10 MeV +15.0 -15.0

100 eV to 10 keV +75.0 -30.0

10 keV to lOMeV +30.0 -25.0

100 eV to 10 MeV +20.0 -20.0

2 to 10 MeV +20.0 -20.0
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TABLE II

UNCERTAINTIES FOR PU-239 ALPHA VALUES

High Values^ Low Values

Aa Aa Aa Aa_

fa) -^(70 ^(%) f(%) -^m
c c

0.2 keV 0 0 0

0.6 keV + 50 + 50 0

1.0 keV +100 + 60 -20

3.0 keV +110 + 90 -10

5.0 keV +140 +105 -15

10.0 keV + 80 + 60 -10

15.0 keV + 20 + 20 0

2.0 MeV + 20 + 20 0

-10

20

-20

-10

-20

-20

0

t

0

Due to the difference approach used in one of the methods for
obtaining the high a values below 15 keV,^— the values were
lowered and a values simultaneously raised to conform to those
required to oStain high a values.
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TABLE III

1000 MW(e). Na-COOLED. FAST REACTORS

Low High

Leakage Leakage Comments

Power (MWt) 2500 2500

Core Height (ft) 2.5 1.5 Blankets-18" Axial;12"

Tnrp Diameter (ft) 8.0 10.8

In-Pile Fissile Pu (kg) 2360 2710 Add 30% out-of-pile

Breeding Ratio 1.38 1.28

Doubling Time (yr) Q 9 14 .

7

Fuel Cost (mills/kwh) 0.50 0.70
T, a-

$10/gm fissile Pu.

/ rT,dks
Doppler-Na Out C"-'-^) 0.0038 0.004

3.4 v/o BeO in high

Coolant Loss Reactivity (Ak) +0.012 -0.001 leakage reactor

Core Volume Composition
Fuel/Na/Steel/BeO/Ta

42.4/
39.2/
17.7/0/
.7

36/40/
20/3.4/
0.6

Radial

Also 10% fuel inventory interest rate, 80% load factor, $200/kg
fabrication for 2.5 ft core and $230/kg for 1.5 ft core, $30/kg
fabrn'^ation for axial blanket and $23/kg for radial blanket,
$55/kg for reprocessing, 1.15 x 10 MWD/Te average fuel burnup.
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TABLE IV

COMPONENT FUEL COSTS (MILLS/KWH)

Base Values 9 f ^Z.J r L l<ol c

High ii-L High

Pu-239 a Pu-2 39 0^ U-238 a

1.5 ft 2.5 ft 0

.

2 to 15 to
^

1 to

Core Core 15 keV K-fci V 100 keV

Pu Credit -0. 30 -0. 40 -0 .29 -0. 41 -0 .47

Pu Inventory 0. 50 0. 44 0 .45 0. 41 0 .46

Fabrication 0. 25 0. 24 0 .241 0. 237 0 .242

Recovery 0. 19 0. 17 0 .171 0. 168 0 .171

Fabrication 0. 06 0. 05 0 .05 0. 05 0 .05

Cap.

Total 0. 70 0. 50 0 .62 0. 46 0 .45

TABLE V

COST AND DOUBLING TIME UNCERTAINTY RANGES (2.5 ft CORE)

Data Uncertainty
Fuel Cost
(mills/kwh)

Pu-239 Alpha (0.2 to 15 keV)

Pu-239 (15 to 300 keV)

Pu-239 V (0 to 10 MeV)

U-238 a (1 to 100 keV)
c

U-238 a. „ (0.1 to 2 MeV)mel
Fis. Product a (0 to 10 MeV)

c

All Data Uncertainties

Base Values (ENDF/B)

0.48 to 0.62

0.46 to 0.50

0.45 to 0.58

0.45 to 0.55

0.49 to 0.51

0.48 to 0.54

0.41 to 0.66

0.50

Doubling
Time (yr)

8.8 to 13.5

8.4 to 9.2

8.1 to 11.5

8.0 to 10.9

9.0 to 9.4

8.7 to 10.1

7.2 to 14.2

9.2
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TABLE VI

UNCERTAINTY RANGES (1.5 FT CORE)

Data Uncertainty

Pu-239 Alpha
(0.2 to 15 keV)

Pu-239 a

(15 to 300 keV)

Pu-239 \^

(0 to 10 MeV)

U-238 a

(1 to l6o keV)

U-238 a.

(0.1 to^neV)

Fission Product a

(0 to 10 MeV)
'

Fuel Cost
(mills /kwh)

0.66 to 0.90

0.68 to 0.70

0.65 to 0.78

0.65 to 0.75

0.69 to 0.71

0.66 to 0.76

Doubling
Time (yr)

13.0 to 40.0

14.4 to 14.7

12.5 to 19.9

12.0 to 19.3

14.4 to 15.0

13.2 to '18.3

All Data Uncertainties

Base Values (ENDF/B)

0.61 to 0.94

0.70

10.1 to 42.0

14.7
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TABLE VIII

EFFECTS OF HIGH PU-239 ALPHA BELOW 15 keV — STEAM VERSUS SODIUM COOLAJJT

In-Pile Fissile
Inventory (Kg)

Breeding Ratio

Doubling Time
(yr)

Fuel Cost

mills /kwh

Coolant Loss

Reactivity (Ak)

1500 psi Steam
15" Core Height

3000-»-3080

1.17-*1.07

0.88—1.00

0.012^0.020

2500 psi Steam
20" Core Height

2420-*2500

1.1—»-1.0

41-*Oo

0.85-»-0.97

0.023^0.031

Sodium
30" Core Height

2360-^2430

1.38^1.28

9.2-^13.5

0.50-^0.62

0.012-*0.018

TABLE IX

CORE DESIGN CHANGES TO COUNTERACT HIGH PU-239 ALPHAS

Fuel Rod Diam. (Inch)

Sodium Bonded

Rod Pitch-to-Diam.

Fuel/Sod/Steel (v/o)

Core Diam. (ft)

Pressure Drop (psi)

In-Pile Fissile
Pu (Kg)

Breeding Ratio

Doubling Time (Yr)

Fuel Cost (mill/kwh)

Base
Design

0.25

No

1.25

42/39/18

8.0

80

2430

1.28

13.5

0.62

Sodium
Bonded

0.25

Yes

1.20

44/37/18

7.15

190

2020

1.31

10

0.51

Small Rod
Diameter

0.225

No

1.20

44/37/18

7.15

210

2020

1.31

10

0.54

306



REFERENCES

1. T. P. Moorhead, "The Effects of Errors in Cross-Section Data on
Calculations for a Large Dilute Fast Reactor", Paper SM-18/15,
Proceedings of the Seminar on Physics of Fast and Intermediate
Reactors , Vienna, 1961, Vol. II, p. Ill, Vienna, 1962.

2. P. Greebler, C. L. Cowan, G. L. Gyorey, B. A. Hutchins, C. L. Fies

,

and J. R. Sueoka, "Calculated Nuclear Reactor Parameters and Their
Uncertainties in a 1000 MW(e) Fast Ceramic Reactor", GEAP-4471,
General Electric Company (July, 1966).

3. P. Greebler and B. A. Hutchins, "User Requirements for Cross Sections
in the Energy Range from 100 eV to 100 keV", GEAP-4472, General
Electric Company (June, 1966).

4. R. D. Smith, "Nuclear Data Requirements for Fast Reactor Design and
Operation", Paper CN-23/52, Conference on Nuclear Data - Microscopic
Cross Sections and Other Data Basic for Reactors , Paris, October 17-21,
1966. Also, private communication from J. L. Rowlands for other
sensitivity studies conducted in the U.K..

5. P. Greebler, G. L. Gyorey, B. A. Hutchins, and B. M. Segal,
"Implications of Recent Fast Critical Experiments on Basic Fast
Reactor Design Data and Calculational Methods", Proceedings of the
International Conference on Fast Critical Experiments and Their
Analysis , ANL (October, 1966).

6. P. Greebler, B. A. Hutchins, and R. B. Linford, "Sensitivity of Fast
Reactor Economics to Uncertainties in Nuclear Data", Presented at the
Meeting of the American Nuclear Society , Chicago (November, 1966).
To be published in Nuclear Applications.

7. "ENDF/B Summary Documentation", ENDF Newsletter, Vol. 3, No. 2,

Brookhaven National Laboratory, National Neutron Cross Section Center
(October 2, 1967). This reference contains summary documentation for
about one-half of the ENDF/B materials.

8. M. G. Schomberg, M. G. Sowerby, and F. W. Evans, "A New Method of
Measuring Alpha (E) for ^^^Pu", IAEA Symposium on Fast Reactor Physics
and Related Safety Problems

,
SM-101/41, Karlsruhe, Germany, October 30-

November 3, 1967.

9. J. R. Stehn, M. D. Goldberg, R. Wiener-Chasman, S. F. Mughabghab

,

B. A. Magurno, and V. M. May, "Neutron Cross Sections", BNL 325,
2d Edition, Supplement No. 2, Vol. Ill, (Z = 88 to 98), Brookhaven
National Laboratory (February, 1965).

307



REFERENCES (Continued)

10. J.J. Schmidt, "Neutron Cross Sections for Fast Reactor Materials
Part I: Evaluation", KFK 120, Kernforschungszentrum, Karlsruhe,
(February, 1966).

11. P. Greebler, P. G. Aline, and B. A. Hutchins, "Evaluation and
Compilation of 239p^ Cross-Section Data for the ENDF/B Files",
GEAP-5272, General Electric Company, (December, 1966).

12. J. C. Hopkins and B. C. Diven, "Neutron Capture to Fission Ratios in
233u^ 235^^ 239p^.i^ Nuclear Science Engineering 12 , 169 (1962).

13. A. Lottin, L. W. Weston. G. deSaussure, and J. H. Todd, "Ratio of
Capture to Fission in "^-^^Vu at keV Neutron Energies", Proceedings
of the International Conference on Fast Critical Experiments and
Their Analysis ;

ANL-7320, Argonne National Laboratory, 22 (1966).

231
14. S. M. Dubrovina and V. A. Shigin, "Fission Cross-Sections of Pa

and 239pu the 1.5 to 1500 keV Energy Range", Dokl. Akad Nauk
SSSR 157 , 561 (1964).

15. R. K. Smith, R. L. Henkel, and R. A. Nobles, "Neutron-Induced
Fission Cross-Sections for 233u^ 235u^ and ^^^Pu from 2 to

10 MeV", Bull. Am. Phys . Soc . 2 , 196 (1957).

16. P. H. White, J. G. Hodgkinson, and G. J. Wall, "Measurement of

Fission Cross-Sections for Neutrons of Energies in the Range
40-500 keV", Proc. Conf . on Physics & Chemistry of Fission , IAEA,
Salzburg, Austria, EANDC(UK) 535 (1964).

17. R. L. Henkel, "Summary of Neutron-Induced Fission Cross-Sections",
LA-2114, Los Alamos Scientific Laboratory, (1957).

18. D. S. Ma_ther, P. Fieldhouse, and A. Moat, "Measurement of the
Prompt V for the Neutron-Induced Fission of 232xh, 233^^ 234^^

23%, and 239p^M^ Nucl. Phys. 66 , 149 (1965).

19. D. W. Colvin and M. G. Sowerby, "Boron-Pile v Measurements",
Proc. Conf. of Physics and Chemistry of Fission , IAEA, Salzburg,
Austria, SM-60/44 (1964).

20. R. L. Macklin, P. J. Pasma, and J. H. Gibbons, "Neutron Capture",
AEC Nuclear Cross-Section Advisory Group, WASH-1046, p. 88-90, (1964

21. M. C. Moxon, E. R. Rae, R. Batchelor, P. A. Egelstaff, and
A. T. G. Ferguson, "Neutron Interactions with Reactor Materials",
Third Geneva Conf., A/CONF. 28/P/167 (1964).

308



REFERENCES (Continued)

22. J. F. Barry. J. Bunce. and P. H. White, "Cross-Section for the
Reaction (n, y) ^39u in the Energy Range 0.12-7.6 MeV",
J. Nucl. Energy 18 , 481 (1964).

23. A. I. Leipunski, 0. D. Kazachkovsky , G. Y. Artyukhow, A. 1.

Baryshnikou, T. S. Belanova, V. N. Galkou, Y. Y. Stavissky,
E. A. Stumbur, and L. E. Sherman, "Measurements of Radiative
Capture Cross-Sections for Fast Neutrons", Second Geneva Conf

.

,

A/CONF. 15/P/2219 (1958).

24. I. Bercqvist, "Fast Neutron Radiative Capture Cross-Sections in Ag,

Ta, W, Au, Hg, and U" , Arkiv Fysik , 23, 425 (1963).

25. R. Batchelor, Proc . Phys . Soc. (London), A 69, 214 (1964).

26. E. Barnard, A.T.G. Ferguson, W. R. McMurray, I. J. vanHeerden,
"Scattering of Fast Neutrons by 238u"^ International Conf. on
Study of Nuclear Structure with Neutrons, Antwerp, Belgium,
EANDC-50-S, P/26 (1965).

235 238
27. K. Parker, "Neutron Cross-Sections of U and U in the Energy

Range 1 keV - 15 MeV. Part I, Best Cross-Sections for ^^^\] Based
on Microscopic Experimental and Theoretical Data Available at
December, 1961", AWRE-0-79/63 , (1964).

28. W. B. Henderson, P. A. DeCorrevont, and J. W. Zwick, "Evaluation
and Compilation of Ta-181, W-182, W-183, W-184, and W-186 Cross-
Section Data for the ENDF/B File", GEMP-448, General Electric
Company, November 11 (1966).

29. M. C. Moxon, "The Neutron Capture Cross-Section of Iron and Cobalt",
International Conf. of Study of Nuclear Structure with Neutrons,
Antwerp, Belgium, P/88 (1965).

30. R. L. Macklin, P. J. Pasma, and J. H. Gibbons, "Resonance Neutron
Capture and Transmission in Sulfer, Iron, and Lead", Phys. Rev. 136 ,

B 695 (1964).

31. R. L. Macklin, J. H. Gibbons, "Capture Cross-Section Studies for
30-220 keV Neutrons Using a New Technique", Phys. Rev. 159 , 1007
(1967)

.

32. R. J. Dietrich, "Uranium Requirements for Nuclear Power", Nuclear
News , Vol. 10, N. 9 (September, 1967).

309



REFERENCES (Continued)

33. K. P. Cohen, G. L. O'Neill, "Safety and Economic Characteristics
of a 1000 MWe Fast Sodium-Cooled Reactor Design". Conference of

Safety, Fuels and Core Design in Large, Fast Power Reactors ,

Argonne National Laboratory, ANL-7120, October 11-14 (1965).

34. "World Uranium and Thorium Resources" Organization for Economic
Cooperation and Development and European Nuclear Energy Agency
(August, 1965).

35. M. C. Beckman, H. A. Wagner, "Plutonium Recycle in U.S. Thermal
Reactors", Symposium on Plutonium Fuel Technology , Phoenix, Arizona,
October (1967).

36. P. M. Murphy, "The Influence of Plutonium on the Design of Advance
Reactors", Twelfth Annual Meeting of American Nuclear Society ,

Denver, Colorado, June 20-23 (1966).

310



FISSION PRODUCT CROSS-SECTION AND POISONING

IN FAST REACTORS

V. Benzi

Centre di Calcolo del C.N. E.N. - Bologna .Italy

ABSTRACT

The neutron cross—sections for radiative capture by fission product
nuclei can be estimated in the unresolved resonance region by using the
statistical model and the experimental data available. These estimates can
be used to define pseudo-fission-product cross-sections which are very use-
ful for fast reactors calculations concerning long term reactivity changes,
breeding gain, etc.. The properties of these pseudo-fission-product cross-
-sections are discussed both for U-235 and Pu-239. It is shown that for
energies above % 1 KeV the natural elements Pd and Pt can be reasonably
adopted as mock-fission-products for U-235 and Pu-239 respectively, as far

as neutron absorption is concerned.

1. INTRODUCTION

The estimate of the loss of neutrons due to the gross fission-products
poisoning is of great importance for the assessment of fuel cycle costs

(1,2,3). In connection with such a problem, the concept of pseudo-f ission-
-product (PFP) has been extensively used for thermal (4,5,6,7,8) as well as

fast reactors (9,10). For thermal reactors the adoption of the Westcott's
model permits an easy solution of the problem by using thermal absorption
cross-sections and resonance integrals, two quantities which have been meas-
ured for a great number of fission-product nuclei. For fast reactors, how-
ever, the situation is less satisfactory since the energy dependence of the
capture cross-sections over the energy range from the resonance region up to

some MeV is required, whereas the data available are rather scarce. For this
reason an extensive use of theoretical estimates, based essentially on the
statistical model is required to fill the large gaps existing in the experi-
mental data.

2. PFP CROSS-SECTIONS

Some results on fission-product cross-sections above 1 KeV obtained
using experimental data and theoretical methods have been reported_elsewhere
(11). From these results, the "radiative capture cross-section" a at
energy E>1 KeV of a fresh PFP due to a fission induced by a neutron ener-
gy. E can be obtained putting

a (E;E") = E. y.(E-)a^'-^ (E)
ny 11 ny

where y. and a represent the^ yield and cross-section of the i-th fission-
-product. In Figs^ 1 and 2 the a for thermal fission of U-235 and Pu-239
obtained in this way are show. To^obtain these curves, the fission-products
with short lif^etime have been replaced by their decay products. It will be
noted that

[ (E)]^ „„. -1.25r a (E)l. .
L ny -'Pu-239 '- ny -'U-235
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3. FLUX-TIME BEHAVIOUR

As the irradiation of the fuel increases, the quantity a would be
expected to change. If the short-life nuclei are assumed to deca^ immediate-
ly, for a flux ()) (assumed constant in time) , at time t we have

a (E;t;<i>) = I. N. (t;<i>)a^ (E)
ny k k ny

where N (t;(^) is the concentration of the k-th fission-product (primajry

or secondary) . To estimate the magnitude of the irradiation effects on a ,

a (PUO2+UO2) fueled reactor with a 3350 litres core was considered. The
following composition of the core was assumed: Pu/ (Pu+U„„ _) =17 . 7% ;

(PuO +U02)=35% ; SS=15% ; Na=50% . The last three figures refer to the vol-
ume fraction. A 26-group calculation was performed to obtain the energy de-
pendence of the neutron spectrum, and the a (E) were averaged over this

spectrum, to produce a set of single-group co^istants. Then the N^(t;(j))

were obtained by solving the appropriate balance equation system, with the

condition N^t=0)=y^(E"') . The differences found between the "fresh" and
"irradiated"T'FP were quit^^sma^l for reasonable values of flux-time, being
less than 10% for (|)t=5xlO cm . This suggests that for reactors with a

neutron spectrum which does not di^^er_^oo greatly from the one here consid-
ered and for a flux-time up to ^10 cm , the macroscopic group cross-section
of the PFP in the j-th group at time t is simply given by

t

[l.(t)]^[^.] / N.. (t')dt'
'-1 ' r ' fiss

where [a.] is the group cross-section of the fresh PFP and N^^^^(t')dt' is

the number of fissions in a volume element of the core during a time interval
(t',t'+dt'). The above expression does not apply in the resolved resonance
region; however the reaction rates of the fission-products in this energy re-
gion were found negligible for the reactor here considered. To give an idea
of the order of magnitude of the poisoning effects, the one-group values found
for Or- and o of Pu-239 and a were 1.854, 0.078 and 0.087 barns respec-
^ . , f ny ny
tively. '

'

4. THE REMOVAL OF GASEOUS FISSION-PRODUCTS

It is rather difficult to estimate the reactivity effects due to fis-
sion products in a vented fuel element, because the balance equations govern-
ing the growth and decay of the nuclei are complicated by the presence of a
leakage term. To get an idea of the influence of venting on neutron economics,
the balance-equation system previously considered was solved assuming yield,
cross-section and decay constant equal to zero for all the fission-products
which are isotopes of Kr, Rb

,
I, Xe and Cs. With this assumption, which is

equivalent to the instantaneous removal of the gaseous fission products from
the fuel, the one-group cross-section of PFP, is reduced by about 15% but
remains rather insensitive to the irradiation time.

5. THE EFFECT OF THE YIELD ENERGY-UEPENDfcNCE

Because the fission-product yields depend on the energy of the neutron

causing the fission, it would be necessary to consider the average yields

y. = /y.(E')(j,(E')dE'//<J>(E')dE'

to obtain the PFP cross-section in a given reactor

a (E) = Z. y. o^""^ (E)
ny 1 1 ny
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Unfortunately, the energy dependence of the yields has not been extensively
investigated, nor are the existing theories on the fission process able to

predict such a dependence accurately. An upper limit can be estimated by
using the yields for fission ind.uced by ^Ih MeV neutrons in U-235, for which
experimental data exist. The a so obtained compared with the case of

thermal fission shows an increase"*^which reaches a maximum value of '^10% at low
energies

.

6. MOCK FISSION-PRODUCTS

Mock fission-products are frequently used in fast reactor physics to

simulate the effects of fission-product capture on reactivity. Natural Pd
and Pt seem to be suitable for this purpose, if the neutron spectrum is not
very soft or very hard. This is shown in Figs. 1 and 2, in which the exist-
ing experimental data on a for Pd and Pt, respectively, are plotted.
Above ^150 KeV there are nol^ experimental measurements for Pd, but an esti-
mate of a can be obtained by means of the statistical model and the data
available ¥i^r single isotopes. The results obtained in this way are repre-
sented by triangles in Fig. 1. For natural Pt there are experimental data
up to 1 MeV, which are shown in Fig. 2. Both elements can be used for simu-
lating the capture cross-sections of gross f ission-pr^oducts of U-235_or
Pu-239, if one takes into account the relationship Ta 1„ „„_-1.25ra 1,,L ny -^ Pu-239 - ny U-235
7. CONCLUSIONS

For reactors with neutron spectra comparable with the one considered
in this paper, it seems that the following conclusions can be drawn:

i) the pseudo-fission-product concept can reasonably be accepted
for flux-times up to about "^10 cm" . This permits a very simple
estimate of the time-dependence of the group-capture cross-sections
of the gross fission-product;

ii) the complete removal of the gaseous fission-products gives a reduc-
tion in the total capture cross-section of about 15%. This figure,
which is smaller than the uncertainties affecting the estimate of
a , corresponds to a small effect as far as reactor reactivity
. nv J

^

IS ' concerned

;

iii) the energy dependence of the f issiori-product yields does not seem
greatly to affect the estimate of a

;ny
iv) as far as the capture cross-sections are concerned, natural Pd

and Pt can reasonably be used as mock fission-products for U-235
and Pu-239 respectively.
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Fig. 1 - The PFP cross-section for U-235 (full line).

The points and triangles are experimental and theoretical capture

cross-sections of natural Pd.
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Fig. 2 - The PFP cross-section for Pu-239 (full line).

The points are experimental cross-sections of natural Pt.
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The (n.yn'^and Fission Reactions as Possible Sources of

Low Energy Neutrons in Fast Critical Assemblies

K. Parker, E. D. Pendlebury, J. P. Shepherd and P. Stanley

Atomic Weapons Research Establishment, Aldermaston, Berks
, England

Abstract

At the Washington Conference on Neutron Cross Section Technology,

March 22-24, 1966, Moldauer presented calculations of the (n,Yn') cross

section of several nuclides including U238. In this process neutron
re-emission follows a fairly low energy gamma ray transition in the

compound nucleus and there results a continuous spectrum of

relatively low energy neutrons peaking at an energy typically several
tens of keV. It has been suggested that this reaction could enhance

the low energy portion of calculated fast reactor spectra and this

paper describes a simple investigation of this possibility. It was

also convenient and logical to consider possible uncertainties in the

low energy tail of the fission spectrum at the same time since many
more neutrons will have fission reactions in a reactor system than

(n,Yn') reactions.

1, Introduction

A number of measurements on zero energy fast reactor systems
suggest that the spectrum is being wrongly calculated in the energy
range below 100 keV and more particularly belov; 10 keV. Typical is

the boron perturbation measurement [l] where the discrepancies between
measured and calculat^^ values seem too large to be explained by
uncertainties in the B absorption cross section alone but could be
explained if the calculated spectrum is too hard due to underestimation
of the low energy flux.

At the Washington Conference on Neutron Cross Section Technology,
March 22-24, 1966, Moldauer [2] presented calculations of the

(n,Yn') cross section of several nuclides including ^-^^ U. In this
process neutron re-emission follows a fairly low energy gamma ray
transition in the compound nucleus and there results a continuous
spectrum of neutrons peaking at an energy typically several tens of
keV. After making a number of simplifying assumptions Moldauer
calculates a 238u(n,Yn') cross section of 166 mb at 1 MeV which is

somewhat -larger than the directly observed (n,Y) cross section but
much smaller than the conventional (n,n') inelastic scattering
cross section.

It has been suggested that this process could enhance the low

energy portion of the calculated fast reactor spectra and this note
describes a simple investigation of this possibility. It was

convenient and logical to consider possible uncertainties in the low

energy tail of the fission spectrum at the same time since many more
neutrons will have fission reactions in a reactor systen than (n.yn')

reactions

.
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2. Outline of Calculations

The systems Vera 3A[3] and Zebra 1 [a] were chosen as suitable for
calculation since they contain a high proportion of 238u (the driving
material is 32% enriched uranium in Vera 3A and 12% enriched uranium in

Zebra 1)

.

The neutron spectrum at the centre of Vera 3A was calculated with
three different sets of cross sections,

(i) using adjusted group cross sections derived from recent

DUNDEE/PENICUIK calculations [5] to make them consistent \;ith

experimental critical sizes. Snecif ically the following data files
were used,

; 1041 236^
: 173 Cr ;; 1017

; 1005 C : 1006 Ni :: 1019

:; 174 Fe : 1036 H :; 1010

Data file numbers of the form 1000 + X imply that the constants are

adjusted from those derived from data file X, Reference [6] contains
further details of the data files used. Of interest here is the fact
that in the data files 41 and 5 for and ^-^^U the inelastic
scattering cross sections are those of AWRE Reports 0-82/63 [7] and
0-79 [8] respectively whilst the fission spectrum - from the same
sources - for both nuclides is given by

f(E) = 0.45270 exp (-E/0.965) sinh {(2.29 E)^}

where f(E) dE is the fraction of neutrons emitted in (E,E+dE).

In the adjustment process [5 ] most of the group inelastic cross
sections in 238u - to individual levels and to the continuum - were
reduced significantly with corresponding increases in the elastic cross
section. The implication of the adjustment process here is that DFN 5

data for 238u gives too soft a spectrum and there is a hardening when
the data are adjusted. In 235u on the other hand the changes in the

inelastic cross sections imply some softening of the spectrum in the
adjustment process.

(ii) Using the same data as in (i) except for the total and (n,n')

continuum reactions in (DFN 1005). The contribution of the

(n,Yn') reaction was introduced by calculating the appropriate group
cross sections and transfer matrices, adding them to the similar
quantities for the (n,n') continuum reaction and increasing the total
cross section to maintain neutron conservation. The resulting group
cross sections for 238u have data file number 4005. Details of the
calculation of the (n,Yn') transfer matrix are given in Section 3.

235 238
(iii) Using the same data as in (i) except that for U and U

the fraction of fission neutrons in all groups with upper energy below
80 keV is increased by a factor of 2 and the increase compensated by a

uniform percentage reduction (-1% in fact) in the fraction for all
highpr energy groups. The resulting group cross sections for ^'^U
and 2"^?

tJ have data file numbers 5041 and 5005 respectively.
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Table 1 shows the old and new fission spectra and also gives

the salient features of the group cross section set (32 group set 11)

used in aH these calculations.

All the calculations were carried out using the S program STRAINT ^9]
with the isotropic option making the diagonal transport correction

[lO] to take into account the effect of anistropic scattering.

Similar calculations, but only using the data as described in (i)

and (ii) above, were carried out on Zebra 1.

3, Calculation of the Group Cross Section and Transfer Matrix for the

Tn,Yn') Reaction

Figure 5 of Moldauer's paper gives a calculated excitation
function for the ^•^%(n,Yn') reaction between 0.2 and 1.2 MeV. In the

derivation several approximations are made and the values given are

probably subject to quite large errors. At 1.2 MeV Moldauer's curve
is still rising rapidly but must eventually turn over and fall due to

increased competition from particle emission. Moreover, for higher
incident energies the spectrum of secondary neutrons will be harder and
of less interest in the present context.

In the present calculations the reaction was neglected for energies
greater than 1,6 MeV and less than 0.13 MeV and for energies between
1,2 and 1.6 MeV a constant cross section of 320 mb was assumed. Group
cross sections were calculated from the formula

a = f a(u) du/ / du
g •'g / -"g

where the integrals are over lethargy u in group g.

Moldauer's figure 6 gives the spectrum of secondary neutrons at an
incident energy of 1 MeV. Consideration of the qualitative average
first gamma ray spectrum in his figure 1 suggests that it is a

reasonable approximation to take a normalised spectrum having the same
shape as that of figure 6 for the distribution of E/E , where E is

any incident neutron energy. This means that the frequency function
for E/E is given by

° p(E/E^) = 6 q(E/E^)

where qCg) is Moldauer's function which is normalised to 166 mb for
E = 1 MeV.
o

In the light of the approximations made so far it is reasonable to
take all secondary neutrons from the reaction in group g to have a
spectrum corresponding to that for incident neutrons of energy E where
E is the energy corresponding to the mean lethargy in group g

^

(see Table 1). The resulting transfer matrix is given in Table 2.

4. Results and Discussion

The dimensions and compositions of Vera 3A and Zebra 1 were taken
to be those of the equivalent spherical critical systems given in
references [3] and ^ 4J . The inverse reactivity B was calculated in each
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case along with the spectra, in particular the spectra at the centre
of the systems. The fact that B is not quite equal to unity has a

negligible effect on the spectra.

It is interesting to compare the B values with the different data.
These are given in the table below. It will be seen that the effect

System
B-Values

Ordinary
data

(n.yn')

modification
Fission Spec,
modification

Vera 3A
Zebra 1

1.0048
1.0029

1.0031
1.0042

1.0041

on B of the data modification is negligible. In the case of Zebra 1

the (n,Yn') reaction has the opposite effect to that in Vera 3A. The
"ordinary data" are those referred to in Section 2, paragraph (1), and
are in fact the PENICUIK adjusted data. Zebra 1 was not used in the

adjustment procedure and it is interesting to see how satisfactorily
close to unity the B value is for that system.

In the case of Vera 3A the (n,Yn') modification has a negligible
effect on the core spectrum and the fission spectrum modification has
an even less effect. Hence the calculation on Zebra 1 with the

fission spectrum modification was not carried out. The effect of the

(n,Yn') reaction on the core spectrum in Zebra 1 is greater than the
effect in Vera 3A but it is still negligible. The effects on the

spectra at the core centres in the 2 cases are illustrated in Figures 1

and 2.

A useful measure of the change in spectra is the effect on the
average IOB (n, abs) cross section. This is given for DFN 13 l^B data
in the table below, where the average values of the 235u(n,f) cross
section, based on DFN 1041 data, are also given for comparison. The
effect is small in all cases.

System

^*^B(n,abs) cross section in

barns

235
U(n,f) cross section in

barns

Ordinary
data

(n.yn')

mod

.

Fiss. Spec
mod

.

Ordinary
data

(n,Yn')
mod.

Fiss. Spec
mod.

Vera 3

A

Zebra 1

1.51
1.17

,_ _i

1.54
1.22

. . , .

1.54 1.56
1.42

1.58
1.44

1.57

5 . Conclusions

Bearing in mind that the (n,Yn') reaction is believed to be
overestimated in the data used in the calculations reported in this note,
there does not appear to be any justification for a significant
expenditure of effort, either theoretical or experimental, to study it

in any more detail at the present time. The same also applies to the
low energy end of the fission spectrum. As far as the latter is
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concerned it is worth mentioning the recent measurements by Meadows ^ll]

where the ^^^Cf spontaneous fission spectrum was measured down to

2.8 keV. In the range 2.8-100 keV a least squares fit to the spectrum

gives

f(E) = k exp (- E/1.501)

where n = 0.54 * 0.08 as against the normal value of 0.5 for this type

of functional dependence on energy.
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Table 1

Feature of the 32 Group Set 11 Group Constant Set

and the Modified Fission Spectrum
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Fissile Doppler Effect Measurement Data and Techniques

C. E. Till and R. A. Lewis

Argonne National Laboratory

Argonne, Illinois 60439

ABSTRACT

Reactivity measurements in critical assemblies of the Doppler
effect in fissile materials ideally measure a quantity of direct

interest — the difference between the fission and absorption
components directly in the flux and adjoint spectra of interest.
In practice, however, the Doppler effect can be obscured by the

effect of thermal expansion of the material. The systematics of

the reactivity effects of expansion for ^^^U, ^^^U, ^^^Pu and
^'^'•Pu are discussed. It is shown that the differences in their

cross section variation with energy cause their expansion effects
to differ markedly from each other in magnitude, in variation
with sample density and with spectrum. Methods of minimizing the

effects of sample expansion on Doppler effect measurements by
spectrum and sample density considerations are discussed. Residual
expansion effects are evaluated by use of samples with differing

expansion properties. Precise experimental Doppler effect data in
fast reactor spectra are presented that demonstrate excellent con-
sistency in the Doppler effect inferred from samples expanding in

different ways. An analyses is presented showing the degree of

agreement given by various cross section averaging treatments of

the ^^^U resonance parameters.

1. THE REACTIVITY EFFECTS OF EXPANSION OF A SAMPLE OF FISSILE MATERIAL

Within the context of group-diffusion theory, the reactivity worth of

a sample of fissile material can be written exactly as

Ak
k

N„M \

0 s

AD I ^1 I
+ a. r **

1

(1)

Mg = sample mass, A = atomic mass, D = integral overwhere N^ = 6.03 x 10^3

the reactor volume of ^ x-'l'* I (f'.v.i:^ , <j)r = perturbed flux in group i in
j J J i

1 1
i

1

the sample, cj)* = unperturbed reactor adjoint flux in group j . All cross

sections, a, are defined per fissile atom, and the subscripts f, i->-j and t

denote fission, group-transfer and total cross section, respectively. Writ-
ten in this form, the changes in worth due to sample expansion are all con-
tained in" the changes in 4)^ as the sample expands, and it is in the calculation
of that approximations enter. A simple and reasonably accurate expression
for ^1 is based on an expression of neutron balance and the reciprocity

*Work performed under the auspices of the U. S. Atomic Energy Commission.
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relationship, leading to [1]

1 c . , ^

k^i 1 k f,
k/

1 - P \
T. i>.

c. t. 1

i k/i E - P
t . c

.

1 X

" (2)

x-^x '^X X f.
X

/N M \

0 s
*j[v-l] a2]

AD
/

where P = flat-source probability of a neutron born in the sample in

i

group i making its first collision in the sample, cj)^ is the unperturbed
(reactor) flux in group i, and all cross sections are those for the fissile
sample

.

At low energies where x^^ ^^d ^]^_^£"*^> k^i, for heavy elements, it can

be shown [1] that for small sample expansions 6k ^

t = mean chord length in the sample.

At high energies, where significant numbers of neutrons are born in the
/N M \

fission process, corresponding approximations give 6k. ^ ^ x-9^(^~l)

6 (nI) .

As 6 (N£) is negative, these expressions show that, as expected, the ex-
pansion effects are positive at low energies and negative at fission neutron
energies. Further, however, the magnitude of the expansion effects will vary
from isotope to isotope approximately proportionally to v(v-l) a| at high
energies and (v-1) a| at low energies.

Figure 1 shows the reactivity effect of expansion for various fissile
isotopes as a function of sample density, calculated from Eqs . (1) and (2)

for a nominal 1 in. diameter cylindrical sample at the center of ZPR-6,
Assembly 5 (a 2600 £ full-scale mockup of a UC fast power reactor) [2], The
figure illustrates the large differences in the expansion effects of various
fissile isotopes caused mainly by the differences in v and a^. It also shows
that the shape of expansion reactivity vs. sample density curve differs from
isotope to isotope. Most noticeably, 239py this spectrum has a larger
expansion effect than ^^-^Pu at low densities but the ^^-^Pu expansion effect
increases more rapidly with sample density, until at metal densities the
^'*-'-Pu effect is considerably higher. The reason is that the ^^^Pu below
100 keV is smaller than the other isotopes, and as the expansion effect is

proportional to o^, ^^^Pu has a relatively small (positive) contribution
from the low-energy range subtracting from the dominant negative effect at

high energies. ^'^^Pu, however, has a relatively large (positive) contribution
from the low-energy range because of its higher o^. As the sample density
increases, the flux in the sample in the low-energy region decreases, and

the positive contribution is suppressed. The progressive decrease in its
importance relative to the high-energy contribution causes the net expansion
effect to increase more rapidly with density in ^'^^Pu than in ^^^Pu, causing

a crossing of the two curves at about PuG^ densities.

The expansion coefficients of the various isotopes are sensitive in
varying degrees to both the flux and adjoint spectrum. Quite realistic
changes in the material compositions of the reactor can change the magnitude
of the expansion coefficient very significantly, and in some cases can even
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cause it to change sign. To give a basis for the discussion of these effects,

calculated expansion effects for the various isotopes are compared between
ZPR-6 Assembly 5 [2], and ZPR-9 Assemblies 14 and 17 [3], Both the latter

assemblies have considerably softer spectra than Assembly 5, and the variation
in the adjoint flux with energy is considerably different between the two.

Comparisons of the calculated flux and adjoint spectra at the center of the

three assemblies are given in Figs. 2 and 3, respectively.

The changes in material compositions between the three assemblies are
related in the following way. Starting with the Assembly 5 composition.
Assembly 14 was constructed by removing a fraction of the ^^^U and replacing
it with polyethylene and graphite to substantially soften the original spec-
trum. For Assembly 17, the remainder of the ^^^U plates were removed and
replaced with graphite which softened the flux spectrum further, but more
importantly, considerably altered the shape of the adjoint function at fission
energies

.

Figures 1, 4 and 5 show the very different behavior of the expansion
effects in the three assemblies. Not only do the expansion effects for
several of the isotopes change sign between assemblies, but they also change
sign as the sample density changes within a given assembly. (The abscissa
in all three figures are easily generalized to other sample diameters_j_ as

it is the product of the atom density, N, and the mean chord length, Z, that

is meaningful .

)

The explanation of the sign changes as a function of sample density in
the two softer spectrum assemblies is the following: In those isotopes with
high cross sections in the low-energy region, the very substantial shift of

flux to low energies can cause the positive reactivity effects in the low-
energy region to overbalance the negative effects at high energy, resulting
in a net positive expansion effect. As the density of the sample increases,
however, the large low-energy flux depressions in the sample cause the posi-
tive contribution to lessen in comparison to the high-energy self-multiplication
contributions. The result is a change in sign from positive to negative as

the density increases.

The behavior of the expansion coefficients of the two uranium isotopes,
in changing sign from Assembly 4Z to Assembly 14 at oxide densities, and
reversing sign again in Assembly 17, is to be understood on the following
basis. The major change from Assembly 5 to Assembly 14 was a very sub-
stantial softening of the real flux spectrum. The removal of a fraction of

the ^^^U also changed the reactor fission cross section somewhat at high
energies and the reactor absorption cross section at low energies, but the
adjoint spectrum has the same general shape in Assembly 14 as it had in
Assembly 5. The very substantial shift in flux to low energies caused the
positive reactivity effects in the low-energy region to overbalance the
negative effects at high energy, resulting in a net positive expansion ef-
fect. When the remainder of the ^^^U was removed in going to Assembly 17
(a small amount of ^3 8^ actually remained, due to the 7% or so present in
the enriched uranium fuel) the removal of fission in ^^^U at high energies,
and the removal of absorption at low energies, as well as a general increase
in leakage due to the smaller assembly, caused the adjoint function to be-
come a monotonically decreasing function of energy. The effect of this on
the expansion corrections can be understood by reference to Eq. (1). This
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equation shows that the flux change in any energy group is weighted by the
algebraic sum of three terms — the self-multiplication term which is weighted
by the fission neutron adjoint, the removal term which is weighted by the
adjoints at energies below those of the group under consideration, and the
absorption term which is weighted by the adjoint of the group itself. At the
highest energies then, the effect of a monotonically decreasing adjoint flux
with energy is to increase the self-multiplication term somewhat, and increase
the removal term somewhat as well, in comparison to the absorption term. Thus
a given flux change in the high-energy region is weighted somewhat more
heavily, and the negative reactivity effect of expansion is therefore increased.
The reverse is true at low energies. The self-multiplication term is decreased
relative to the absorption term, and the removal term is small compared to
the other two terms. The result is a decrease in weighting given to any
flux changes at lower energies, and therefore a decrease in the positive con-
tributions to the expansion effect. The calculated changes in the fluxes
and adjoints in the three assemblies chosen for illustration, are sufficient
to cause the sign changes.

The foregoing considerations illustrate the sensitivity of the expansion
effect to reactor fluxes and adjoints, and illustrate the necessity for experi-
mental verification of expansion corrections. Secondly, however, they also
illustrate the possibility of utilizing the very different behavior of the
expansion effect in the various isotopes with changes in fluxes and adjoints,
to aid in the evaluation of the expansion effects themselves. Thirdly, the
effects predicted for ^^^U and the plutonium isotopes in fast spectra demon-
strate the need for caution in identifying measured reactivity effects due
to heating as Doppler effects until a thorough evaluation of the expansion
effects has been made. Finally, the magnitude of these effects, particularly
in the plutonium isotopes suggests that they may play a useful part in some
reactor power coefficients

.

2. EQUIPMENT AND TECHNIQUES

The experimental approach to the problem of separation of thermal expan-
sion effects from Doppler effect in fissile element Doppler effect measurements
is based on the use of constrained-expansion reduced-density samples. The

expansion effect decreases more rapidly with reduction in sample density than
does the Doppler effect, and advantage is taken of this in the sample design.
The residual expansion effects are evaluated by the use of three different
element types, each with approximately the same sample density — one type in
which the sample is allowed to expand freely (denoted FE) , a second in which
axial expansion is not allowed (NE) , and a third in which axial expansion is

not allowed, and the radial expansion is constrained as well (NNE) . A fourth
element type, containing ^^^U metal, has also been used to check the results.
The proof of the method lies in the consistency of the results given by the
various element types, when the known differences in expansion properties
are taken into account.

Reference [4] gives a complete description of the equipment and tech-
niques used. Briefly, however, a Doppler element, as described above, is

oscillated repetitively in and out of the critical assembly while a small
servo-controlled calibrated boron rod holds the reactor critical. The
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difference in the average position of the calibrated rod, sample-in minus
sample-out, gives the reactivity worth of the sample relative to the reference
sample-out configuration. Repeating this procedure with the sample at various

temperatures traces the reactivity change of the sample with increasing tem-

perature.

The three types of Doppler elements that are used to evaluate expansion
properties have the following characteristics in common: Cylindrical 1-in.

diameter, 12-in. long, reduced density samples are contained in a sealed
50-mil wall, nickel-alloy heater tube. The elements differ in the design
of the heater tube. In the FE elements, the heater tube material is Inconel
and the end caps are simply welded in. In the NE elements, the material is

also Inconel but a piston and bellows arrangement at each end allow a constant
axial length of to be held as the temperature is increased. In the NNE
elements, the heater tube material is Invar, allowing essentially zero radial
expansion as well, from room temperature to approximately 200''C. Above this

the radial expansion of the NNE elements almost parallels that of the NE element.

As shown above, the reactivity effects of expansion are related through
the flux changes to changes in P^, and hence to changes in Ea (Z , the total

macroscopic cross section of the sample, a, the_sample radius) . Reference

[4] (or [5]) shows that the changes in Ea (or N-£) with temperature are re-
lated to the coefficient of linear expansion of the sample, , and of Invar,

a-j-, by the following expressions:

For FE elements, 6(Za)/Za = -2 a^AT (3a)

For NE elements, 6(Ea)/Za = -3/2 OgAT (3b)

For NNE elements, 6(Za)/i:a = -a-j-AT (3c)

Equations (1) , (2) and (3) allow the reactivity effects of expansion to be
calculated for each of the element types.

In the measurements to be described below, a 1 in. diameter ^^^U metal
sample was also used, and the discontinuous change in volume as the metal
passes through the a-B phase change can be used to calibrate the expansion
effect in this element.

3. EXPERIMENTAL RESULTS

Experimental data has been obtained for ^^^U in four different assemblies
each designed to have the same central spectrum (where the Doppler element is

positioned). The assemblies were Assembly 5 and Assembly 4Z on ZPR-6, and
Assemblies 11 and 12 on ZPR-9 . The assemblies are mockups of a large dilute
carbide fast reactor, and are described elsewhere [2], [3], [4]. The aim of

this section is to give a consistent intercomparison of the data from the
various element types on the different assemblies, so that some judgment can
be made of the consistency and reliability of the ^^^U Doppler effect data.

Figure 6 shows the experimental results for Assembly 4Z, in which five
different ^^^U Doppler element types were used, before expansion corrections
are made. Figure 7 shows the same results, corrected for expansion on the
basis described above, showing the way the expansion corrections bring the
1 in. diameter U0„ results for the three elements with differing expansion
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properties into agreement. The metal result is somewhat higher, and the
half-inch oxide result considerably lower, as theory predicts.

Figures 8 and 9 show the results for the 1 in. diameter UO samples in
each of the three assemblies. Each figure shows the uncorrected experi-

mental data in the lower portion of the figure, and the Doppler effect,
corrected for expansion, in the upper portion. The purpose of displaying
the results in this form is to demonstrate the degree of consistency of the
data in the various assemblies.

The Assembly 5 data, shown in Fig. 8, are the most precise of the data
taken on the four assemblies and should be weighted most heavily. Assembly
5 was the full-scale version of the carbide mockup, and very considerable
care was taken with the measurement preparation, and the integrated power
levels at which the measurements were done were increased to give the high
precisions shown. The expansion effects are sufficiently small in these
reduced density oxide samples that only in this assembly are the differences
between the constrained expansion samples and the freely expanding sample
unambiguously outside statistics. The figure shows the way that the expan-
sion corrections bring the results of the two different types of elements
precisely into line.

Figures 6 and 7 showing the Assembly 4Z results, also demonstrate the
consistency of the results given by the various types of elements, although
the precisions on these measurements were somewhat less.

The results from Assemblies 11 and 12 on ZPR-9, shown in Fig. 9, show
considerably more scatter. Assemblies 11 and 12 were small zone assemblies,
in which it is known that complete spectral equilibration was not achieved,
and one may conclude from the results that they are reasonably consistent
with the more precise results from the assemblies on ZPR-6, but the pre-
cisions are poor enough that no very precise conclusions may be drawn.

It is concluded that the precise data of Assembly 5, and the overall
consistency of the data on the other assemblies, particularly that on
Assembly 4Z, demonstrates that the expansion effects in the assemblies for
the reduced density oxide samples are relatively small, and that their mag-
nitude has been accurately established. The set of experiments therefore
represent a reliable reference against which calculations of the ^^^U Doppler
effect for spectra typical of large dilute power reactors can be checked.

4. COMPARISONS WITH CALCULATION

The basic data available at the present time which can be us ed in ^^^U

Doppler calculations in spectra such as that found in ZPR-6 Assembly 5

consist of low-energy resolved resonance data (below 60 eV) and infinite-
dilution capture and fission cross section data. Unresolved resonance para-
meters have been generated for the Doppler range, 100 eV to 10,000 eV, by

estimating average resonance spacing from resolved data and adjusting the

strength function to fit the infinite-dilution data. Lacking any way to

estimate multi-level parameters in this range, the unresolved parameters and

the framework in which they are used have been based on single-level Breit-
Wigner line forms despite the fact that ^^^\5 s-wave spacing is estimated to
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be in the range of 1-2 eV and the Doppler width at 1000 eV and 1000°K is

about 1.2 eV. This procedure is probably adequate for the estimation of

resonance self-shielding in the generation of group cross sections in the

Doppler range because this self-shielding is quite small and the results
are insensitive to the unresolved parameters. Due to resonance overlap,
however, the application of these unresolved parameters to Doppler calculations
is very uncertain. Hwang [6], for example, has found significant effects
due to ^^^U self-overlap.

It would seem impossible, on the basis of present basic data, to do a

definitive ^^^U Doppler calculation for comparison to the measurements.
However, survey calculations have been made to determine the degree of

sensitivity of the ^^^U Doppler effect calculated for the 1 in. diameter
enriched U0„ sample to assumptions of group cross section sets, resonance
spacing, and resonance overlap. The basic calculation was made using per-
turbation theory, Schmidt unresolved parameters [7], conventional isolated-
resonance theory [8], ENDF/B [9] and MCC [10] for the group cross sections,
and diffusion theory to generate the spectra; the result was +0.174 Ih/kg-
^35u for a temperature change from 293°K to 1100°K in the 1 in. ^SSy

sample. This number is relatively insensitive to various proposed changes
in the present ENDF/B data; e.g., ignoring the smooth ^^^U values
(presumably p-wave) below 3920 eV raises the calculated ^^^U Doppler value
by 5%, introduction of the new ^^^U data [11] between 100 and 500 keV
(12% lower than ENDF/B) raises the value by 7%.

There have been evaluations of the ^^^U unresolved data which have
set the average s-wave level spacing higher than the 1.06 eV estimated by
Schmidt while retaining about the same strength function (about 10"^)

.

For example, spacings of 1.72 for J = 3 and 1.34 for J = 4 have been in
use at Argonne for some time. The larger spacing produces a larger Doppler
effect, about 6% higher than the value given above, although the change is

mitigated by changes in T and values. Rough calculations have been done
on a range of resonance sJSacings from 1 to 2 eV, holding all other parameters
fixed, which indicate an increase of about 60% in the Doppler effect at
2.0 eV spacing over that at 1.0 eV spacing.

An estimate of the possible effect of resonance overlap on the Doppler
effect within the context of a model in which single-level line forms are
overlapped has been obtained by calculating the Doppler effect in single
average ^^^U resonances throughout the Doppler range with and without adjacent
23 5u resonances present. The calculations used Schmidt parameters (except
that the level spacing was varied) and the RABBLE code [12] . All resonances
had average parameters and were equally spaced. Resonances within -10 times
the Doppler width at 1100°K were considered in the overlap calculations.
The effect of overlap in these calculations was very large. At 1.0 eV level
spacing a reduction in the Doppler effect of a factor of 10 was obtained in
the overlapped case relative to the case in which overlap was ignored; at a

2.0 eV spacing overlap reduced the calculated value by a factor of 4.

It may be concluded that, primarily due to the overlap problem, cal-
culation of the ^^^U Doppler effect to better than a factor of 2 or 3 is not

possible at the present time.

313-475 O 68—23
329



Summary — ^^^U Doppler Calculations, 293°K to 1100°K

1 in. Diam ^^^W^ Sample, ZPR-6 Assembly 5,

Diffusion Theory, Perturbation Theory

Measured Value = +0.08 Ih/kg-^^^U

RESONANCES ASSUMED ISOLATED

Ratio

r '
' -— -

Ratio
Resonance 6p Schmidt

Group Cross Section Set Parameters Ih/kg-2 3 5u 6p Hwang 6p ENDF/B

1. ENDF/B-MC^

!

Schmidt
Hwang

+0.174
+0.185

0.941

2. ENDF/B-MC^ With Schmidt +0.187
0.944 1.075

Reduced ^3 8^ g Qj-pg 6-8
c ^ Hwang +0.198

3. ENDF/B-MC^ Without
Smooth 2 3 8^ (J Below
3920 eV

^

Schmidt
Hwang

+0.183
+0.193

0.948 1.051

ESTIMATED OVERLAP EFFECT — Schmidt Parameters Except
for Resonance Spacing

Resonance Spacing (eV) Ratio — With Overlap/Isolated

1.0

1.5
2.0

0.07
0.12
0.25
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Fig. 1 "Reactivity Effects of Expansion for 1 In.
Diameter Cylindrical Samples of Various
Isotopes in Assembly 5, ZPR-6."
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Fig. 2 "Comparison of the Real Flux Spectra in
Assemblies 14 and 17, ZPR-9, and Assembly
5, ZPR-6."
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Fig. 7 "Assembly 4Z, ZPR-6, U-235 Doppler Effect
Corrected for Expansion."
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Fig. 9 "Assemblies 11 £nd 12, ZPR-9 , U-235
Doppler Effect Corrected for Expansion
(upper portion) and U-235 Reactivity
Change on Heating (lower portion), 1 in.

Diameter U0„ Samples."
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Abstract

The importance of the Doppler coefficient of reactivity on fast
breeder reactor safety dictates that it should be predicted with as

much accuracy as possible. The approximations that are usually made
in computing the Doppler coefficient are: (I) the isolated narrow
resonance approximation is used, (II) interference scattering is

neglected, (III) overlap effects between different resonances and
overlap between more than two sequences are neglected, (IV) hetero-
geneity is treated through an equivalence relationship and (V) the
unresolved resonances are assumed to be uniformly spaced in energy.

The work reported here removes all of these restrictions. Fur-
thermore, since the unresolved resonance region contributes signifi-
cantly to the Doppler coefficient in fast reactors, this region is

treated more rigorously through the generation of individual pseudo
resonances using random sampling techniques within the framework of
a single level Breit-Wigner formalism. A procedure is used which
ensures that the pseudo resonance parameters yield resonance inte-
grals that are consistent with broad group measured data. The reso-
nance structure of each isotope is then canplete over the energy range
of interest for Doppler calculations. This resonance data is used in
conjunction with an ultra fine group integral transport theory code.

The purpose of this paper is to examine the validity of the usual
approximate methods by comparing with this more refined method of cal-
culation. A numerical conparison is made for a plutonium-uranium car-
bide fuelled, sodium cooled fast breeder reactor.

1. Introduction

The extreme importance of the Doppler coefficient of reactivity on
fast breeder reactor safety dictates that it should be ccmtputed as
accurately as possible. Moreover, since a considerable portion of
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Doppler coefficient results from neutron interaction in the unresolved
resonance region, it is important that the approximate methods, which
are currently in use, be compared with more sophisticated calculational
methods to determine their validity over a wide range of fuel composi-
tions .

The purpose of the work reported here is to give the results of
calculations using sophisticated methods of calculating the Doppler
coefficient within the framework of a single level Breit-Wigner form-
alism. These results will then be compared with calculations made us-
ing the approximate methods. It is hoped to shed light on the validity
of the approximate methods and enable the development of even better
approximate calculational schemes, which can be used in routine de-
sign analysis.

2. Method of Calculation

Tlie accurate calculation has been made using the integral transport
theory code RABBLE^-*--' , which solves the slowing do\\m equation in a set
of coupled spatial regions. The flux in each region is taken to be
spatially flat and tlie regions are linked together through the use of
collision and transmission probabilities. The unresolved resonance
region has been treated in detail by constructing statistical resonan-
ces with the PSEUDO code^^^. The construction of statistical resonan-
ces is made in a manner which ensures that the statistical resonance
parameters yield pointwise cross sections that are in agreement with
low resolution measurements (3). Statistical resonances have been con-
structed for both s- and p- wave resonances and for the accessible spin
states of the compound nucleus associated with these values of orbital
angular momentLmi. Details of the isotopes and energy ranges for which
statistical resonances have been constructed are given in Table 1.

The RABBLE code has been modified to permit the more accurate treatment
of p wave resonances. This has been achieved using an expression which
permits the "symmetric" p-wave line shape function to be expressed in

terms of the well known line shape functions for s-wave resonances (4)

.

It is worth noting that the p-wave neutrons in U-238 and Pu-240 contribute
about 48 percent and 18 percent respectively to the unresolved infinitely
dilute capture resonance integrals below 15 KeV. Since these contributions
are significant their contributions to the Doppler coefficient have
been examined in detail.

A comparative calculation was made using the MC^ code(^) . The
approximations that are employed in the code, in that part of the energy

in which a resonance calculation is performed, are:

(I) the isolated narrow resonance approximation is used,

(II) overlap effects between different resonances and overlap between

more than two sequences are neglected.
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(Ill) interference scattering is neglected in the unresolved resonance
region,

(IV) the unresolved resonances are taken to be uniformly spaced in
energy,

(V) heterogeneity is treated through an equivalence relationship, and

(VI) higher angular momentum neutrons are treated as s wave resonances
with a modified reduced neutron width.

To ensure consistency between the data used in the RABBLE and MC^
calculations in the unresolved resonance region a preliminary run was
made of MC^ to obtain the infinitely dilute capture and fission resonance
integrals over the unresolved resonance regions shown in Table 1. These
infinitely dilute resonance integrals were obtained from the pointwise
data for U-238(6), Pu-239'-'-' and Pu-2AoW evaluated for the ENDP/B
data files from low resolution experimental data. The PSEUDO code,
using the method described in Reference (3) ,

predicted infinitely dilute
resonance integrals in the unresolved resonance region which were
consistent with the results obtained from the NC^.

The most serious approximation made in the RABBLE calculation would
seem to be the use of the Breit-Wigner single level formula for the
resonances of the fissile materials (Pu-239 in this calculation).
However, it has been shown at Argonne'-^-' and by Otter (10) that multilevel
effects are not important for Pu-239 in the energy range used in this
calculation. The results of tlie RABBLE calculation can be used with
confidence

.

3, Numerical Calculation

Tlie Doppler coefficient of reactivity has been computed for a typical
fuel rod in a (Pu, U)C fuelled LMFBR. The fuel rod had a diameter of
0.625 cm. The calculations were performed for a two region cell in

which the sodium bond, clad and sodium coolant were smeared into an

outer region. Details of the cell geometry and number densities in

each region are given in Table 2. The RABBLE calculations, using
five spatial regions, showed that there was very little fine structure
in the spatial distribution of the flux.

The calculated Doppler coefficient represents a change in the
average fuel temperature from 1000°K to 1560°K while the temperature
of the coolant in the outer region remained constant at 750°K. The
RABBLE calculation gave the Doppler coefficient as -5.17 x 10" Ak/k/°C,
whereas, the MC^ calculation gave a value of -2.17 x 10"" Ak/k/°C.
Reasons for this large discrepancy are discussed in the next section.
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4. Discussions of liesults

It can be seen from Table 3 that U-238 makes the dominant contribution
(94.3 percent) to the Doppler coefficient. The overall Doppler coefficient
as a function of energy is shown in Figure 1 as computed by RABBLE and MC^.
Also shown in the figure is the flux per unit lethargy as computed by the
MC^ code. Figure 1 shows that for the fuel rod composition used in this
study the majority of the Doppler coefficient arises in the vicinity of
the sodium resonance at 2.85 KeV. Above the peak of the sodium resonance
the cross sections computed by RABBLE and MC^ are in close agreement at
both the temperatures considered. There is, however, a considerable
difference in the Doppler coefficient which can be attributed to the
more accurate treatment of resonance capture, in the unresolved resonance
region j as computed by the RABBLE code through the use of statistical
resonances. It was observed that the p-wave neutrons made a 50 percent
contribution to the capture cross section for U-238 in the unresolved
resonance region but their contribution to the ^ppler coefficient was
only 10 percent in the unresolved resonance region and 2 percent overall.
It is concluded that because of their small importance the treatment
of p-wave resonances in the MC^ code is adequate. It may be true,
however, that the Doppler broadening of p-wave resonances makes a
significant contribution to the Doppler coefficient at lower fuel
temperatures, as for example the measurement of the Doppler coefficient
in a critical assembly.

Below the peak of the sodium resonance large differences in the
calculated Doppler coefficients between RABBLE and MC^ are observed
(see Figure 1) . It would be expected that the two calculations would
agree in this energy range due to the dominance of U-238 for which the

resonance parameters are resolved. Identical resonance parameters were
used for U-238 in this energy region for both calculations. Part of this
discrepancy can be explained in terms of the spatial dependence of the

neutron slowing down source which is not precisely treated in MC^. The
spatial dependence of the slowing down source in MC^ is treated through
an equivalence relation but is treated exactly, within the framework of

integral transport theory, in the RABBLE code. The slowing down source

in the fuel is greatly affected by the large sodium resonance in the

region external to the fuel. The effect of the equivalence relationship
in MC^ in the vicinity of the sodium resonance is to increase the effective
potential scattering cross section, decrease the resonance self shielding
and diminish the Doppler effect in a particular energy group. The slowing
down source in the fuel is greatly affected by neutrons scattered in the

sodium resonance, external to the fuel region, which then enter the fuel

region at a lower energy. This spatial effect cannot be adequately treated
by an equivalence relationship, especially when the fuel region produces

a scattering source which is a rapidly varying function of energy. It is,

therefore, possible that the differences in the Doppler coefficient below
the peak of the sodium resonance can be attributed to the differences in

the treatment of neutron slowing down in the respective codes.
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In addition, there will be other, but smaller, effects which could
contribute to the differences in the calculated Doppler coefficient for
the two methods. These effects are the use, in the MC^ code, of the
narrow resonance approximation and the overlap of the resolved resonance
region for U-238 with the unresolved resonance regions of Pu-239 and
Pu-240. Of particular importance is the better treatment of Pu-239 and
Pu-240 in the RABBLE code through the use of statistical resonances.

It can be seen from Table 3 that Pu-240 has a small but positive
Doppler coefficient. This can be explained by the fact that because
of its low concentration the increase in the capture cross section
is more than offset by the decrease in the flux at the higher temperature.
A similar effect is also seen in iron, carbon and sodium where the cross
sections are independent of the fuel temperature.

5. Conclusions

Calculations of the Doppler coefficient in liquid metal fast
breeder reactors, in which a major part of the Doppler coefficient arises
in the vicinity of the sodium resonance at 2.85 KeV can only be made
with confidence when a spatial treatment of the slowing down source
is used. P-wave effects make only a very small contribution to the
overall Doppler coefficient at temperatures in the vicinity of 1000°K,
but a significant contribution to the capture and fission cross sections.
Tlie statistical method for constructing resonance parameters in the
unresolved resonance region is important for tlie accurate prediction of
the Doppler coefficient in the unresolved resonance region.

It is very difficult to separate out the individual effects arising
from the use of the narrow resonance approximation, limited resonance
overlap effects , the neglect of interference scattering in the unresolved
resonance region and the uniform spacing of resonance levels in the
unresolved resonance region, but these effects must be investigated in
detail in future work.

3a



6. References

(1) P. H. Kier and A. A. Robba, "RABBLE, A Program for
Computation of Resonance Absorption in Multi-Region
Reactor Cells," ANL-7326 (1967).

(2) M. W. Dyos, C. R. Adkins and S. Dolinar, "Modifications
to the PSEUDO Code for the Construction of Statistical
Resonances in the Unresolved Resonance Region," WCAP-7130,
November 1967

.

(3) M. W. Dyos, "The Statistical Treatment of Resonance
Absorption in the Unresolved Resonance Region," invited
paper to be presented at Am. Nucl. Soc. Annual Meeting,
Toronto, June 1968.

(4) M. W. Dyos, "The Doppler Broadened Line Shape Function
for P-Wave Resonances," Trans. Am. Nucl. Soc., 264, 10,
June 1967.

(5) B. J. Toppel, A. L. Rago and D. M. O'Shea, "MC^, A Code
to Calculate Multigroup Cross Sections," ANL-7138, June 1967.

(6) W. A. Wittkopf, D. H. Roy and A. Z. Livolsi, "U-238 Neutron
Cross Section Data for ENDF/B," BAW-316, May 1967.

(7) P. Greebler, P. Aline and B. Hutchins, "Evaluation and
Compilation of Pu-239 Cross Section Data for the ENDF/B
Files," GEAP-5272, December 1966.

(8) P. A. Pitterle and M. Yamamoto, "Evaluated Neutron Cross
Sections of Pu-240 for the ENDF/B Files," APDA-TM-43,
January 1967.

(9) W. M. Manning and S. Lawroski, "Reactor Development Progress
Report, September 1967," ANL-7382 (October 1967).

(10) J. M. Otter, "Calculation of Pu-239 Resonance Cross Sections
Using Fission Widths from Channel Fission Theory," Atomics
International Report, NAA-SR-12515 (October 1967).

342



TABLE 1. ENERGY RANGES AND ISOTOPES FOR WHICH STATISTICAL
RESONANCES HAVE BEEN CONSTRUCTED

ANGULAR
MOMENTUM ENERGY NUMBERISOTOPE
AND SPIN RANGE OF
(i .J) (KeV) RESONANCES

U-238 (0,1/2) 3 . 9-15 .

0

607
U-238 (1,1/2) 3 . 9-15 . 0 597
U-238 (1,3/2) 3 . 9-15 . 0 1213

Pu-239 (0,0) 0. 292-3 . 0 313
Pu-239 (0,1) 0.298-3 . 0 863
Pu-240 (0.1/2) 0.679-15.0 891
Pu-240 (1,1/2) 0.679-15.0 883
Pu-240 (1,3/2) 0. 679-15.

0

1483

TABLE 2 DETAILS OF FUEL CELL FOR DOPPLER COEFFICIENT CALCULATIONS

OUTER RADIUS (CM.

)

C (Atoms /barn-cm .

)

Na . (At oms /barn- cm .

)

Fe (Atoms/barn-cm.)
U-238 (Atoms/barn-cm.)
Pu-239 (Atoms/barn-cm.)
Pu-240 (Atoms/barn-cm.

)

INITIAL TEMPERATURE ("K)
FINAL TEMPERATURE (°K)

REGION 1

0 .3124
0.0095

0.0077
0.0014
0. 0004

1000
1560

REGION 2

0. 4826

0. 0124
0. 0091

750
750

TABLE 3 FRACTIONAL CONTRIBUTIONS TO THE DOPPLER COEFFICIENT

ISOTOPE FRACTIONAL CONTRIBUTION TO THE
DOPPLER COEFFICIENT

U-238 s-wave -0.925
U-238 p-wave -0.018
Pu-239 -0.092
Pu-240 s-wave +0. 010
Pu-240 p-wave +0. 001
Fe +0. 020
Na-23 +0.004
C 0 . 0
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INFLUENCE OF NEUTRON DATA IN THE DESIGN
OF OTHER TYPES OF POWER REACTORS*

A. M. Perry-

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

ABSTRACT

The effects of cross-section imcertainties on estimates of breeding
performance and of power cost for a molten- salt breeder reactor are shown

to be small. Uncertainty in breeding ratio due to cross-section tm-
certainties is less than ±0.02, and the uncertainty in power costs is less
than ±0.03 mills/kwhr(e) . Similarly small effects are shown for the high-
temperature gas-cooled reactor. The need for further refinements in

nuclear data is related primarily to the calculation of temperature coef-

ficients of reactivity.

1. INTRODUCTION

I have been asked to remark on the influence of nuclear data in the

design of "other power reactors" — that is, other than fast breeder
reactors and water-moderated thermal reactors. I take this to mean the
impact on reactor design and economics of uncertainties in neutron cross
sections; and among other power reactors, I shall direct your attention
primarily to two thermal reactors operating on the thorium- ^-^-^U fuel cycle,
namely the molten- salt breeder reactor (MSBR) and the high-temperature
gas-cooled reactor (HTGR).

In considering the effects of cross-section uncertainties on reactor
design and performance, a distinction must be made among (a) those effects
which become apparent in operation of the first fuel loadings of the first
reactors, and for which adjustments can be made in subsequent fuel loadings
of the same reactors; (b) those effects which, though apparent in operation
of the first few reactors, can only be allowed for in the design of sub-
sequent reactors; and (c) those effects which, following more or less in-
evitably from the facts of nature, will continue to influence the eco-
nomics of nuclear power in future generations of reactors. While the first
two classes of effects are of some economic importance in the short run,

it is the last class which appears to involve potentially very large sinns

of money. It is easily seen, for example, that a difference of 0.01
mills/kwhr(e) represents a cost difference of $70,000/year for a single
1000 Mw(e) reactor operating at a plant factor of 0.8. Continuing this
line of reasoning, with the help of current estimates of future nuclear-
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electric capacity in the United States, one finds that a difference in
power cost of 0.01 iiiills/kwhr(e) implies a cost differential of $5 million
per year by 1975; $20 million per year by 1985^ a-nd perhaps $8o million
per year by the year 2000, with a cixmulative cost differential by the year
2000 of nearly $1 billion. I think it would be a mistake, however, to
conclude from this sort of exercise that an uncertainty of 0.01 mills/
kwhr(e) in predicted power cost, associated with neutron cross-section un-
certainties, represents a potential saving of this magnitude to be real-
ized by improving the accuracy of cross-section measurements. In the first
place, improved values of cross sections may lie on either side of the
present most-probable values. Secondly, the cross-sections themselves are
not uncertain — only our knowledge of them is; and to the extent that the
design parameters (though not the calculated power cost) of a fully op-
timized reactor are insensitive to small variations in assumed cross-
sections, the true cost cannot be altered by refining the nuclear data.

Nonetheless, since both the AEG and the power companies, as well as

reactor designers, must make decisions based in part on estimates of power
generation costs, it may still be of interest to see what uncertainties in

reactor performance and in cost of power are associated with present un-
certainties in nuclear data.

The cost of power is customarily divided into capital costs, rep-
resenting the fixed investment in plant, the more-or-less fixed operating
and maintenance costs, and the fuel-cycle cost, which is roughly pro-
portional to the amount of energy generated. The elements of the fuel
cost, all of which are in some degree sensitive to nuclear data, are the
inventory costs, i.e., the carrying charges on the value of fuel materials
allocated to the plant, the costs of fabricating, shipping, storing, and
reprocessing the reactor fuel, and the cost of the fuel materials consumed.
Fabrication and processing costs, per unit energy generated, are essen-
tially inversely proportional to the amount of energy extracted from each
fuel element before it must be discharged from the reactor. Although in

some types of reactors the limiting exposure of fuel is determined by
physical properties and radiation damage, rather than by nuclear reactivity,
one in any case designs a reactor to minimize the excess reactivity in-

vested, and therefore an error in predicting the fuel reactivity as a

function of exposure may result in early discharge of the fuel, and in
higher fabrication and processing costs. However, the economic penalty
associated with such an error should be confined to the first few cores,

since adjustments in fuel loading would be made in subsequent cores to

achieve the desired exposure. Such adjustments do, however, influence the
amount of fissionable material allocated to the plant, and hence the in-

ventory cost. The burnup cost, finally, varies linearly with the con-

version ratio, and is given (for a net electrical efficiency of 0.^5) "by

= 0.1 c(l+a)(l-B) mills/kwhr(e) ,

where c is the value of the feed material ($/g), a is the average capture/
fission ratio of the fissile material in the core, and B is the conversion
ratio. If B is greater than unity, Cg is a production credit.
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Effects of cross-section uncertainties on capital costs are less

easily identified, but may, for example, include the following:

a) The excess reactivity of the loaded core may be somewhat greater
than anticipated. Allowance for this possibility must be made in the

design, and may involve a slightly greater control capability than would
otherwise be necessary. In addition, deeper insertion of control rods may
influence the power distribution, implying slightly conservative design
with respect to the average power density. Alternatively, flexibility in

the initial loading may be provided, perhaps involving small additional
expense in first-core fabrication cost or in additional power outage for
refueling operations.

b) Power-density distributions in large cores are very sensitive to
local variations in reactivity. Allowance for cross-section uncertainties
may require conservative thermal-hydraulic design of the core, or (as is

more likely) may require provision for very close monitoring of the power
distribution and for adjusting local reactivity by fuel management,
control-rod manipulations, or both.

c) Large cores also exhibit a tendency toward unstable flux oscil-
lations, which also requires monitoring and control capabilities, to an
extent which depends fairly strongly on the temperature coefficients of
reactivity. These, in turn, may be subject to some uncertainty as a

result of cross-section uncertainties. Here again, it is primarily the
complexity of the flux- sensing and control devices that may be affected.

d) Shielding calculations may be subject to appreciable error be-

cause of uncertainty in secondary gamma-ray production by neutron capture
in various components of the reactor and shield, leading to the need for
additional conservatism in design.

e) Neutron activation of various components, and subsequent handling
problems, can be affected by cross sections of minor constituents or trace
elements whose cross sections are not well known.

2.imUMCE ON PUEL-CYCLE ANALYSIS

With these qualitative effects in mind, we turn first to an evaluation
of the uncertainties in fuel-cycle analysis for the MSBR and the HTGR that
are attributable to cross-section uncertainties. The analysis of these
effects for the MSBR was performed at the Oak Ridge National Laboratory,
while most of the information relating to the HTGR was kindly furnished
by H. B. Stewart of Gulf General Atomic, Incorporated. In each case, the
procedure used was to carry out equilibrium fuel- cycle calculations with
the best available cross sections, and to repeat these calculations with
perturbed cross-section sets representing what we believe to be the prob-
able errors in each important cross section. The perturbations were
applied taking one nuclide at a time, and in each such calculation the
fuel concentration was adjusted to maintain the optimum fuel exposure.
This allows for the sort of adjustment in fuel loading that could be made
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immediately in the MSBR or in subsequent core loadings for the HTGR. It
also allows for such secondary effects as shifts in neutron spectrum,
changes in ^-^^u/^^-^U absorption ratio, changes in ^^^U absorptions,
changes in the amount of fuel available for recycle, etc., all of which
may follow as a consequence of the altered cross sections.

The use of equilibrium fuel- cycle calculations for this purpose is
justified by the fact that in both reactor types the fuel cycle, even
though started up with ^-^^U (or Pu), approaches equilibrium composition in
about 5 years

.

3. Molten-Salt Breeder Reactor

For purposes of the present discussion, a brief and quite general de-

scription of the MSBR concept should suffice. It is a graphite -moderated
reactor, operating on the thorium-^^-^U fuel cycle. Fuel, as UF4, and
fertile material, as ThF4, are dissolved in a molten mixture of LiF and
BeFg which circulates through the reactor core and through external heat
exchangers. The UF4 and ThF4 may be carried in the same salt stream, as

is the case in the concept currently under most active study at OREL, or
in separate salt streams. In the latter case, the fertile stream also
surrounds the core on all sides as a blanket region, reducing the loss of
neutrons by leakage to a very low level. In either case, addition of fuel
and removal of fission products are performed continuously by circiilating

a small portion of the main salt stream to chemical-processing equipment
which is an integral part of the reactor plant. Typically, about five
fuel inventories would be processed for fission-product removal in the

time required to burn up one inventory, so that fission-product poisoning
is small. In addition, processes appear to be available for removing Pa
from the salt stream on a much faster cycle, i.e., less than 5 days.

Detailed neutronic calculations show that the breeding capabilities
of the two concepts are very similar, and a choice between them will be
based primarily on engineering and chemistry considerations, rather than

on differences in neutronic behavior. A summary of important MSBR charac-

teristics is shown in Table 1.

The distribution of neutron captures is very nearly the same in either
MSBR design. The distribution shown in Table 2 is for a two-stream re-

actor, and gives an indication of the relative importance of various neu-
tron absorbers. The figures are normalized to one absorption in fissile
uranium (^-^-^U + ^-^^U) and hence give directly the loss in breeding ratio
associated with captures in any element. (The excess of neutron pro-
ductions over neutron absorptions shown in Table 2 is not a consequence
of poor convergence in the equilibrium fuel-cycle calculation, but rather
of the fact that the FLIP/FLOP two-dimensional synthesis used in these
calculations, while accounting for neutron absorptions in the axial
blanket, neglects neutron productions in that region — an error of approx-
imately 0.2^ in the neutron balance. This leads to an underestimate of
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Table 1. Selected Characteristics of MSBR

Two-Streams One -Stream

Reactor power, Mw(e)
Core height/diameter, ft
Power density, kw/llter
Specific fissile Inventory, kg/Mw(e)
Breeding ratio
Annual fuel yield, /^/yr

Fuel doubling time, yr
Fuel-cycle cost, mills/kwhr( e)

250^ 1000
10/8 ik/ik
ko ko
1.0 1.0
1.07 1.07

5 5
ih ih

0.5 0.3^.5^

One of four reactors In a 1000 Mw(e) station.

^No reliable estimates of fuel processing cost are
available as yet for this concept.

Table 2. Typical Neutron Balance - MSBR

Nuclide Absorptions Productions

233u 0.9262 2.0753
235u 0.0758
232r[ih 0.9880 0.0040
234u 0.0795 0 . 0010
233pa 0 . 0005
236u 0.0078 0.0001

237NP 0.0007
^Ll 0.0070
"^Ll 0 . 0255
Be(n,7) 0.0050
Be(n,a) o.ooii9

Be(n,2n) 0.0150 0.0260
F(n,7) 0.0225
F(n,a) 0 . 0100
Graphite 0 . 0^41
Xe 0.0050
i^^Sm 0 . 0076
isism 0.0022
Other fission products 0.0171+

Delayed neutrons 0.0050
Structure 0 . 0015
Leakage 0.0059

2.2^67 2.2518
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~0.005 in the breeding ratio. This limitation of the synthesis procedure
is being eliminated in a new version of the program.

)

Because of the operating flexibility of fluid fuel reactors, which
allows criticality to be maintained by adjustment of fuel concentration,
we are not primarily concerned with the problem of maintaining criticality
per se. We are concerned instead with the fraction of source neutrons
that is available for absorption in fertile materials, and with the un-
certainty in this fraction arising from uncertainties in nuclear data.

There are, in fact, comparatively few nuclides in the MSBR for which
cross-section uncertainties lead to appreciable uncertainty in the breeding
performance of the reactor, and ^^^U is the only nuclide whose cross

-

section uncertainties produce as much as 0.01 "uncertainty in the breeding
ratio. Here the important quantity is the average value of t], averaged
over the entire reactor spectrum. This quantity may be uncertain for at
least three reasons: (l) the value of x] at 2200 m/sec, T|Q,'is uncertain
by perhaps as much as l/2^, (2) the variation of t), relative to t]q, as a

function of energy in the range below 0.5 ev is not known well enough to

establish x]/ r\Q (in a thermal spectrum with kT ~ 0.1 ev) to better than
1/2^, and (5) T\ in a i/e spectrum above O.5 ev is subject to an uncertainty
of about 1%. Altogether, we estimate that these independent uncertainties
produce an overall uncertainty in ti(^^"^U), in a typical MSBR spectrum, of
about ±0.012, which is by far the largest single contributor to the un-
certainty in the neutron balance and hence in the power cost.

The value adopted for tIq, i.e., 2.293 ± 0.01, is somewhat higher than
that recommended by Westcott et al. [1] {2.28k- ± O.OO8). We believe that
the absolute measurements of rjo made by J. R. Smith [2], which were
reported as very tentative at the time of the Westcott evaluation should
now be given greater weight.

The ambiguity in the epithermal t] is, fortunately, not so significant
now as it has been until recently. The ambiguity arose from a discrepancy
that appeared to exist between average epithennal a A^alues as deduced from
differential fission and total cross section measurements on the one hand,
and from direct integral measurements of a on the other hand. The dif-
ferential measurements yielded a value of a [3]^ averaged over a i/E
spectrum above O.5 ev, of about O.23. This value is subject to appreci-
able uncertainty, however, because cr^ must be deduced by subtraction of
0"^ and 0"g from the measured (Tiji. Furthermore, an adequate statistical
analysis of the probable error in a, as derived from the differential cross
sections, has not been made. The integral a measurements are performed by
measuring the ^^*U and fission-product concentrations in irradiated ^-^^U

samples. Results of the three most recent measurements of this type are
as follows

:

Halperin a
Esch and Feiner a
Conway and Gunst a
Average a

0.171 ± 0.017 Ref. [k]

0.175 ± 0.008 Ref. [5]

0.175 ± 0.006 Ref. [6]

0.175 ± 0.005
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We believe that the close agreement among these independent measure-

ments and the inherently greater accuracy of the direct integral a
measurement support the lower value of a in the epithermal energy range.

Recent work by L. W. Weston et al., of ORNL, and R. W. Ingle et al.^

of RPI, using the RPI Linac, has provided simultaneous fission and capture
cross-section measurements over the energy range 0.02—1000 ev [7]. An
average a(X).5 ev) may be deduced, primarily from these measurements,
which is in much better agreement with the integral measurements, i.e.,

0.183 ± 0.017. We somewhat conservatively assign a value of O.I8 ± 0.01,

recognizing that there may still be unknown systematic errors in either
method. It may be noted that an imcertainty of 0.01 in a(>0.5 ev) gener-
ates an uncertainty of about O.OO6 in the breeding ratio, for a typical
MSBR configuration.

A similar discrepancy between differential cross-section measurements
and direct a measurements in the epithermal region has existed for ^^^U.
Recent a values deduced by de Saussure, Gwin, and Weston [8] from their
measurements of fission and capture cross sections for ^-^^U are in much
closer agreement with the integral a measurements for ^^^U than any values
previously derived from differential cross-section measiirements , and we
believe that this troublesome discrepancy is essentially resolved.

In addition to the related uncertainties in -q and in a, there is also
an uncertainty in the value of = t](1 + a). This is not of any direct
consequence in the subcadmium energy range, since t] is an independently
measured quantity. In the epicadmium range, however, t] is deduced from Ot

and V} and must reflect uncertainties in both of these quantities. It is

difficult to assess the -uncertainty in v because of what appear to be
systematic discrepancies between determinations by various methods. None-
theless, we presently believe it is unlikely that v lies outside the range
2.50 ± 0.01, including delayed neutrons. The combined effect of the un-
certainties in a and in v is an uncertainty of about 1^ in r), in the
energy range E > O.5 ev.

Uncertainty in the value of t] averaged over the thermal neutron
spectrum is important because ~70^ of the absorptions in ^-^-^U occur in the
subcadmium neutron range. Direct measurements of ri(E)/T)(0.025 ev) have
been made by several investigators since the early 1950's. The existing
measurements are not in good agreement with each other or with values de-
duced from differential cross section measurements, nor do they have the
very high precision required to determine <t]/ T]o>avg '^o an error as small
as that in r\Q itself [t]q = t]( 0.025 ev) ]

.

The problem is illustrated by the data shown in Fig. 1, where the
open symbols (and the black symbols below 0.1 ev) represent direct relative
T] measurements, normalized to

Tii
= 2.293 in "the range 0.01 to O.O7 ev,

while the black symbols above 0.1 ev are deduced from rj - 2.50/(l + a),
with a taken from the fission and capture cross-section measurements of
Weston et al. Results of other similar measurements, not shown in Fig. 1,
exhibit considerably more scatter, especially above 0.2 ev. Equally
important, there has been until recently considerable ambiguity about the
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depth and location of the dip in t] between 0.1 and 0.2 ev. Here again,
the measurements of Weston et al. have appreciably reduced the imcertainty
in ri(E) below 1 ev, although the points shown represent preliminary un-
published data, which are still subject to possible revision. With these
recent developments, it does not appear that the value of r\, averaged over
an MSBR spectrum below 1 ev, is uncertain by more than about ±0.012,
excluding the uncertainty in t)q, or about ±0.015 including the uncertainty
in -Qq. Small as it seems, this remains the principal source of imcertainty
(~ ±0.012) in the breeding ratio of an MSBR so far as cross sections are
concerned.

The ^^^U cross sections are known with about the same precision as
those of ^"^^^U, but are of far less importance, since less than 10^ of the
fissile-material absorptions are in ^^^U.

Uncertainties in cross sections of ^-^'^U and ^^^U are of minor con-
sequence, since these materials reach equilibrium concentrations rather
quickly. The ^^"^U is a fertile material, while ^'^U is a poison. The
equilibrium absorption rate in each depends primarily on the capture-to-
fission ratio of the fissile precursors, ^^^U and ^-'^U; however, there is

some small dependence on the ^^'^U and ^^^U cross sections because some of
the material is extracted from the fuel stream, along with the fissile
isotopes, as excess production.

One of the most abundant materials in the MSBR, and one of the most
important parasitic neutron-absorbers, is fluorine. As is true of other
light elements, the resonances of fluorine are predominantly scattering
resonances, and the radiative capture widths are diffic\ilt to determine
accurately. The capture widths are not known to better than t^O'fo, and the
high-energy (n,a) cross sections are equally uncertain. These uncertain-
ties affect the estimated breeding gain to the extent of about 0.004;
while not large in an absolute sense, this is a non-trivial fraction of
the breeding gain, and it would further enhance our confidence in per-
formance estimates for molten-salt reactors to have improved accuracy in
these cross sections of fluorine. A more accurate determination of the
resonance capture integral would itself be an appreciable help in reducing
the limits of uncertainty in the fluorine absorption rate.

Uncertainties in remaining cross sections, including Li, Be, C, Pa,

and fission products, appear collectively to contribute an uncertainty in
breeding ratio of less than 0.01.

The effective cross sections of thorium may be subject to some un-
certainty, arising to some extent from imcertainties in resonance pa-
rameters, but primarily from methods of computation of resonance self-
shielding, and from variations in geometry of the salt passages. Vari-
ations and uncertainties in passage geometry may well contribute the
greatest uncertainty in thorium absorption rate. Further analysis of this
possibility is required, but is likely to lead to requirements on the
mechanical design of MSBR cores, rather than to the need for further meas-
urements of cross sections or resonance integrals. In any case, the
thoriiMi concentration in the salt can be adjusted within rather wide limits,
governed primarily by its influence on the melting point of the salt.

352



The various cross-section uncertainties that contribute at all sig-

nificantly to the uncertainty in the estimated breeding performance of the

MSBR are STunniarized in Tables 3 k for the heavy and light elements
respectively. Also shown are the corresponding uncertainties in fuel-cycle
cost. Both of these effects were calculated by performing complete equi-

librium fuel-cycle analyses for each altered set of cross sections. Thus
such secondary effects as changes in ^-^^u/^^-^U absorption ratio and in

^•^^U absorption rate, shifts in spectrum, and the small revisions in
fissile concentration required to maintain an optimum fuel processing rate

are all fully taken into accoimt.

Table 3. Effect of Heavy-Element Cross -Section
Uncertainties on MSBR Performance

Nuclide Q^antity
Assigned
Value

Assigned
Uncertainty

5BR
5FCC

[mills/kwhr( e)

]

233u ^0 2.293 ±0.010 0.008 0.013

~1 ±0.5/0 0.009 0.015

2.50 ±0.01 0.003 0.005

0.18 ±0.01 0.006 0.010

235u ^0 ±0.010 0.001 0.001

~1 ±0.5/0 0.001 0.001

V 2.43 ±0.01

0.50 ±0.02 <0.001 0.001

234u a
a

±10/0 <0 . 001 0.001

236u a
a ±15/0 <0 . 001 0.001

Since the uncertainties listed in Tables 3 and h are all independent,
we have combined them by taking the square root of the sum of the squares
as the overall uncertainty in breeding ratio or in fuel-cycle cost attrib-
utable to cross-section uncertainties. The resulting values,

[Z(5B)^]''^^ = 0.016

and

2 1/2
[E(5FCC).] =0.026 mills/kwhr(e) ,
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Table h. Effect of Light -Element Cross-Section
Uncertainties on MSBR Performance

Nuclide
Assigned Cross Section

5BPv
5FCC

"

Uncertainty^ ^ [mills/k"whr( e)
]

F(n,a) 0.003 0.005
F(n^7 ) ( resonance

)

+ 50— 0.002 0.003
E( Ti . T ) ( tHe yTnal ) +7 0.001 0 00?
Bef n .cy) ±10 0 . 001 0 OOP
Be(n,7), ±10
Be(n^2n) +15 0.002 0.003
^Li ±10 0.003 O.OOi^

C ±10 0.004 0.006
FP (thermal) ±10
FP (resonance) ±30 0.003 0.005

reflect primarily the uncertainty in the average thermal t] of ^^^U. (if
all the assessed cross-section uncertainties are added up in the same
direction, the res\iLt is Z(5B)j_ = O.O5 and Z(5FCC)-i^ = O.O8. We regard
this, however, as an extremely improbable combination of circumstances.)

In performing these calculations, as I remarked earlier, the fuel-
cycle calculations were repeated with altered cross sections, and with the
fuel processing rate held fixed at the optimum value for the nominal cross
sections. We have also attempted to reoptimize the reactor design with
the altered cross sections, taking all deviations in one direction, first
for the ^^-^U cross sections alone, and subsequently for all cross sections.
Though the optimization procedure is allowed to seek best values for such
diverse parameters as salt volume fractions in the core and blanket, salt
reprocessing rates, and several others of lesser importance, no significant
revisions of core design parameters or of reactor performance were foiond.

We conclude, therefore, that small revisions in nuclear data would not
appreciably affect reactor design, nor alter the conclusions listed in
Tables 3 and k.

While these uncertainties in breeding ratio and in fuel-cycle cost,

arising from uncertainties in nuclear data, are indeed small, the question
arises whether in the very long run the uncertainties in breeding per-
formance imply significant differences in the amount of natural uranium
that would have to be mined to maintain a fuel supply for a rapidly ex-

panding nuclear power economy. In order to get some insight into this
question, we have calculated the amount of uraniim that would have to be
mined to satisfy the fuel requirements for a particular postulated pattern
or reactor construction and operation. For this purpose, we suppose that
only water-moderated reactors would be built prior to 1975 ^ while there-
after molten- salt breeder reactors would begin to capture the market for
new reactors, giving rise to the curve of installed capacity vs time shown
in Fig. 2. (The total nuclear capacity projection shown is slightly more
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conservative than the one used in current AEC system evaluation studies',

iDut shovild serve well enough to illustrate the point.) In this analysis,
the Plutonium produced in the water reactors is assumed to he recycled,
while fissile material produced by the breeder reactors in excess of their
own requirements — if any — was made available to the water reactors as

needed.

We have performed this calculation for each of five cross-section
sets, e.g., the nominal set, two sets combining all favorable or all un-

favorable deviations of the ^-^-^U cross sections, and two sets combining
all favorable or all unfavorable deviations of the cross sections for all

nuclides. The results of these calculations are shown in Fig. 3, in which
the dashed line represents the cumulative U3O8 requirement for the water
reactors, while the solid lines represent the combined requirement for the

converters and the breeders.

Figure 3 shows that the long-term resource requirements for the
postulated mix of water reactors and MSBR' s could \iltimately differ by
more than a factor of two, if all the cross sections should differ from
the nominal values in the same direction and by the extreme amounts
represented by curves D and E. Thus, the uranium requirement could range
from less than 800,000 short tons of 11303^ representing an investment in

the neighborhood of $10 billion, to upwards of 2,000,000 tons of U3OS,
possibly costing $50 billion or more. However, even if the U3O8 price were
to rise to ^'^o/l'b, as suggested by the extreme curve E (corresponding to
an increment of nearly $10/g in the cost of enriched ^^^U), the additional
increment in the fuel-cycle cost for the MSBR (beyond the short term
effects already cited) would not exceed 0.10 mills/kwhr(e)

.

These calculations were performed several months ago, prior to our
most recent evaluation of the uncertainties in r\ for ^-^^U, and involve a
somewhat greater deviation of r\ from nominal than we presently think
likely, i.e., a deviation of +0.02^, on the favorable side, and —0.020 on
the adverse side, compared with the uncertainty of ±0.012 cited above.
Thus, curves D and E must be regarded as highly improbable combinations of
cross sections, and even curves B and C represent deviations in breeding
ratio greater than the combined statistical uncertainty of ±0.0l6 cited
above. This does not, of course, exclude the possibility that factors
other than cross se.ctions could cause additional deviations of the breeding
ratio from the calculated value.

4. High-Temperature Gas-Cooled Reactor

The effects of cross section imcertainties on estimated fuel-cycle
costs for the HTGR are quite similar to those already cited for the MSBR.
Both types of reactors have a graphite moderator, both are intended to
operate on the thorium-^^^U fuel cycle (though either may be started up
with Plutonium, and the HTGR could quite conceivably use a low-enrichment
uranium cycle), and both have well-thermalized spectra with about 70^ sub-
cadmium captures in the fuel. Since the HTGR has a conversion ratio less
than 1, enriched ^ssy

f-^g]L is required, along with recycled ^^^U, resulting
in a somewhat higher ratio of fuel absorptions in ^^^\J. The principal
differences in neutron balance between the two concepts are the absence of
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the Li and F (though not necessarily of the Be) from the HTGR, and the
much longer fuel exposure in the HTGR, resulting in greater fission-
product poisoning. In order to distribute fuel fabrication and reproc-
essing costs over as much energy production as possible, the HTGR tends
to operated most economically at a fuel exposure of about I.5 fifa
(fissions per initial fissile atom loaded in the reactor). This yields a

conversion ratio of about 0.8—0.85^ about 75^ of fuel absorptions are in

^-^^U, if the bred uranium is recycled. Thus, the importance of ^-^-'U and
^^^U cross sections in the HTGR is similar to their importance in the
MSBR.

Since the HTGR is a solid fuel reactor, the initial fuel composition
is fixed at the time of manufacture; hence the attainable exposure for the

fuel is subject to some initial uncertainty owing, in part, to cross-
section uncertainties. This effect, expected to be small in any event,
should be confined to early cores of the first reactors.

Perhaps the chief distinction between the HTGR and the MSBR is the

role played by fission products, which account for 0.10 absorptions per
absorption in fuel, excluding -"-^^Xe and '-'^^Sm, or O.I5 including Xe and
Sm. Greater attention must therefore be paid to the cross sections of the

various fission products.

Equilibrium fuel-cycle calculations have been performed by Gulf
General Atomic for a typical 1000 Mw(e) HTGR, allowing the cross sections
of the various nuclides present in the core to be perturbed one at a time
from their nominal values. The calculations were done for the partial
recycle mode in which bred ^^-^U is recycled once, but partially burned
^-^^U, containing most of the ^^^U in the reactor, is not recycled. The
separation is accomplished by incorporating fissile and fertile materials
in separate coated fuel particles in making up the fuel elements. Table

5 shows results obtained by Gulf General Atomic [10] for the effect on
fuel-cycle costs of individual cross-section uncertainties. The overall
uncertainty, obtained by taking the square root of the sum of the squares,
is only ±0.02 mills/kwhr(e), again a very small uncertainty compared with
other sources of uncertainty in calculating power costs.

To put these cost uncertainties in perspective, one may compare them
with some other sources of uncertainty.

A difference of $l/kw (e) in the capital cost ($1 million for a

1000 Mw(e) plant) corresponds to 0.02 mills/kwhr( e ) in the power cost.
(Capital-cost estimates customarily include a 10^ contingency, reflecting
an uncertainty of ~0.2 mills/kwhr( e) in power cost.)

A difference of l^/lO^ Btu in the cost of fossil fuels corresponds to
a difference of about O.08 mills/kwhr( e ) in the cost of power from a con-
ventional power plant. (The U. S. average cost for coal is around
2^^/10^ Btu, with costs deviating as much as 10;^ in either direction de-
pending on the location of the plant

.

)

A difference of $l/g in the price of ^^^U makes a difference of about
0.025 mills/kwhr(e) in the fuel bumup cost for a reactor with an electrical
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Table 5. Effect of Cross-Section Uncertainties
on Fuel-Cycle Costs for a Typical HTGR

Nuclide a,/a/
1 I

OU / V 6FCC

[mills/kwhr(e)
]

233ttU r\ '7)1U . f 4 u . u±p
235ttU vj . \J\J_J

n m Q in IS o noQ
236ttU u . uuo U . \J\J_)

135yoAe n n)iU . UH-^) 1 n pn n nni ^

iNCL ii PO

n m P. f 1 ol 0 nopp

n 01 pW • \JJ~i—. PO ^0 0.003
0.012
0 01 P

0^..011 20A5 0.0011
103^^ 0.010 5,10 0.0005

0.009 7,10 0.0009
Eu 0.008

Absorptions per neutron absorbed in fuel.

^The first figure listed is the percentage
uncertainty in the thermal cross section, the

second in the resonance integral.

Low-cross-section aggregate of remaining
fission products.

efficiency of 42^ and a conversion ratio of 0.8 — and a comparable ad-

ditional difference in the inventory charge.

A difference of 10^ in the estimated fuel fabrication and processing
costs corresponds to O.O3—0-04 mills/kwhr( e ) in fuel-cycle cost for a

typical HTGR, and about 0.02 mills/kwhr(e) for the MSBR.

OTHER EFFECTS OF CROSS-SECTION UNCERTAINTIES

It does not appear, therefore, that cross-section uncertainties are
an important source of uncertainty in the fuel-cycle cost, either for an
MSBR or for an HTGR.

Does this mean that improved cross-section information would be of
no value in the design of these reactors? I don't think so. It is true
that the selection of fuel design and of fuel- cycle parameters would be
very little affected by improved nuclear data. But there are aspects of
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reactor design where improved nuclear data, coupled with information from
other sources such as critical experiments, could help to reduce design
uncertainties and consequently to reduce the design margins necessary to
allow for such uncertainties. Several such aspects were mentioned in the
introduction. Chief among them are the various temperature coefficients
of reactivity, particularly those related to the thermal neutron spectrum
and to the Doppler coefficient of resonance capture in thorium.

The problem is illustrated by some calculations performed by Gulf
General Atomic for a typical HTGR spectrum. Figure h- shows several dif-
ferent assumptions on the energy dependence of r\ for ^-^^U in the energy
range below 1 ev. Curve A represents a data set in use at General Atomic
from 1962 to 1966, and was based on a multilevel fit for the low-lying
resonances. Curve B was based on all experimental data available up to

July 1967* Curve C takes strongly into account the recent unpublished
data of Weston et al. Since the thermal-neutron spectrum at operating
temperature has its peak at about O.I5 ev, it is easy to see that the rise
in Tj from O.I5 to about 0.^ ev can have an important influence on the
temperature coefficient. This is even more true at the higher temperature
of interest in the analysis of power transients. Figure 5 shows the re-

sults obtained by Gulf General Atomic for the average values of r) as a

f\inction of moderator temperature. Other things being equal, a change of
T\ of 0.01 over a 1000° temperature range would contribute about 5 X 10"^

5k/k/°C to the temperature coefficient. While not large, this is nonethe-
less appreciable compared with the expected magnitude of the temperature
coefficient.

It does not seem likely, in fact, that uncertainties in temperature
coefficients can be wholly resolved by probable improvements in cross-
section measurements, and much reliance will have to be placed in temper-
ature-dependent reactivity measurements. Measurements of this type, in-

volving various mixtures of C, Th, ^-^^U, and ^-^^U, are presently planned
for the High-Temperature Lattice Test Reactor at Pacific Northwest
Laboratories

.

In the MSBR, . since most of the energy from fission is deposited in

the circulating fuel itself, rather than in the graphite moderator, the

prompt temperature coefficient is dominated by thermal expansion of the

salt, rather than by shifts in the thermal neutron spectrum. Thus, the
effects just described, while present, are of relatively lower importance.

In summary, it does not appear that uncertainties in neutron cross-
sections can give rise to significant uncertainties in fuel-cycle per-
formance or in power cost, either for the MSBR or for the HTGR. Nonethe-
less, it would be helpful to the designers of these reactors to have
improved cross-section data for a few important nuclides.

For both reactor types, the cross sections of ^^-^U continue to re-

main the most important. Cross-section and r\ variations in the thermal
and near-thermal neutron energy range will continue to be analyzed
closely, in conjunction with temperature -dependent reactivity measurements
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For the HTGR^ cross sections of several of the fission-products
poisons, e.g., ^^^M, ^°^Rh, ^^^Cs, and especially ^'^'^Pm need to he known
with greater accuracy.

For the MSBR, the resonance (n,7) cross section and the high-energy
(n^a) cross section of fluorine partic\ilarly are needed to hetter accuracy.

Many of the effects of cross-section \mcertainties for the MSBR
were calculated by C . W. Craven, Jr. I am particularly indebted to
H. B. Stewart, M. K. Drake, and R. Traylor, of Gulf General Atomic, for
making available to me the results of their studies relating to the HTGR.
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EFFECTS OF CROSS-SECTION UNCERTAINTIES
IN COMPACT SPACE POWER REACTORS"

P. S. Brown, J. L. Watts, and R. J. Doyas
Lawrence Radiation Laboratory, University of California

Livermore, California 9A550

Abstract

The effects of cross-section uncertainties have been studied in com-
pact (20 kWe to 10 MWe) space power reactors. Three systems were con-
sidered having core sizes of 12, 78, and 525 liters and median fission
energies of 560, 380, and 200 keV, respectively. Each core contained UN
fuel, W-Re-Mo alloy cladding, and Li coolant within a Ta pressure vessel
and BeO reflector. The cross sections of each material were perturbed
10%, and downscatter terms of each scattering matrix were increased 50%.
Reactivity effects were computed for these perturbations with the ZOOM
diffusion code with tight convergence. The size of perturbations was var-
ied to demonstrate linearity. Because of hardness of the spectra, the per-
turbations had significant effects only above 10 keV. The additivity of

groupwise and materialwise cross-section changes was examined to deter-
mine interaction between the various perturbations. Calculations were
done to determine the sensitivity of the spectrum shape, fission ratios,

reactivity worths, and neutron lifetime to cross-section uncertainties, and
to evaluate whether measurement of such parameters in critical experi-
ments can be useful in testing cross-section data.

1. Introduction

Lawrence Radiation Laboratory is studying several space reactor
designs with power levels ranging from 20 kWe to 10 MWe. Because of

low allowable burnups, operational reactivity losses will be small; hence,
it is not planned to provide much variable reactivity control, possibly as
little as 1%. The amount of shim reactivity that can be provided may be
limited, and it is therefore desirable to predict criticality to high accura-
cy. In fact, it appears that some of the smaller systems may be critical-

ity limited, even with fully enriched u2 35 fuel. This study was undertaken
to determine how cross -section uncertainties affect the neutronics of the
reactors under consideration.

Core volumes differ by more than an order of magnitude among the
various systems. It is therefore necessary to study a range of core sizes.
Three reactors were considered in this study (Table I). Each contains UN
fuel, clad with an alloy of 45a/o tungsten, 2 5 a/o rhenium, and 30 a/o moly-
baenum. The cylindrical cores are contained in tantalum pressure vessels
and are reflected radially with BeO, 5 cm thick. Lithium is the coolant.

2. Method

Reactivity and other effects were evaluated by comparing tightly

converged ZOOM [1] computations using perturbed and unperturbed cross
sections. ZOOM is a diffusion code that was found to calculate values of

keff differing from transport results by only a few percent, even for the
smallest system considered. It was estimated that ZOOM would be suffi-
ciently accurate for calculating the various effects of cross-section

'''Work performed under the auspices of the U. S. Atomic Energy Com-
mission.
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perturbations, including those involving changes in leakage.

The following cross-section perturbations were made: 10% reduc-
tions in a^, Of, V, and the average cosine of the scattering angle Ji; 10%
increase in Oq, and a 50% increase in the off-diagonal terms of the trans-
fer matrix /Ji->j (balanced by a decrease in the diagonal term to pre-
serve normalization to unity). When smaller perturbations were made,
the results were found to be quite linear, thus permitting interpolation for
smaller changes and extrapolation for reasonably larger changes. The
cross sections were obtained from the Howerton Evaluated Library [2] and
were weighted into the 16-group Hansen-Roach [3] structure using a single
fast reactor spectrum typical of the three reactors.

The additivity of groupwise and materialwise perturbations on a giv-

en cross section was generally found to be quite good (~10%). Likewise,
the additivity of perturbations among the different cross sections was
found to be good even when all the cross sections were perturbed simul-
taneously. The major non-additive effects were encountered when down-
scatter was increased 50%, thereby affecting the shape of the spectrum
appreciably.

3. Results

Space does not permit listing the individual effects of cross section
perturbations in each material. However, the reactivity effects of per-
turbing the macroscopic cross sections over the entire energy range are
given in Table II. The trends are as expected, the effects of AZ) being
greatest in the large reactor with the softest spectrum and the effects of

ASg and A/u being greatest in the small reactor with the highest leakage.
The iJ-y-^A perturbation may have a positive or negative effect, as explained
below. ^

The energy dependent effects of the above macroscopic perturbations
are given in Table III. Owing to hardness of the neutron spectra, the
lower eight groups contributed negligibly to the neutron balance, and cross
section perturbations had appreciable effects only above about 10 keV.
Hence, only the upper eight groups are listed. The results have been
divided by the group lethargy widths to provide a better picture of the
energy trends. The trends are consistent with what might be expected
from perturbation theory expressions, and from the behavior of the reg-
ular spectra (Fig. 1) and adjoint fluxes (Fig. 2) in the three reactors.
The groupwise reactivity effects of correspond approximately to the
shape of (/)(u), with the importance of the lower groups enhanced by the
increase of with decreasing energy. Two peaks in the Ay and AZ;^ val-
ues are evident in the larger reactors, one corresponding to U^^^, the

other to U^SS fissions. The reactivity effects of A2g are generally posi-
tive because of a decrease in leakage. However, in some groups the

Akgff is negative since increasing the value of 2g increases the scatter of

neutrons to an energy of lower importance. The negative result occurs
in more groups in the large reactor, where the leakage is relatively small
and the adjoint spectrum decreases more rapidly with decreasing energy.
The reactivity effects of increasing the /Ji_>-j from each group i are posi-
tive or negative, depending upon the sign and relative magnitude of the

difference (<^j" - 0p for downscatter to group j. Because of the adjoint
spectrum shapes, the total effect (all groups i at once) can be positive or
negative (Table II). The effects of perturbing ju are especially big in the
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upper groups where the scattering is highly anisotropic.

Estimates have been made of the actual cross-section uncertainties
and their possible effects. It appears that over the energy range of im-
portance in the three reactors, representative pointwise uncertainties for

these materials are of the order of ±20% in a^, ±2% in v, ±3% in of, ±20%
in Qg, and ± 30% in JI. In regard to uncertainties in energy transfer, it is

estimated that the Aid- - is about ±10% for elastic scattering (correspond-
ing to the ±30% uncertainty in JI). For inelastic scattering, a ±50% un-
certainty in nuclear temperature 0 is assumed. Hand perturbation calcu-
lations have shown that a 50% decrease in G produces almost the same
reactivity effect as a 50% increase in the inelastic in the small reac-
tor, and the same effect as a 6% increase in /Ji->j in thi large reactor.
The reason for the different relationship between A9 and Aiu^_^- in the two
reactors is attributable to the different adjoint spectrum shapes.

Using the above representative uncertainties, the absolute values of

all groupwise and materialwise effects have been added to give a maximum
effect for each cross section and for all cross sections combined (Table
IV). It should be noted that in Table IV, inelastic scattering accounts for

over 80% of the uncertainty in A^i->j in the large and medium reactors, and
about 65% in the small reactor.

The results in Table IV are rather extreme and unrealistic in that

no credit has been taken lor cancellation of effects among the materials,
different cross sections, or energy groups. Assuming no correlation of

effects among materials, cross sections or energy groups, and assum-
ing the groupwise and pointwise cross section uncertainties to be the

same, the individual groupwise and materialwise reactivity effects have
been statistically averaged by taking the square root of the sum of the
squares (Table V). In reality it is not legitimate to take so much credit
for cancellation of effects, since some compounding of errors should
occur because of normalization of cross section data amongst materials
and between different cross sections, or incorrectly normalizing a cross
section curve at a particular energy. On the other hand, the uncertain-
ties in group cross sections should be smaller than the pointwise uncer-
tainties. The approach one uses to characterise such uncertainties is

highly subjective, and if desired, the results in Table V can be scaled up
or down for other assumed uncertainties. The uncertainties used in

Tables IV and V are representative of the "average" uncertainties that

might be encountered for the materials considered. Admittedly, it would
be better to estimate the uncertainty at each energy for each material
cross section; however, the amount of labor involved would be about as
great as that in setting up an evaluated library.

Several conclusions may be drawn from Table V. First, none of

the reactors is particularly sensitive to uncertainties in the downscatter
matrix. This is not surprising since the adjoint spectra do not vary
much over the energy range of importance in the three reactors. When
the results are treated statistically, inelastic scattering accounts for
about 97% of the uncertainty in ld:_^- in the small and medium reactors
and 71% in the large reactor. The biggest source of uncertainty in the
small reactor is scattering (a leakage effect). The biggest source of un-
certainty in the medium and large reactors, which have softer spectra
and a higher concentration of materials which capture neutrons, is cap-
ture. The uncertainty in kgff resulting from the combined estimated
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cross section uncertainties is about ±2% for all three reactors (or ±4%
within 95% confidence limits). A considerable improvement in the accu-
racy of the cross section data would be needed to reduce the uncertainty
in a calculated ^Qff to below one percent, irrespective of uncertainties
from computational methods.

The signs of the macroscopic changes described above (Table II)

were chosen to produce softer spectra. The resultant effects of these
changes on median fission energy (MFE) are given in Table VI. It is ap-
parent that large perturbations in scattering (2^ and Mj[^-j) have an appre-
ciable effect on the spectrum. Fission ratios were also found to be very
sensitive to these perturbations, with the various threshold fission ratios

changing by 20 to 40% when all the reactor cross sections were simulta-
neously perturbed. If actual cross section uncertainties are used and
allowance is made for cancellation of effects, the sensitivity of the fis-

sion ratios (and MFE's) will be appreciably less. Their measurement
could, however, be used to verify that gross errors in the cross section
data (particularly inelastic scattering) do not exist. It is interesting to

note that with all cross sections (except y) perturbed as in Table VI, the

reactivity effects in the small, medium, and large reactors are only
0.002, -0.0137, and -0.0424, respectively. Thus, although the spectrum
may be in considerable error, the value of kg££ is changed only a small
amount.

The uncertainty in neutron lifetime i resulting from the combined
estimated cross section uncertainties (Table V) is less than ±5% for the
three reactors. This uncertainty is small compared to the disagree-
ments that are usually reported for fast reactor lifetime measurements,
possibly because this study deals with thinly reflected systems. The
main change in Jl comes from Oq uncertainties in the small reactor (a

leakage effect), from and uncertainties in the medium reactor, and
from Oq uncertainties in the large reactor. Uncertainties in energy
transfer appear to have relatively little effect on i.

The reactivity worths of various materials were found to be very
sensitive to spectrum changes resulting from cross section perturbations
in the reactor materials, as well as to perturbations in the cross sections
of the reactivity samples themselves. It will be very difficult to deter-
mine whether the discrepancy between calculation and experiment is due
to an incorrectly calculated spectrum or to sample cross section errors.
Furthermore, if the error is definitely due to sample cross sections, it

may be impossible to determine which cross sections are incorrect, ex-
cept for a few cases in which one cross section contributes almost en-
tirely to the reactivity worth (e.g. a strong absorber or fissile material).

4. Conclusions

Some of the major conclusions to be drawn from this study are:

(1) Using "estimated" cross-section uncertainties, the value of kg|-£ can
be calculated on the average to about ±2% for these small systems; (2)

Cross-section uncertainties below about 10 keV have negligible effect;

(3) The primary sources of error are scattering in the smaller systems
and capture in the larger systems; (4) Because of flatness of the adjoint

spectra, uncertainties in elastic and inelastic downscatter have relative-
ly little effect; (5) The spectrum may be grossly in error, and yet the

value of keff may be exact in view of the way reactivity errors cancel;
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(6) Neutron lifetimes and fission ratios are not very sensitive to the

estimated cross-section uncertainties. The value in measuring these
quantities would be to verify the absence of gross errors in the data; (7)

It will be difficult, if not impossible, to determine the source of discrep-
ancies between calculated and measured reactivity worths.

The authors wish to acknowledge the helpful comments and sugges-
tions of Dr. R. J. Howerton.
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Table I. Description of Reactors.

Small Intermediate Large

Core volume (liters) 100
( o.U 0 /I n

Fuel volume fraction
U235)

0.74 0.60 0.45
Fuel enrichment (a/o- 83.0 53.0 31..5

Median fission energy (keV) 560 380 200

Table II. Akg^^ Due to Macroscopic Cross-Section Perturbations.

2^(-10%) y(-10%) 2J-10%) 2 (+10%) u. ,(+50%) iu(-10%)

Small
,

0.01308 -0.09690 -0.06291 +0.03354 +0.00667 +0.00949
Medium 0.02959 -0.09932 -0.06404 +0.02005 -0.00780 +0.00598
Large 0.03867 -0.10123 -0.06521 +0.00885 -0.02781 +0.00308

Table III. Ak p^/Au,^ Effects of Group Macroscopic Cross-Section Changes.

Gd 2^(-10%) z/(-10%) 2.(-10%) 2^ (+10%) Ai._^.(+50%) iu(-10%) lower

Small
1 .000701 - 00866« \J \J \J \J \J - 006?8 .002492 - .002241 .002027 3 MeV
2 .001316 , LI ^ ^ ± J.

- 01 5*^4 .009400 .002996 .003272 1 4 MeV
3 .001412 , »J ^ 0 wT - 01 SS'R .009999 .003587 .002605 900 keV
4 .002494 _ n?4Q8 - 01 64*^ .010909 .005801 .002550 400 keV
5 .003387 , "J X u 0 U - 01 1 Rfi .005952 .001538 .000585 1 00 keV
6 .001662 -.00749 -.00309 .000429 - .000830 .000042 17 keV
7 .000441 -.00084 -.00044 -.000062 - .000150 .000010 3 keV
8 .000042 -.00004 -.00002 -.000006 - .000006 .000000 550 eV

Intermediate
1 .000930 -.00765 -.00517 .000160 - .006510 .001100
2 .002056 -.01910 -.01239 .002771 - .009116 .001956
3 .002664 -.01769 -.01154 .005246 - .001756 .001340
4 .005107 -.02216 -.01445 .007022 .001386 .001782
5 .009527 -.02228 -.01420 .005516 .005719 .000517
6 .003800 -.00952 -.00546 -.000677 - .001038 .000052
7 .000664 -.00111 -.00069 -.000028 - .000137 .000001
8 .000039 -.00007 -.00003 .000000 - .000003 .000000

Large
1 .00082 -.00566 -.00369 -.001150 - .00746 .00042
2 .00165 -.01375 -.00854 -.001273 - .01336 .00079
3 .00224 -.01032 -.00652 -.000194 - .00265 .00052
4 .00472 -.01507 -.00890 .004080 .00095 .00092
5 .01034 -.02476 -.01559 ,004070 .00016 .00053
6 .00786 -.01637 -.01029 .000570 - .00332 .00007
7 .00146 -.00212 -.00154 -.000030 - .00033 .00000
8 .00006 -.00007 -.00006 .000000 .00000 .00000

^Results normalized to equal lethargy widths.
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Table IV. Maximum Effects (Akg^^) of Estimated Cross-Section Un-
certainties.

ju. . Combined
Keactor

^^(20%) y(2%) a^(3%) 0^(20%) (g^^text)
^^^^'^"^

^^effsize

Small 0.0262 0.0194 0.0189 0.0671 0.01365 0.0285 0.174
Medium 0.0592 0.0197 0.0192 0.0410 0.01525 0.0179 0.172

Large 0.0773 0.0202 0.0196 0.0241 0.00433 0.0090 0.155

Table V. Statistically Averaged Effects (Akg£|.) of Estimated Cross-
Section Uncertainties.

Reactor
size 0^(20%)

Combined
v(2%) a^(3%) a^(20%) (g^.i^i,,,) m(30%) Ak^^^

Small
Medium
Large

0.00702
0.01572
0.01726

0.00784 0.00786 0.01206 0.00316 0.00660 0.0193
0.00814 0.00777 0.00736 0.00354 0.00351 0.0213
0.00900 0.00834 0.00466 0.00116 0.00192 0.0218

Table VI. Values
scopic

of Median Fission Energy (keV) with Various Macro-
Cross-Section Perturbations.

Reactor
size Unpert.

Zj(-10%) 2^(-10%)E^(+10%)
(-f0%) ctanged

Small
Medium
Large

560
380-

200

545 545 525 408 560 347
358 362 340 253 380 209
190 186 178 133 200 105
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NEW CROSS SECTION NEEDS FOR ZIRCONIUM HYDRIDE
SNAP REAC TORS

Eric H. Ottewitte

Atomics International
Canoga Park, California 91304

ABSTRACT

A zirconium hydride SNAP reactor consists of hydrided rods of U-Zr
alloy surrounded by rotatable beryllium reflector drums. The current
direction of SNAP reactor designs is toward reliable long-term ( 1 to 5

years) operation and additional safety features. These designs may re-
quire poison-backings on the reflector drums (for some applications

) plus
a variety of new burnable poisons.

Candidate poison-backings include europium and other rare earths as
well as B4C. Both absorption and scattering cross sections are important,
particularly in the kev range. Candidate burnable poisons include
Gd-157, Sm-149, 'Cd-113, Gd-155, Hf-177, Ir-191, Eu-151, Dy-l62,
Sm-152, and Dy-163. The absorption cross sections below 10 ev are
particularly important.

One of the desired safety features in future zirconium hydride reac-
tors is subcriticality in water in the event of a launch abort. This might
be achieved through spectral shift if the burnable poison has a low-lying
(below 0.1 ev) resonance. A large number of stable or long-lived iso-
topes which have not been measured for low-lying resonances are indi-

cated.

1. INTRODUCTION

A zirconium hydride SNAP reactor consists of hydrided rods of U-Zr
alloy surrounded by rotatable beryllium reflector drums. The current
direction of SNAP reactor designs is towards reliable long-term (1 to

5 years) operation and additional safety features. Designs for both "un-
manned" (involving the presence of instruments, etc, ) and "manned" (in-

volving the presence of humans) missions are being made.

Additional emphasis is placed on some of the conventional SNAP
material cross section components, and the cross section needs for a
wide variety of new isotopes is indicated,

2. BURNABLE PREPOISONS

Multi-year operation of a SNAP reactor requires the use of burnable
prepoisons to match the reactivity loss rate. Reactivity is lost by hydro-
gen moderator loss from the fuel, by fuel burnup, and by fission product

*This work performed under AEC Contract AT(04-3)-701
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poisoning. The mismatch between the reactivity loss rate and the pre-
poison burnout rate imposes increased control drum requirements,
thereby limiting some SNAP reactor applications. Therefore, it is im-
portant to have as wide a variety of prepoisons to choose from as pos-
sible, and to know their effective absorption cros s - sections well. The
absorption cross sections below 10 ev are particularly important to the
thermal SNAP reactor.

Prediction of the prepoison burnout rate is subject to several
uncertainties

:

1) cros s - section uncertainties in the parent isotope
2) cros s - section uncertainties in the daughter product (cross-

sections of appreciable magnitude for the daughter products
will cause a slower effective rate of poison burnout. An ex-
ample of this is Eu-151, Two-thirds of the Eu-151 captures
lead to a relatively stable metastate of Eu-152 which has about
the same cross- section.

)

All stable and nonstable isotopes were examined on the basis of available
thermal cross- section and resonance integral information. (The CINDA
indices were very useful here.

) Isotopes in the gaseous and liquid state

and those which produce gases were eliminated. Table I lists stable and
radioactive isotopes which could not be evaluated because insufficient
cross-section information exists. Table II lists those which could be
evaluated and evidenced potential, in order of effective cross- section.
Included also are estimates of isotope cost. The economically feasible
isotopes (and important daughters) of interest for up to five-year SNAP
reactor lifetime applications are given in Table III,

All the others in Table II are useful in combination with a fast burn-
ing low-resonance absorber (for intrinsic subcriticality). They may also
prove useful by themselves if additional cross-section measurements
and/or further analysis should increase their effective cross- section.

3. INTRINSIC WATER SUBCRITICALITY (IWS)

The problems associated with preventing accidental criticality in a

SNAP reactor are more severe than for an earthbound reactor. Over-
the-road transport and potential launch abort over the ocean could acci-
dentally result in infinite water reflector and water flooding of the core.

As SNAP reactors are undermoderated, the addition of water to the

reactor core results in a reactivity increase due to reduced neutron leak-
age and to softening of the neutron energy spectrum (Figure 1). (The
spectral shift effectively transports neutrons to energies where theU-235
eta is higher. ) It appears that a method of eliminating this core reac-
tivity increase and thereby achieving subcriticality in water ("intrinsic"

water subcriticality, IWS) would be to add an absorber which has a reso-
nance prominent in a water -moderated spectrum, but not in the normal
operational ZrH-moderated spectrum. From Figure 1, one observes
that for the spectrum to shift into a low-lying resonance, the resonance
energy should lie below 0,1 ev.

Figure 2 plots for each isotope the lowest resonance energy recorded
in the current BNL-325, Excluding the inert gas Xe-135, only four iso-

topes were found with thermal resonances at 0,1 ev or lower:
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Isotope

Sm-149
Gd- 155
Gd-157
Lu-176

0.0976
0.0268
0.0314
0.104

Sm-149 and L,u-176 are marginally close to 0. 1 ev, and therefore les s

attractive. Figure 3 illustrates the Gd-155 and Gd-157 cros s- sections
compared to a 1/v absorber. Of these two, Gd-157 burns out too fast for

most reactor applications, posing impossible reactivity control require-
ments. Thus Gd-155 is the reference IWS absorber.

The Gd-155 worth lies predominantly in thermal absorption. The un-
certainty in this worth is about 5% based on the most recent evaluations
(Table IV), This uncertainty is not important at this time,

Gd-155 also burns out too fast for some reactor applications. Thus
a wider variety of low- resonance absorbers featuring lower cross-
sections is desired. Such isotopes might be found among the unmeas-
ured long-lived radioisotopes, and stable isotopes obscured by many
sister element isotopes (e.g., the seven stable isotopes of Yb). An at-

tempt was made to find additional candidates by correlating lowest-
resonance energies with atomic mass number, A (Figure 2). The lowest-
lying resonances were found in the even-odd and odd-even isotopes. A
literature search for isotopes located at the curve low points yielded
Eu-155 with a resonance around 0,1 ev. However, Eu-155 is too radio-
active to be useful. Hopefully, additional studies and new cross- section
measurements will uncover more suitable substitutes which would in-

crease the number of burnable poisons which are also useful for IWS,

4. REFLECTOR CONTROL DRUM OPTIMIZATION

Some manned mission applications may require complete (477" ) shield-
ing of the reactor. In order to reduce the total system weight, it is de-
sirable to change from void-backed reflector drums (control by neutron
leakage) to poison-backed reflector drums (control by neutron absorption).
For the reflective material BeO is equivalent to Be in reactivity worth,
and preferred for other engineering reasons. For the poison material,
a Eu203-metal matrix appears to be the preferred poison backing. Other
poisons considered were boron compounds, tantalum, and other rare
earths

.

The relative importance of the Be and Eu cross section components
upon this critical parameter, control drum worth, is explored by means
of first-order perturbation theory in Tables V and VI. The components
of highest worth require the most accuracy.

Another "reaction" of importance here is the zirconium transport
cross section, between 500 ev and 10 Mev, Table VII shows that its first

order worth is 26% Ak/k, (Zirconium constitutes 35 atom % of the core).
Uncertainties here produce uncertainties in core leakage and, thereby, in

drum control.
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TABLE I

STABLE AND NEAR STABLE ISOTOPES OF POTENTIAL USE
AS BURNABLE POISONS: NO AVAILABLE NUCLEAR DATA

Radioactive t i. 1 d.

Isotope s (yr)

J\.L- coin ^ .4 X iU-'

bi- 6d ^7 A A(^00

^a-4

1

r , ( X 1 0^

il-44 4 /

Fe-60 10^
Ni- 59 10^
Ni - 63 A O92
oe- fVm i 0^

Mb-y im long
MO-V3 1 n4

i 0

i c - V ' 1 0^

Tc-Vom 1
0^

on- Vc'o i 0

Ba- i 53m ( .^i

La - 1.5 ( i 0^

La - 1 i o stable
irm- i4b i O

om- i4D 1 A O

Gd- 150 1 r>510

Lrd- i 54 stable
i D- 1 5 (

1 C A150
i b - 15om 1 C A150
Dy- 154 1 0"

rlo - 1 o 3 1 n310

I b- 1 ( (J stable
I b- i / i stable
I b- 1 f ^ stable
Y b- 1 f 3 stable
Hi- 1

1 AD
1 0^

Os - 1 c5o stable
Os - lo I stable

„ TOOOs - loo stable
Jrt- iV o ^ C A A< O UO
Pb-202 105

Pb-205 10^

Pb-210 22
Bi-208 105

Po-209 103

Th-229 7300
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TABLE II

EVALUATED BURNABLE POISONS

A. O \J L\J ^ VV ^XgXlU^U

X \j o o 1^^ ^ irX y K/
f

Cost
t 1/2
(yr)$/mg Isotope

Form
$/mg
Oxide

Pd- 107 1 3 na" 10^

Crd - 1 5 6 1 3 0.9 oxide st
Ac-227 28 na 21.2

30 NA 10 000
Hf - 179 30 1.55 oxide s
In - 1 1

3

49 12.0 oxide s
Fn - 1 54 NA 16

Hf- 176 5 1 6.0 oxide s

Dy- 160 66 2.4 oxide s
Tr- 19 3 79 20.00 Ir ~$3 s
Ell - 1 5 3 84 1.00 oxide s
Dv- 1 64xy y J.

~ 85 0,25 oxide s
All - 1 9 7 9 1 elem. § s
Hf - 178 92 0.50 oxide s
Pa-23

1

94 5.6 oxide 32,480
Rh- 103 997 7 elem. s

Lu- 176 100 43,00 oxide s
Dv- 1 6 1x_/ y J. J. 1 08 1.50 oxide s
Ae- 109 109 0.60 Ag s
Re- 185 1 12 1.60 Re s

Dy- 163 113 1,40 oxide s
Sm- 152 173 0.35 oxide s
Dy- 162 192 0.15 oxide s
In- 115 197X 7 1 0,45 oxide s

Yb - 1 6 8 384 32.0 oxide s

Te- 123 390 20 Te ~$20 s
Eu- 151 443 1.0 oxide s
Ir- 191 454 30.0 Ir ~$4 s
Hf - 177 462 1 . o oxide s
Sm- 151 526 NA 90y
Gd- 155 908 1,4 oxide s
Gd-113 1142 0,90 oxide s
Sm-149 1719 0,70 oxide s
Gd-157 3239 0,6 to 1,2 oxide s

'i'NA: not commercially available
tS: stable
§elem. : 100% natural abundance in element, costs should be

small compared to a separated isotope
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TABLE III

PERTINENT PREPOISON CROSS-SECTIONS FOR UP TO
FIVE-YEAR LIFE SNAP REACTORS

iiiipojrtctiit i-^dLigiiuer isocopGS

Cfcl -1^7\_T Vj. — 1 -J 1

T r\ G c _ c*i<^ f\Tr\ ic T7"*aT*'\r rrirrVil_ X D & O CC. LXtJll Xo vex y iiX^li

Sm- 149 Ibid
X LJ X LX

Thi rl

Hf-177 Hf-178 Hf-179
Tt _ 1 Q 1 Ir-192, Ir-193, Pt-192
Eu-151 Eu-152 to Eu-156, Gd-152,

Gd-154 to Gd-156
In- 115 In-116, Sn-116
Dy- 162 Dy-163
Sm- 152 Sm-153, Eu-154

Dy-164, Dy-165, Ho- 165Dy-163

TABLE IV

GADOLINUM-155 2200 M/S ABSORPTION
VALUES REPORTED

Date
Cross Section

(1000b)
Reference

9-60 60,6 ± 0.5 N. S. and E8, 183
1-60 56.2 ± 1.0 BNL-325 (I960)
7-59 88.7 Phys. Rev. 115, 424

58 66 ± 2 A/Conf, 15 P/11
7-58 61 ± 5 BNL-325 ( 1958)

57 87.2 Phys. Rev. 105, 196
50 78 Phys. Rev. 77, 634
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TAB LE V
BERYLLIUM RELATIVE CONTRIBUTIONS (%Ak/k) TO CONTROL

DRUM WORTH (FIRST-ORDER PERTURBATION OF
TRANSPORT- THEORY CALCULATIONS)

Group
Lower Group

Energy cr
a ^Tr g-g+1

1 3.0 Mev -0.0011 + 0.0097 -0.0005
2 1.4 Mev -0.0027 + 0.0329 -0.0008
3 0.9 Mev 0.0000 + 0.0128 -0.0058
4 0.4 Mev 0.0000 + 0.0003 -0.0016
5 0.1 Mev 0.0000 -0.0017 -0.0094
6 17 kev 0.0000 -0.0053 -0.0017
7 3 kev 0.0000 + 0.0014 -0.0093
8 550 ev 0.0000 + 0.0002 -0.0074

9 100 ev 0.0000 + 0.0013 -0.0041
10 30 ev 0.0000 +0.0042 -0.0041
1

1

10 ev 0.0000 + 0.0130 -0.0017
12 3 ev 0.0000 + 0.0223 -0.0004
13 1 ev 0.0000 + 0.0216 + 0.0003
14 0.4 ev 0.0000 + 0.0234 + 0.0040
15 0.1 ev 0.0000 + 0.0662 -0.0005
16 0.009 ev 0.0000 + 0.0469

Total -0.0038 + 0.7456 -0.0431

TABLE VI

EUROPIUM RELATIVE CONTRIBUTIONS (%Ak/k) TO CONTROL
DRUM WORTH (FIRST-ORDER PERTURBATION OF

TRANSPORT- THEORY CALCULATIONS)

Group Lower Group
Energy ^a ^Tr g-^g+1

1 3.0 Mev 0.000 0.000 0.000
2 1.4 Mev 0.000 0.000 0.000
3 0.9 Mev 0.000 0.000 0.000
4 0.4 Mev 0.000 0.000 0.000
5 0.1 Mev 0.002 0.000 0.000
6 17 kev + 0.002 0.000 0.000
7 3 kev + 0.010 0.000 0.000
8 550 ev + 0.031 0.000 0.000
9 100 ev + 0.097 0.000 0.000
10 30 ev + 0.193 -0.005 0.000
11 10 ev + 0.310 -0.024 0.000
12 3 ev + 0.711 -0.091 0.000
13 1 ev + 0.762 -0.110 0.000
14 0.4 ev +2.263 -0.469 0.000
15 0.1 ev +2.217 -0.707 0.000
16 0.009 ev + 3.215 -0.722

Total +9.811 -2.128 -0.001

313-475 0-68^26 377



TABLE VII

REACTIVITY WORTH (%Ak/k) OF ZIRCONIUM CROSS SECTION
COMPONENTS (FIRST-ORDER PERTURBATION OF

TRANSPORT- THEORY CALCULATIONS)

Group
Lower Group

Energy ^Tr

1 3.0 Mev -0.009 3.11 -0,058
2 1.4 Mev -0.030 4,93 -0.035
3 0.9 Mev -0.026 2,87 -0.032
4 0.4 Mev -0.062 3.42 -0.808
5 0.1 Mev -0.083 2.35 -0. 174
6 17 kev -0.069 1.57 -0.014
7 3 kev -0.036 1,50 -0.007
8 550 ev -0.032 3.45 -0.004

9 100 ev -0.475 0.42 -0.004
1 n1 u J u eV n n 1 7 u . ^ o — U , U U D

1

1

10 ev -0.014 0.41 -0.007
1 9
1 L 3 ev - U. U 1 J n fi n A- U. UUD
13 1 ev -0.015 0.41 -0,006
14 0.4 ev -0.017 0.34 -0.008
15 0.1 ev -0.046 0.61 -0,002
16 0.009 ev -0.062 0.35

Total -1,007 26.46 -1,170
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Figure 2

AN EMPIRICAL STUDY OF THE LOWEST KNOWN RESONANCE ENERGIES
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Figure 3
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FISSPROD, A FISSION PRODUCT PROGRAM

FOR THERMAL REACTOR CALCULATIONS

MRS. F.E. LANE & W.H. WALKER

ATOMIC ENERGY OF CANADA LIMITED

CHALK RIVER, ONTARIO, CANADA

ABSTRACT

FISSPROD calculates the concentrations of
about 200 fission product nuclides by setting up and solv-
ing a matrix equation. The nuclides are arranged in order
of increasing A and Z to give a lower triangular matrix
with non-zero elements near the diagonal, permitting con-
centrations to be calculated one at a time. The present
input includes all ground state and metastable nuclides
with half-lives exceeding 5 hrs between masses 76 and
166. For each nuclide any or all of the reactions repre-
sented by the following data can be calculated: thermal
cross section and resonance integral for neutron capture
to the metastable and ground states of the next higher
mass isotope; decay constant for 3-decay to the metastable
and ground states of the next lower charge isobar; decay
constant for an isomeric transition (metastable states
only); and yields in the thermal neutron fission of U-233,
U-235, Pu-239 and Pu-241 and fast fission in U-238.

Comparisons of FISSPROD calculations with
pile oscillator determinations of fission product cross
sections in irradiated U-233, U-235, and Pu-239 have been
made. The calculated cross sections are lower than
measured values for MTR- irradiated U-235, but within the
estimated errors, and are appreciably greater than values
obtained at Chalk River.
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The role of absorption by fission products in calculations of the
reactivity of thermal reactors was reviewed at the 1966 Paris Conference [l]
by one of the authors. In this paper we describe the evaluation of fission
product data and the computation of neutron absorption by fission products,
and compare computed and experimental results.

1. FISSION PRODUCT DATA EVALUATION

Results of fission product data evaluation at Chalk River, which
has been in a state of sporadic activity since the last publication [2], are
now in draft form and will be published shortly as AECL-3037. Cross sections
are presented in the Westcott formalism [S]. Yields have been updated and
extended to include fast fission in Th-232. The cross section evaluation
covers many of the same nuclides as the latest volumes of BNL-325 [4] and
will be published not because of any startling disagreements, since these are
non-existent, but because it treats the data from quite a different point of
view and provides the basis for FISSPROD input data. BNL-325 recommended
resonance parameters have been used wherever applicable to fission products
to calculate resonance integrals. In many cases these give the preferred
values for the integral. Details of the resonance integral calculations and
their results will appear separately in an AECL report.

2. THE COMPUTER PROGRAM. FISSPROD

FISSPROD was originally intended as a detailed fission product
computer program providing outputs on which to base models of pseudo-fission
product cross sections which were more sophisticated and would give a more
accurate representation of absorption by fission products than the one in
use at Chalk River [2,5]. These improved models have not been developed
because FISSPROD calculations have shown that for CANDU-type reactors the

original model, updated to 1964 [2], is quite accurate. However FISSPROD
has proved particularly useful for comparisons of input data with measure-
ments of fission product absorption in irradiated samples. It is this appli-
cation that will be discussed here in some detail.

FISSPROD was written for CRNL's G-20 computer in an Algol-like
language, APEX, and is described in detail in AECL-3038. It treats all fis-

sion products with half-lives exceeding about 5 hours, including isomeric

states, as a group interrelated by neutron capture, 3-decay and isomeric

transition. Each nuclide is characterized by three parameters, (A,Z,E),

where A is the mass niomber, Z is the charge and E is the isomeric state

(0 = ground state, 1 = metastable state). The allowed modes of formation of

(A,Z,E) are:

- Fission, either cumulative (if T^ <5 hours for all precursors) or direct

- Neutron capture, either in (A-1,Z,0) or (A-1,Z,1)

- B-decay, either from (A,Z-1,0) or (A,Z-1,1)

- Isomeric transition to (A,Z,0) from (A,Z,1).

If nuclides and yields are listed in order of increasing A and Z

then all these transmutations yield a nuclide further down the list. This

gives a lower triangular matrix with non-zero elements near the diagonal,

permitting concentrations to be calculated one at a time by a coupled system

of first order differential equations with constant coefficients. The equa-

tions are solved explicitly rather than by numerical integration.
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The general form of the equation for the i-th nuclide in the
list is

dx. (ijj)

+ ..(^) ^ m.. = y. (^) + ^ m.^ x^(^) (1)

^ j>i k<i

where x_j^(i|;) is the concentration of the i-th nuclide at irradiation i|;=ft,

m. . represents the dependence of i-th nuclide on the preceding
nuclides from which it may be formed by the modes listed above,

and y^('l^) is a yield function of the form (a_j^ + ^^e ) where

a is the absorption cross section of the fissile atom, and a. and

3-[ depend on the yield of the i-th nuclide and fission cross
section.

For neutron capture the Westcott convention is used [3]. In
this case

m. . = a. . = a. . + — (r/T/T ) I.

.

ij ij ij /- o i:

where & is the 2200 m/sec cross section (velocity v )
o

I is the reducgd resonance integral (not including the 1/v extra-
polation of a)

r is the epithermal index

T is the neutron temperature

and = 293. 6°K, or 20.44°C, is the "temperature" of a 2200 m/sec neutron.

For decay m. . = \../^ where $ is the conventional flux, nv

For brevity let a. = J m...

l>i

The right-hand side of Eq. (1) is a sequence of exponential func-
tions in Oq}P, o-^\l) As the integration proceeds the solution for
x-j^(ij;) takes the same general form, and introduces an exponential function in
0^i|j to the sequence

Tu dx. i-1 -a ij;

Thus 1 , ^ A _i_ V ^ \—.— + a.x.=A+ ) a, e (a=a)
di^ 11 ,

^ k o a
k=o

i-1 -n
\l)

gives x^ = C + J c^e
k'

k=o

This is true provided Oj_ does not equal any of the preceding a^. If a.^ = Oj

then the new exponential term has the form '^i^ and the general form for
X. IS
1

i n, ~<^T,^

c.dP) = C + ^ Cj^ e (\ ^ 0)

k=o
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Finally to avoid loss of accuracy, exponential terms with very small values of

0^\l) are represented by a 35-term power series in ijj. The final form for x(ij;)

is

, n -oA)
where = i|j o<Jc<34 and fj^(i/i) = ijj e k>34.

Thus the differential equation (1) is represented by a vector of

coefficients aj^ together with the lists o-^ and n-^, while the solution is given
by the same lists and a vector of coefficients, cj^.

5. ABSORPTION BY FISSION PRODUCT IN SAMPLES IRRADIATCD IN NfTR S MRU

Only two sets of measurements of gross fission product cross sec-
tions in samples of irradiated fissile material have been published in suffic-
ient detail to permit an accurate comparison with FISSPROD. This has been
done previously [l] for the results of Okazaki et al [6] on samples of ^^^U,

^^^U and ^^^Pu irradiated in MU. We have made a FISSPROD comparison with the

results of Gunst et al [?] that were obtained by reactivity measurements in

RMF and ARMF of a
^

^ sample irradiated in MTR to about 2.5 n/kb. Additional
details of the irradiation and flux measurements are given in England's fis-
sion product study, WAPD-TM-333 [S] , and it is on the basis of this informa-
tion that the comparison with FISSPROD has been made.

The flux convention used by England fsj is 4-group with the
fourth group, comprising the Maxwellian distribution and epithermal com-
ponent up to 0.625 eV and the third, $3, the epithermal from 0.625 eV to 5.5
keV. Conversion to the conventional flux nVg, and epithermal index, r, of
the Westcott convention [3] follows from equating reaction rates, i.e.

[g^a^ + 03 ($3/$^)]$^ = [8+(2//fr)(ry'T7r)l] nv^

Here g^ is the effective cross section in a Maxwellian spectrum (20.44°C) of

a 1/v absorber with 8 = 1.0 barns; a> Ij r and T are defined above. Using
some additional numerical values given in reference [9],

nv^ = "^4 §4 + -04354 ($3/0^)

and (r/T/T )""'" = 10.255 + 0.4465.
o 4 4 3

In the MTR irradiation samples were moved every three weeks.
Thermal and epithermal flux monitors were replaced at each shift so that
there is a complete record of flux changes throughout the 20 3-week periods
from initial insertion to removal for the last set of reactivity measurements.
This includes two 3-week periods when the sample was out for interim testing.
The conventional fluxes and r/l/T^ values for each period derived from the
data shown in WAPD-TM-333 are given in Fig. 1.

The FISSPROD calculations are based on an interim CRNL evaluation
of fission product data which has only minor differences from latest values.
A^single set of ^^^U cross sections was used based on T=126°C and r=.026
(Og = 653 b, a£ = 554 b). Both the results of the reactivity measurement and
the WAPD-TM-333 calculations exclude the ^ ^ ^Xe and ^'*^Sm component formed



directly in fission (or by B-decay of precursors formed directly in fission)

but include the capture products. However ^ ^ ^Xe and ^'*^Sm, in addition to

their capture products, are included when formed by neutron capture. In

FISSPROD this can be done by comparing complete listings of nuclide contribu-

tions for a specific irradiation with the appropriate yields (yi35 and y^^^)
first given their correct value, then set to zero. This is not practical

when very many points are calculated as in Fig. 1 ('^ 115). For this reason

the plot in Fig. 1 is for yi35 = yi49 = 0, but includes ^^^U and its capture

products since these differ from the ^ ^Xe and ^'*^Sm capture products by less

than a barn.

The most prominent feature of the curve is the high initial value

of the fission product capture cross section which diminishes quite rapidly
during the first few irradiation periods. Nuclide by nuclide concentrations

printed out at the beginning and end of each out-of-pile period and after the

initial 3-week period indicate that this is due almost entirely to "^°^Rh and

'^'Sm. This effect can be understood in terms of a simple model: if a

nuclide is formed directly in fission but is not destroyed by capture or decay

then the capture cross section is yO barns/fission and is constant for all

irradiations (for ^^^U yO equals 170 b/f for ^°^Rh and 56 b/f for ^^^Sm).

It is apparent that hold-up by a precursor (both ^°^Ru and ^^^Pm are included
in FISSPROD) and destruction of the nuclide will combine to keep the barns/
fission below this level and to give the roughly exponential decrease ob-
served. The "^"^Rh contribution at the end of the first irradiation period is

18 b/fission and after 7 is just 1.8 barns/fission. For "'^'^Pm the corres-
ponding values are 34.5 and 3.6 barns /fission.

The fine structure of the curve is due to changes in the concen-
trations of large cross section fission products, mainly ^Rh, "^^"^Sm and the
"''*^Sm formed by capture, accompanying changes in the flux level. ''*'^Nd and
^'*''Pm and its capture products also contribute. The increase after removal
from the reactor is mainly due to the increase in "^'*^Sm formed by 53 hr "^"^^Pm.

The computer time to obtain the points plotted in Fig. 1 and the

7 detailed print-outs was 16 minutes.

Table I compares FISSPROD calculations with the results of Gunst
et al and those of Okazaki et al. Results of England's fission product cal-
culations [8] are also included. The FISSPROD calculations exclude primary
^"^^Sm and may therefore be compared directly to the MTR results. Results
for the NRU samples have also been corrected for ^'*^Sm. Earlier comparisons
with the MTR results [l,6] did not make this correction.

The experimental values of Gunst et al are in reasonable agree-
ment with calculation but, as noted previously [l], those of AECL-2510 are
about 10 b low for 8 and 50-80 barns high for I.

4. SUMMARY

FISSPROD determines the concentration of up to 200 fission pro-
duct nuclides, including isomeric states, by solving explicitly a coupled
system of differential equations with constant coefficients. The input fis-
sion product data has been reviewed and is believed to permit calculations
that are accurate to about 3% [l]. A detailed calculation for comparison
with experimentally-determined values of fission product absorption in
irradiated fissile materials differs from one set of results [7,8] by the
sum of the errors (10%) or less but differs from a second [6] by 20% or more.
Additional measurements under closely controlled irradiation conditions
would be very useful.
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Table I - Comparison of Measured and Calculated Fission Product
Absorption Cross Sections^

Reactor Source
U-235

Depletion
0

a RI(0.12 eV

MTR

MTR

NRU

Exp.

WAPD-TM-333

FISSPROD

Expo

WAPD-TM-333

FISSPROD

Exp

FISSPROD

Exp

FISSPROD

percent

64

62.7

81

79.4

74*

74.0

78

77.7

barns per fission

55±4

54

50

47±3

48

45

34.4d=3.2

44.7

34.5±3.0

43.7

210±30

236

^235

190±30

220

-220

192

179

259±47

179

223±44

175

*''*^Sm produced by decay of '*®Pm which was formed directly in fission
is not included.

**Rl(.12eV) = I + the contribution of the l/v extrapolation of a in the
epithermal flux above .12eV.
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EFFECTS OF UNCERTAINTIES

IN NUCLEAR DATA ON EXPERIMENTAL & CALCULATED REACTOR BURNUP*

By

D. E. Christensen, R. C. Liikala, R. P. Matsen and D. L. Prezbindowski

Battelle Memorial Institute
Pacific Northwest Laboratory

Richland, Washington 99352

ABSTRACT

Inaccuracies in the basic nuclear data information results
in uncertainties in the experimental determination and the

theoretical prediction of reactor burnup. The experimental
determination of reactor burnup requires measuring the number of

fissions that occur and the changes in the fuel isotopic composi-
tion as a function of exposure. These data are also utilized
to deduce ratios of effective cross sections. A fundamental
quantity required in the determination is the content of a

fission monitor (e.g., -'--^^Cs, -'•^^Nd, etc.,) . Uncertainties in

yield, half lives, and branching ratios of the monitor lead to

uncertainties in the number of fissions. This results in

uncertainties in determining the isotopic composition of the fuel
and the ratios of effective cross sections as a function of

exposure. The measured isotopic composition changes along with
the deduced ratios of effective cross sections are used to compare
to theoretically predicted values to check the accuracy of the

theoretical methods. The theoretical prediction of reactor
burnup is based upon the use of cross sections. Uncertainties
in the basic cross sections lead to uncertainties in calculated
results. Results are given for plutonium fuel (Al-Pu) irradiation
experiments conducted in the Plutonium Recycle Test Reactor (PRTR)

.

1. INTRODUCTION

Integral measurements have played an important role in cross-section
evaluation. The validity of a cross section set is often based upon analysis
of critical experiments and resonance integral measurements. Irradiation
experiments provide data which are, in general, a more sensitive test of

the adequacy of cross section sets. The resonance integral and critical
assembly experiments test mainly one quantity, such as n for the principal
fissile nuclide in the fuel in a critical assembly and cover a limited range

* This paper is based on work performed under United States Atomic Energy
Commission Contract AT(45-1)-1830.
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of conditions. The irradiation experiment provides data which test the
relative reaction rates of all isotopes present in the fuel and cover a

wide range of conditions.

This paper deals with the limitation that uncertainties in nuclear
data place upon the experimental determination and theoretical prediction
of burnup. Our approach here is to utilize the ratios of effective cross
sections as characterizing burnup. We give results for irradiation
experiments of aluminum-plutonium alloy fuels (Al-Pu) which were conducted
in the Plutonium Recycle Test Reactor (PRTR) . The first part of this paper
considers the limitations on the experimental determination of burnup due
to uncertainties in the nuclear data that are used in the analysis. The
second part of this paper gives results of an analysis of the effects of

uncertainties in basic cross sections on the calculated burnup for these
experiments

.

2. EXPERIMENTAL ANALYSIS

2.1. Methods

The experiment includes the measurement of the fuel concentration and
isotopic compositions at various exposures during the irradiation. The
experimenter can choose how to measure the exposure. One method is based
upon assuming values for the flux-averaged capture to fission cross-section
ratios for the fissile nuclides present in the fuel. Another method is to

measure the content of a fission product which is yielded directly in

fission. This fission product, which may be stable or radioactive, serves
to monitor the number of fissions that have occurred. Some experiments
include both methods in determining the number of fissions. In either case,
nuclear data (i.e., cross sections, yields, and half lives) are required
to deduce the exposure obtained in the irradiation.

The latter of the above methods was used in the experimental analysis | 1, 2

|

of the Al-Pu fuel irradiation experiments in the PRTR. The monitor chosen was
137cs. The measured ^^"^Cs activity is converted to plutonium fissions assuming
certain values for the yield of -^-^'Cs from fissions in plutonium and the half
life of -'-^^Cs. Since the values of the yield and half life are uncertain, the

experimental isotopic compositions and exposures will be uncertain. The
effect of these uncertainties are best observed in the ratios of effective
cross sections which are derived from the isotopic composition data. The
methods of deriving ratios of effective cross sections from the experimental
data have been presented previously

.
| 2 , 3, 4

[

One of the methods |4| (which we limit ourselves to) for deriving ratios

of effective cross sections is build around the use of the least squares

fitting code, LIKELY. |5| Briefly, the analysis consists of fitting the

measured isotopic concentrations with the burnup equations in closed form.

The results of the analysis are a set of values for the following set of
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ratios of effective* cross sections a^^, I , and a^-'- where the super-

scripts 49, 40, and 41 refer to 239pu^ 240pu^ and 241pu respectively. The

quantities a = a^/of are the ratios of the capture to fission cross sections
for the indicated plutonium isotopes. The one standard deviations associated
with the fitting process are also assigned to these quantities by the LIKELY
code.

2.2« Error Analysis

The reliability of the results (ratios of effective cross sections) is

affected by the uncertainty in the yield (Y) and half life (T) of ^^"^Cs

because these values are used in deducing the plutonium concentration.
The values assumed for these quantities in the analysis were Y = 0.0648 +
0.0019|6| and T = 29.68 + 0.30 years. |7| The yield of 137^3 ^^^^ fission
in isotopes other than 2T9pu was assumed to be the same as for 239pu fission.
Certain parameters were also required to be held fixed during the fitting
process. The fixed parameters, their values and assumed uncertainties were
o^l/a^^ = 1.20 + 0.05, 0^2/^49 = 0.0878 + 0.006, and A'^l/a^lcf) = 0.050 +
0.025^where A^-*- is the decay^constant for 241pu and ^ is t^e average total
neutron flux from the beginning to the end of the irradiation. The uncertainty
in each of these parameters (i.e., Y, T, o^-'-/a^^, etc.) contributes to the

uncertainty of the fitted ratios (let us collectively call them "X" according to

2 1

where is the uncertainty in x caused by a one standard deviation
uncertaiAty, a(P), in the parameter P. Assuming that uncertainties in the
parameters are uncorrelated, the variance of x due to all effects is

N
2

(2)<^ W = % I < p = + 1^ a2(P.)

where is the one standard deviation uncertainty in x due to the least
squares fitting process.

j f a^(E)(i)(r,E)dEdr

*Effective Cross Section, = ^
X oo

/ J(t)(r,E)dE dr;

E=o V

Meaning standard deviation not cross section.
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The quantities = _ ^ are evaluated by obtaining the least

squares fitted value of x for two slightly different values of the parameter
while holding the remaining parameters at their nominal values. Since the
experimental data depends upon Y and T, a new set of data must be generated
when Y or T is changed to a slightly different value. This new set of data
is then least squares fitted to obtain the new value of x that is necessary
to evaluate the partial derivative 9x . The formation of 8x for the second

^41 -49
type of parameter (e.g., /a^ ) requires no change in the data. All that is

necessary in this case, is to least squares fit the data for two slightly
different values of the parameter. The results of equations 1 and 2 for the
plutonium data are shown in Table I. The fuel elements in the PRTR irradia-
tions were 19 rod clusters. The results given in Table I are for the data
obtained from the outer 12 rods of the cluster.

An examination of the numbers in Table I shows that the term 9x a(Y)
is, in one of the cases, the largest contributor to a(x). This is

because the l^^Cs thermal fission yield from 239pu is not yet accurately
known. Values of this fission yield that have been reported in the literature
range from 0.0540 + .0039 |8| to 0.0672 + .0014. [g] A recent evaluation of

the yield data has been made by Rider, et al. |lo| In view of the general
lack of agreement between the measured values and the results of this recent
evaluation, the value of Y = .0648 + .0019 that we have used to analyze the
data appears to be reasonable. A significant improvement in the accuracy of

the yield of -'--^^Cs (say reducing the uncertainty to 1%) would considerably
increase our confidence in the least squares fitted values obtained from
these plutonium irradiation experiments.

3. THEORETICAL ANALYSIS

3.1. Methods

A number of calculational studies of these PRTR burnup experiments have
been performed and reported. | 2, 3, 11, 12, 13 ,

| The most recent study|3,13|
attempted to correlate the ratios of effective cross sections directly. The
calculated ratios a^^ and a^-'- based upon the best available evaluation of

2200m/sec constants were about one standard deviation away from experimental
values and the ratio o^/a^^ was about seven standard deviations away from

the experimental values. fn a calculation, errors may be due to either the

method of calculation or the cross-section data. Detailed analyses were
made to determine the errors in calculated results due to assumption used

in the analysis and approximations inherent in the theory itself. The net
result of these studies was that the use of approximations and inaccurate
methods led to about a 1% uncertainty in ^nd about a 10% uncertainty in

a^/a^^. The following is an assessment of the effects of cross-section
uncertainties in the calculated ratios of effective cross sections. A
knowledge of the effects of cross-section errors is important not only for

large differences between calculated and experimental results but also for

small differences, since a small difference can arise as a result of a

fortuitous cancellation of errors of cross section and model, in which case

an improvement in either cross section or calculational model could yield
poorer results.
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The theoretical methods utilized are based upon the neutron transport
equation. The neutron spectrum was computed for a PRTR cell containing
an Al-Pu fuel element at various exposures. The thermal neutron spectrum
(below 0.683 eV) neutron spectrum was computed using the THERMOS code.] 15

|

The nonthermal (>.683 eV) neutron spectrum was computed using the HRG code.|

The cross sections for the THERMOS and HRG codes were obtained from the BNW
Master Library.] 17 1 The thermal cross sections for 239p,j ^'^'Pu were
normalized to the IAEA evaluation. | 14 | All of the plutonium isotope cross
sections in which this analysis is based upon are given in Reference | 13 |

.

The cross sections considered uncertain were the infinite dilution
resonance integrals and 2200m/sec constants for the plutonium isotopes and
the shape of the thermal cross sections for 239pu. The effects of cross-
section uncertainties were calculated using the same assumptions of the
previous analysis

.
| 3, 13 | Under these assumptions, the effective cross

section is computed by the relationship

o =

cell + 2 fuel

2 cell,
(3)

2 fue l

2 cell;

where: subscripts 1 and 2 refer to nonthermal and thermal energy groups

is the cell averaged absorption in group #2

a2

^ cell averaged transfer cross section from group 1 to 2.

1^2

^2 f el
~ ^^^-"-^S^ flux per unit volume in group #2 in the fuel

$2 ~ ^"^^^^S^ flux per unit volume in group #2 in the cell

= cross section averaged over the epithermal spectrum

= cross section averaged over the thermal spectrum.

Equation (2) was then used to estimate the effects of perturbations in

and "a^ upon a.
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3.2. Effects of Uncertainties

3.2.1. Resonance Integral and 2200m/sec Constants

For this analysis, we have assumed that the resonance integrals of
the plutonium isotopes are uncertain by 5%. Based upon previous reviews | 13,18

|

of these resonance integral data, a 5% uncertainty may be an optimistic
estimate of the status of these data. Nonetheless, we shall utilize these
uncertainty estimates to illustrate the effect on calculated ratios of

effective cross sections. The uncertainties in the 2200m/sec constants are
those given in the IAEA evaluation | 14 | for 239pu and and our estimates
for 240pu and 242p^^|]^3| •jq determine the effect of these estimated cross-
section uncertainties on the effective cross section, we assume the relative
uncertainties in resonance integrals I and 2200m/sec constants are directly
related to 'o-^ and o"2 of equation (3). Also, the cross section perturbations
are small enough that the bracket quantities are not significantly affected.
The uncertainties in the effective cross sections calculated under these
assumptions are given in Table II for the resonance integral data and for
the 2200m/sec constants. These results pertain to the outer 12 rods of

the 19 rod cluster and are for a plutonium fractional depletion (3) of 0.003
except for 240pu and where data on the exposure dependence are given.

We will utilize the results of our previous analyses | 3 ,13 | to put these
uncertainties in proper context. As an illustration, the calculated values

of a49, a^l and S^^/^f , were respectively about 4, 9, and 20% different

from those deduced from the experiment. As stated above, inaccurate methods
yield about a 1% error in a49 and a^^ and about a 10% error ^ in a^^/a^^. The
data presented in Tables II and III indicates that a^^ and a^l are signifi-
cantly affected only by uncertainties in the 2200m/sec values. Assuming
the errors in Og^2200 '-'f2200 uncorrelated then the associated errors

in a^^ and a^-*- are about 2.3 and 8.0% respectively. The error in ^o^/cf^^

due to uncertainties in resonance integral and 2200m/sec data for 240pu is

at most 5%, assuming the errors in 1^ and "^2200 same direction.
Thus, we note that the assumed uncertainties in 2200m/sec constants for 239pu
and 241pu result in larger uncertainties in a'^^ and a^"'" than do the uncertain-
ties in the theoretical methods. The reverse is true for the ratio '^^'^/'^^

(i.e., '^5% error due to cross-section inaccuracies and '^^10% error due to

methods)

.

239
3.2.2. Shape of the Pu Thermal Cross Sections

We next consider the effect of the shape (i.e., energy variation below
1.0 eV) of the 239py absorption and fission cross sections in the calculated
effective cross sections. Cross-section evaluations are frequently based

upon "eyeball" fits through data compilations. Thus the accuracy with which

the shape of the cross section is known is somewhat subjective. We have

taken the curves of the 239pu thermal cross section data from Schmidt's

compilation! 19 1 and normalized these data to the 2200m/sec constants of the

IAEA evaluation] 14 1 . These cross sections were used in a THERMOS calculation

and the effective cross sections were again |enerated. The results are compared

to those which are based upon the 239pu data in the BNW Master Library f 17 | in

Table IV.

* The shapes of these data are the mathematically smooth curves derived by

Leonard from simultaneous fitting of af(E), o^(E), and n(E) as described

in detail in TNCC(US)-58 | Ref 20|.
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The differences in the shape of the Pu cross sections give rise

to a significant effect on the ratios, viz, a^^ changes by 3.6%, '^^/^^
changes by 1.7%, and a^^/o^^ changes by 1%. The ratio a^-'- remained the

same since the 241pu data we use are based upon a^l(E) being almost constant
throughout most of the thermal energy region. We do not know what errors
to assign to the shapes assumed for the plutonium cross sections. However,
we feel the cross-section data for 239pu which are based upon the fitting
of Leonard

1 20 1
(those contained in the BNW Master Library) are the best

available information on the shape of these cross sections.

The results of this analysis point out the importance of knowing
accurately, both the magnitude of the 2200m/sec constants and the shape of

the thermal cross sections. Leonard] 21 | has pointed out to us that in
evaluating the best values of the 2200m/sec constants the shape of the

thermal cross sections must be carefully considered. Most evaluations of

2200m/sec constants include data obtained from integral experiments and
the shape of the cross section must be "known" to interpret these integral
measurements. Thus, for the sake of consistency it seems reasonable to

expect the evaluator of 2200m/sec constants to supply information (tabu-

lations) on the shape of the thermal cross sections (e.g., q^^—^^q E) as

well as the 2200m/sec values.

Earlier in this paper we stated that ratios of effective cross
sections are a more sensitive test of cross section data uncertainties
than are reactivity measurements (i.e., critical assembly experiments).
To illustrate the relative sensitivity, we show in Table V the effect of

the shape of the 239pu cross sections on some thermal parameters. The
reactivity nf, would be affected by about 0.8%, the thermal utilization
by 0.4%, and the thermal disadvantage factor by 0.4%. These changes are
small contrasted to those in the ratios of effective cross sections.

In summary of the theoretical analysis, we have shown that calculated
ratios are affected by uncertainties in basic cross-section data. For the
experiments considered in this paper, the uncertainties in thermal cross
sections led to the largest uncertainty in calculated results. The shape
of the thermal cross section for 239py ^^^g been shown to have a significant
effect on the effective cross sections.

4. CONCLUSIONS

The accuracy in the experimental determination and the theoretical
prediction of burnup for plutonium fuels irradiated in the PRTR are
limited by inaccuracies in basic nuclear data. A precise measurement +17o

error) of the yield of -'--^^Cs from fissions in plutonium would significantly
improve the accuracy of, and confidence in, the experimental values obtained
in the analyses. For other fuels] 3,22 | which have higher concentrations of

^^'Pu than that studied in this paper, the yield of '^ Cs from ^^-'-Pu fissions
must be known. Thus, a precise measurement of the yield of l^T^g fj-om 241p^

fission will be of value. An accurate theoretical correlation of these

experiments will require more precise thermal cross-section data. Particular
attention should be given to resolving the shape of the thermal cross sections
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for all the plutonium isotopes as well as improving the precision of the
2200in/sec constants. We recommend that future evaluations of 2200m/sec
cross sections include results for the shape of the cross sections in the
thermal energy region.

The authors thank W. L. Purcell for his assistance in performing the
theoretical analysis. Some clarifying discussions concerning cross-section
evaluation were held with Dr. B. R. Leonard, Jr.
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TABLE II

EFFECTS OF UNCERTAINTIES

IN RESONANCE INTEGRALS I ON EFFECTIVE CROSS SECTIONS
oo

1

% Uncertainty in a

Pu
Isotope % Uncertainty in I Absorption, a

a
Fission,

239 5.0 0.12 0.11

240 5.0 2.58 for e = 0.003
1.15 for 3 = 0.485

241 5.0 0.17 0.18

242 5.0 3.82 for 6 = 0.003

'

1

3.04 for 3 = 0.485

*Both Fission and Absorption Integrals were assumed to be 5% uncertain

TABLE III

EFFECTS OF UNCERTAINTIES

IN 2200 m/sec CONSTANTS ^2200' ON EFFECTIVE CROSS SECTIONS

% Uncertainty in a

Pu
Isotope % Uncertainty in ^2200 Absorption, a

a
Fission,

239 0.5 (a and a^)
a f

0.49* 0.49

240 3.0 1.45 for B = 0.003
2.31 for 3 = 0.485

241 (2.0 a^),(1.0 0^) 1.93 0.96

242 20.0 4.71 for 3 = 0.003
7.84 for 3 = 0.485

* A 0.5% uncertainty in a corresponds to a 1.5% uncertainty in a
a c

** A 1.9% uncertainty in a corresponds to ^ a 6.7% uncertainty in a
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TABLE IV

INFLUENCE OF THE SHAPE OF THE 239pu CROSS SECTIONS

ON EFFECTIVE CROSS SECTIONS AND THEIR RATIOS

Pu Data

Schmidt

Effective Cross Sections
239

Pu
241

Pu

493.0 341.8 0.442 596.0

BNW Master 497.9 341.6 0.458 592.1
Library

240
Pu

232.8

233.0

^41/49
a la
a a

1.21

1.19

^40/49
a a
a a

0.472

0.468

TABLE V

INFLUENCE OF THE SHAPE OF THE 239pu CROSS SECTIONS ON REACTIVITY,

THERMAL UTILIZATION, AND THERMAL DISADVANTAGE FACTORS

Pu Data

Schmidt

BNW Master
Library

_ ^ Disadvantage
Reactivity(nf ) , Thermal Utilization, f Factor, $" -,/"$,

Fuel Cell

1.679

1.664

0.9397

0.9403

0.7526

0.7499

Ratio of Cell Averaged Values (vV^/y )Thermal
^a



RATIO OF PHOTON TO NEUTRON FISSION RATES IN FAST REACTORS*

E. J. Dowdy, W. H. Kohler, R. T. Perry and N. B. Poulsen
Nuclear Engineering Department, Texas A&M University

College Station, Texas 778A0

ABSTRACT

The large inventory of fuel in fast power reactors combined with

the relatively low neutron fission cross sections have prompted this

evaluation of the relative photofission to neutron fission rates in such

reactors. The photofission cross section of the fuel (especially Pu239) is

relatively large and strongly energy dependent in the gamma ray energy

range of 6-10 MeV, a range in which there is a copious supply of gamma

rays arising from fission and from neutron radiative capture in the reactor

materials. We have calculated the ratio of the photofission rate to neutron
induced fission rate in representative fast reactors. The multigroup
neutron cross-sections used in the computations were obtained from the set

of Bondarenko, et al.-'- and the group fluxes from AIM-S^. First flight

gamma ray fluxes were used in computing the photofission reaction rates

from the measured^ photofission excitation functions for the fuel materials,

except for Pu^^-*- and Pu^^^ for which no references for photofission are

listed in CINDA^ . In every case, the ratio of photofission to neutron in-

duced fission was calculated to be less than 1 x 10"-^.

1. INTRODUCTION

With the continuing quest for improved accuracy in reactor calcula-
tions, it occurred to us that a reconsideration of the importance of photo-
fission was in order. This was felt to be particularly true for calculating
fast reactor fission rates because of the relatively small neutron fission
cross-section and the large inventory of fuels, some of which have an
appreciable photofission cross section for the hard gamma rays produced in
fission and radiative capture. Consequently, we have calculated relative
photofission rates in some fast reactors in an attempt to determine the
importance of photofission so that a suggestion might be offered for
inclusion of this effect in calculations or so that justification might be
given for neglecting it.

Since only prompt gamma rays have energies above the fission threshold
and prompt gamma ray generation is determined by the neutron flux, we have
calculated the ratio of photofission rates to neutron induced fission rates
so that we need know only the neutron spectrum and not the absolute neutron
fluxes

.

'"Supported in part by grants from the Texas A&M University Research Council.
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In the following section, the method used for computing the ratio
is presented. This is followed by presentation of results for several
fast reactors and a qualitative examination of the ratio for assemblies
differing in composition from those included in this study.

2. METHOD OF CALCULATION

The threshold for photofission in any fuel material is on the order
of 5.0 MeV so that only gamma rays with energies greater than this were
considered. Such hard gamma rays originate as prompt gamma rays from
both fission and radiative capture of neutrons. Thus, if second order
effects are ignored, the photofission rate is determined completely by
the neutron group fluxes. Specifically, if S^(r) is the number of gamma
rays produced per unit volume per unit time in the kth gamma ray energy
group at the point r", then

where and C^ are the k*''^ gamma ray group intensities in the prompt
fission gamma ray spectrum and the radiative capture gamma ray spectrum,
respectively, of the reactor material, and tX , . are

Ji,FISS /, (n,Y)

the corresponding macroscopic fission and radiative capture cross sections
of the ^ ^" material for neutrons in neutron group j , and (r") are the

neutron group fluxes.

Interactions of high energy gamma rays in high Z materials are
dominated by pair production so that any interaction can be considered as

removing a gamma ray from consideration in computing photofission rates.

Hence, we require only the uncollided gamma ray fluxes, or the first flight
fluxes. The first flight flux of gamma rays in the kth group at the point

is

4,^(rO = \ S^(r)
exp|-y^ \r^- -i\

]

^ 4TT(f - r')^
dr

where l^^ is the total linear attenuation coefficient of the core mixture for
kth group gamma rays

.

For convenience, we have restricted our calculations to regions of the

reactors where there are negligible neutron flux gradients. The desired
ratio of photofission rate to neutron induced fission rate then takes the
relatively simple form
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Z'i.FISS 2} ^i,FISS

where ^ / ^-x is the macroscopic photofission cross-section of the ^

material for k^h group gamma rays and S is the (assumed) constant rate

of generation of k^^ group gamma rays at the point "r".

The gamma ray energy range (5 - 10 MeV) was divided into 10 groups

of equal width. Due to the paucity of data on the dependence of the

(n,Y) spectra on neutron energy, we have assumed that the spectra are in-

dependent of neutron energy and have used thermal neutron capture spec-

tra^'^. The capture gamma ray spectra turn out to be relatively unimpor-
tant in the final analysis as the radiative capture rate is only a small

contribution to the hard gamma ray generation rate. Similarly, the gamma
ray spectra from fission^ was assumed to be independent of the energy of

the neutron causing fission. The self-shielded neutron group cross sections
were obtained from the set of Bondarenko, et al.-^, the group fluxes gotten
from AIM-62 calculations, the gamma ray attenuation coefficients gotten
from Grodstein's compilation^ , and the photofission cross sections are
those of Katz, et al.^.

3. RESULTS AND DISCUSSION

In table 1, the reactors included in this study are listed along with
the composition of each and the computed ratio of photofission rate to

neutron induced fission rate.

The ratio is seen to be very small for all cases, leading us to con-
clude that even in the most exact calculations, photofission can be safely
ignored. In general, the generation of hard gamma rays is due mainly to
fission and radiative capture in the fuels, other materials being relatively
unimportant. Although we have not included in the photofission calculations
the heavier isotopes formed during operation of high powered fast reactors,
their relative fissionability^ indicates that the photofission cross-
sections would be less than for Pu^-^^.

In comparing the five cases presented, the following trend in the ratio
is noted. For a fixed neutron spectrum, reducing the amount of fissile
material increases the ratio (compare Zebra 1 core and reflector) . Dilute

4-03



plutonium fueled assemblies will have a larger ratio than heavily loaded
assemblies. (Na-1 and ZPR-3(48) are dilute and have a correspondingly-
larger ratio than Vera 9A, which is heavily loaded.) In blanket regions,
the ratio is expected to be relatively large, but an estimate of the

magnitude would still be less than 10"-^.
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CRITICALITY AND CENTRAL REACTIVITY CALCULATIONS
USING ENDF/B DATA*

by

R. J. LaBauve and M. E. Battat

University of California
Los Alamos Scientific Laboratory

Los Alamos , New Mexico 87544

ABSTRACT

A series of crlticality calculations has been performed for selected
experimental assemblies to test the Category I, ENDF/B neutron data. These
assemblies include JEZEBEL (plutonium core) , TOPSY (enriched uranium core
with natural uranium reflector), and ZPR-3 Assembly 48 (plutonium fuel, soft
spectrum) . Central reactivity worths were also computed for several materials
of interest in fast reactor design. In the course of obtaining multigroup
constants for input to the Los Alamos Scientific Laboratory codes used in
these calculations, several ENDF/B retrieval and processing codes were em-
ployed. These include DAMMET, a code for rearranging and altering the mode
of the standard BCD ENDF/B library tape; ETOE, a code for preparing an MC^
library tape; and MC^, a code for generating multigroup constants from micro-
scopic neutron data. Calculational results have been compared with experi-
ment as well as results obtained using other nuclear data libraries.

*Work. done under the auspices of the United States Atomic Energy Commission.
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1. INTRODUCTION

Calculations have been performed for three selected critical experiments,

using the Category I, Evaluated Nuclear Data File/B (ENDF/B) library data. [1]

The experiments selected for study were:

1. a bare plutonium-metal assembly - JEZEBEL[2]
2. a uranium-reflected ^-^^U metal assembly - T0PSY[2]
3. a dilute plutonium-fueled assembly surrounded by a depleted uranium

reflector - ZPR-3 Assembly 48 [3]

For all three systems, critical masses and central reactivity worths were com-
puted; in addition, central activation ratios were calculated for ZPR-3
Assembly A8. These calculations were compared both with experiment and results
obtained by C. B. Mills [4] using the UKAEA and LRL neutron data contained in the

LASL library.

2

.

CALCULATIONS

For the Category I, ENDF/B library data, multigroup constants were genera-
ted using the following sequence of processing codes: DAMMET[5] - a code for

merging and changing the mode of the ENBF/B data, and ET0E[6] - a code to gener-
ate a library for MC^[7] - a multigroup constants code. For these calculations,
the MC^ options specified were (1) all fine-group treatment, (2) P-1 fundamental
mode calculation, and (3) homogeneous calculation using core composition. The
inelastic scattering secondary energy distributions for carbon, chromium, and
nickel were inferred from the ANL MC^ librarv because these ENDF/B data were
expressed in a form not compatible with MC^. The number of broad groups used
were 13, 17, and 25 for JEZEBEL, TOPSY, and ZPR-3 Assembly 48, respectively.

Critical mass calculations were performed with the DTF-IV[8] (multigroup
transport) code for spherical geometry and Sg option. Regular and adjoint
fluxes and currents from these transport problems were subsequently used in

perturbation calculations of small sample central reactivity worths.

3. RESULTS AND CONCLUSIONS

Calculated central spectra for the various experiments are given in Table I.

For ZPR-3 Assembly 48, the computed and measured spectra are also compared. Cal-

culated and experimental critical masses are shown in Table II. Central reac-

tivity worths for selected materials - using ENDF/B, UKAEA, and LRL neutron data -

are compared with experimental values in Tables III (JEZEBEL) , IV (TOPSY) , and

V (ZPR-3 Assembly 48) . Central activation ratios for ZPR-3 Assembly 48 are given

in Table VI.

Insofar as the ENDF/B data are concerned, the following observations can be

made from these tabulated results:

238
1. Reduction of the U(n,Y) cross sections above 200 keV would give better

agreement with experiment.
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The Li and LI data need to be re-examined. In the case of Li, the

large discrepancy may be due to the inadequate representation of the
secondary energy distribution data given in ENDF/B.

The carbon and sodium data give poor results in the ZPR-3 Assembly 48

spectrum.

In general, the iron, chromium, and nickel are too absorptive for the

systems studie^

TABLE I

CALCULATED AND MEASURED CENTRAL SPECTRA
Percent of Total Flux - ENDF/B Cross Sections

'^calculated "^experiment

lover JEZEBEL TOPSY ZPR3/A8 ZPR3/48*

6.065 MeV 2.36 1.23 0.42
3.679 9.04 5.72 1.71
2.231 16.27 12.29 3.81
1.353 18.73 16.22 5.47
0.821 17.73 16.60 7.31
0.498 14.37 15.77 9.90 10.85
0.302 9.95 13.27 11.94 11.36
0.1P3 5.69 8.87 12.01 10.85
0.111 3.04 5.14 10.15 10.31

67.4 keV 1.75 2.74 8.88 8.97
40.9 1.31 7.20 7.13
24.8 0.86 0.65 6.77 5.83
15.0 0.13 5.64 4.76
9.12 0.04 3.42 3.85
5.53 0.19 2.08 2.80
3.35 1.40 1.82
2.03 0.42 1.27
1.23 0.85

748 eV 0.43
454 0.14
214 0.05

^Normalized as follows

:

Sum of measured fluxes * sum of corresponding calculated
fluxes

313-475 0-68— 28



TABLE II

CALCULATED AND EXPERIMENTAL CRITICAL MASSES
ENDF/B CROSS SECTIONS

240
(JEZEBEL Pu contains 4.5% Pu. TOPSY U is enriched to 94.1%

235
U.)

System

JEZEBEL

TOPSY

ZPR-3/48

Calculated

15.65 Pu

15.9

339

U

239
Pu*

Experiment

QS£}

16.28 Pu

17.4

272

U

239
Pu**

*Calculated homogeneous sphere (Rcore " ^9.78 cm)

Homogeneous cylinder 337.1/0.927
Heterogeneous cylinder 363.6 - 25.

C

eff
0.975 for R

core
**Heterogeneou8 cylindrical mass.

337.1 kg.

363.6

338.6
47.42 cm.

TABLE III

JEZEBEL - CENTRAL REACTIVITY WORTHS
cents/mole

Material ENDF/B* UKAEA* LRL* Experiment

Fe - 27.2 - 22.2 - 21.5
(1020) (2036)

Ni - 60.1 - 54.6 - 48.0
(1021) (2046)

235^
929. 821. 798. 804.

(1044) (2030) (923)
238^

87. 103. 98. 114.
(1047) (2005) (8926)

239_
Pu 1763. 1557. 1591. 1592.

(1051) (2329) (942)
240„

Pu 1091. 983. 855. 1038.
(1053) (2201) (943)

*Number8 in parentheses are material identification numbers
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TABLE IV

TOPSY - CENTRAL REACTIVITY WORTHS
cents/mole

Material

\i .

Be

Fe

Mo

235

238

239

240

U

U

Pu

Pu

ENDF/B*

- 70.2

(1005)

0.004

(1006)

9.1

(1007)

- 2.4

(1020)

6.7

(1025)

212.7
(1044)

25.4

(1047)

392.5
(1051)

221.

(1053)

UKAEA*

- 72.8
(2214)

3.0

(2215)

8.9

(2008)

2.7

(2036)

216.8
(2030)

21.5
(2005)

396.4
(2329)

210.

(2201)

LRL*

5.8

(420)

207.3

(923)

28.7

(8926)

403.4

(942)

168.

(943)

Experiment

- 130.4

7.9

9.2

2.2

3.5

208.4

26.7

402.6

286 + 14

*Numbers in parentheses are material identification numbers.
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TABLE V

ZPR-3 ASSEMBLY 48 - CENTRAL REACTIVITY WORTHS

cents /mole

Material ENDF/B* UKAEA* LRL* Experiment**

— U . / J.
_ n fiA u • zx — \J , VJX /

(1010) (2006) (61)

XT**Ma n 1 Q— u . j.y
_ O 07

(1059) (2182)

Cr — U . xny

(1018)

Fe - fi 1 ft - 0 204

(1020) (2036)

XT J

(1021) (2046)

Mo 1 7ft u , ly — 1 97

235.,
U

(1025) (420)

Zo . O /J . J 9 "5 Q/ J . y 9 A 1

238,,u

(104A) (2030) (923)

-• i . 0/ -* X . jD X . OvJ

rU

(1047) (2005) (8926)

J J . I* T9 9JZ . Z

240_
Pu 6.56 2.94 - 7.0 5.87

(1053) (2201) (943)

ANumbers in parentheses are material identification numbers.

**Values given in Ref. 3 were expressed as central perturbation
cross sections. These were converted to cents /mole.

TABLE VI

ZPR-3 ASSEMBLY 48

CENTRAL ACTIVATION RATIOS RELATIVE TO 235u FISSION
ENDF/B CROSS SECTIONS

(1.0-cm radius central region)

Type Calculated Experiment

^^^U fission 0.0332 0.0307

^^^U (n,Y) 0.158 0.138

^^^Pu fission 0.960 0.976

^^^Pu fission 0.248 0.243

A12
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TRANSURANIUM CROSS SECTIONS WHICH INFLUENCE
FBR ECONOMICS

Eric H. Ottewitte

Atomics International
Canoga Park, California 91304

ABSTRACT

Many of the cros s - section uncertainties pertinent to FBR physics
are well known: particularly CTn,0( (U- 23 8), CTn, 240 ), C^(Pu-239),
and fission product absorptions. This paper describes a quantitative

evaluation of the effect on fuel cycle costs of FBR transuranium isotope
production, specifically, isotopes U-232 through Cm-244. The results
show that many transuranium isotopes besides U-23 8 and Pu-23 9 through
Pu-242 may influence the FBR economics. The modes by which this

may occur are isotope sales (Np-237, Am, and Cm-244), alpha-emitter
radiological safety considerations in the design of reactor and reprocess-
ing plants, gamma and neutron shielding requirements in fuel fabrication,

alpha-radiation destruction of reprocessing solvent and ion-exchange
media. Cros s - section needs for these phenomena are assigned relative
importance from the quantitative results.

1. INTRODUCTION

To determine their effect on fuel cycle costs, a quantitative evalua-
tion of FBR transuranium isotope production was made. The potential
significance of the isotopes considered is given in Table I. Burnup cal-
culations were made in which the isotopes were allowed to build up over
successive cycles, eventually reaching equilibrium levels. Figure 1 de-
scribes the branches included in the burnup chain. Table II presents the
resulting equilibrium transuranium concentration levels. The results
indicate that many transuranium isotopes besides U-238 or Pu-239
through Pu-242 may influence the FBR economics. The significance of

these concentration levels is explored in terms of isotope recovery and
sales, fuel reprocessing, fuel fabrication, and the radiological safety of

alpha emitters.

2, TRANSURANIUM ISOTOPE RECOVERY AND SALES

The motivation to recover the transuranium isotopes comes from the
projected demand and estimated price for some of these isotopes, and
the desire to lower FBR fuel cycle costs by improving the fuel reproc-
essing plant's high investment-to-annual revenue ratio (5/1). The pro-
jected demand for all isotopic power fuel appears to go beyond the antici-
pated production (especially for Pu-238). Industry apparently has
enough confidence in the field of isotopic power and radiation applications
to invest appreciable funds: americium is to be recovered at Hanford;
the NFS plant will add facilities to recover neptunium now and possibly
americium and curium later.
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For commercial FBR's the opportunity for isotope production ap-
pears to be limited to those isotopes which are chemically separable by-
products of normal electrical power generation. Recovery of neptiinium
should yield essentially pure Np-23 7. The americium containing Am- 241
and Am- 243, and the curium containing Cm- 24 2 and Cm- 244, will be
valuable without isotopic separation (see Table I).

Applying profit estimates (Table III) to the sale of the calculated iso-
tope production (Table II), one obtains a decrease in electricity costs of

0.07 mills per kwhr. This is about 9% of the predicted FBR fuel cycle
costs or about 1/7 of the Pu-239 + Pu-241 credit. This savings agrees
with similar isotope revenue estimates of one or two tenths of a mill per
kwhr, given at the 1967 Augusta Conference on Nuclear Fuel Reprocess-
ing. Thus, from Tables II and III, the cross sections which lead to the
production of Am-241, Am-243, Np-237, Cm-244, and Cm-242 are im-
portant, in that order, to the understanding of transuranium isotope re-
covery and sales. With this information, the industry can plan for recov-
ery capability and develop certain isotope markets, so as to obtain maxi-
mum additional revenues.

3. FUEL REPROCESSING

Fuel reprocessing consists of (1) dissolving the fuel elements, (2) ex-
tracting the fission products, (3) extracting the plutonium and uranium
separately, and (4) purifying the uranium stream with silica gel and the
plutonium stream by ion exchange. High levels of radioactivity present
during these processes can reduce the efficiency of plutonium recovery by
damaging the solvent and extractant chemicals and the ion exchange res-
ins. Studies of these phenomena are currently underway at ORNL. The
alternative solutions to this problem are as follows:

1) Allow the fuel to cool for a longer period of time. Fuel cooled
for one hundred days still has up to two megacuries beta-
gamma radiation per handling batch. However, this step in-

creases fuel inventory charges.

2) Keep the radiation exposure of the chemicals used to an accept-
able minimum by either discarding them sooner, cleaning them
up more thoroughly after use, utilizing them more efficiently

by using a continuous operation process rather than a batch
process, or diluting the plutonium concentration via uranium
recycle.

Each alternative involves some other compromise. Thus, the level of

radioactivity in the fuel influences the reprocessing plant costs.

To select the economically optimum process and plant design, it be-
comes important to understand the sources and components of this radio-
activity. Table IV presents the radioactivity levels 120 days after dis-
charge from a 1 00-MWD/kg, 1000-Mwe FBR. Note that the transura-
nium activity is predominantly alpha. Since the alpha energy of 5 Mev is

totally absorbed, the transuranium activity is very important throughout
the fuel recovery process in terms of radiolytic damage. Thus the

cros s - sections which are important here are those which lead to FHi-241,
Cm-242, and Am-243 production, in that order.
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4. SHIELDING REQUIREMENTS FOR THE PROCESSING OF MIXED

(U,Pu)0« IN AN FBR FUEL FABRICATION FACILITY

The basic aim of the fuel fabrication plant is to economically fabri-

cate the high activity Pu fuels expected from LWR or FBR equilibrium

recycle. This is expected to account for 32% of the fuel cycle cost (be-

fore Pu credit). One of the factors which will significantly influence

process design philosophy is the shielding requirements which will be im-
posed by the heavy isotopes of high exposure, Pu-containing fuels. It

appears that the major radiation hazards after aqueous reprocessing will

be due to Pu isotopes, with a negligible contribution from fission prod-

ucts. It is probable that neutron shielding requirements (the neutrons

arise from spontaneous fission and alpha-n reactions with light elements)

will be more stringent than those due to gamma radiation.'''

Although heavily shielded structures used in conjunction with manipu-
lator operations could provide maximal radiation protection, such a phil-
osophy is not favored since it would make fuel fabrication extremely ex-
pensive. The favored approach, to cope with radiation hazards, is to

provide a minimal degree of shielding, and to automate the process and
equipment so that a minimum amount of operator handling is required.

Some of the many factors to be considered in designing an FBR fuel
fabrication process are:

1) Choice of shielding materials for gamma and neutron protection

2) Location of shielding, i. e. , around the equipment within the
glove box or on the exterior of the glove box. The former pro-
cedure is tentatively preferred for several reasons including:
(a) less shielding is required when the shielding is close to the
source, (b) shielding of the equipment can provide protection
to the hands in contrast to shielding on the enclosure, (c)most
of the shielding requirements will be for neutron rather than
gamma radiation; such shielding may be similar to paraffin, or
polyethylene, which would result in poor box visibility. Some
other important considerations in the design of internally
shielded glove boxes are: (1) possible requirement for wider
boxes to accommodate internal shielding and (2) probable re-
quirement for shielding hardware which is easily disassembled,
to allow access for equipment maintenance.

3) Degree (or thickness) of shielding, i.e., whether to provide
thick and costly shielding which can provide full eight-hour
protection to an operator, or only a small fraction of such
shielding to accommodate the expected time that an operator
will spend performing a particular operation. For maintenance
requirements the bulk of the source material could be re-

moved, or if necessary, maintenance personnel could be ro-

tated to assure safe exposure limits.

4) Type of glove box, i.e., conventional with operator availabil-

ity from two opposite glove box faces, or one-sided glove
boxes where operations are intended through only one glove
box window, while the opposite side of the glove box is de-
signed for maintenance.

*This assumes no recycle of uranium, a situation characteristic of the near-term future. If uranium is recycled, the gamma
shielding problem becomes significantly worse, due to the gamma activity of thallium-208, a decay product of uranium-232.
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Table V illustrates typical shielding requirements for an FBR fuel
fabrication plant. One concludes from this that it is important to the fuel
fabrication plant designer to fully understand the nature and the magni-
tude of the radiation levels to be expected.

Table VI shows which isotopes are the main contributors to these
shielding requirements. The different energy gamma rays from these
contributors will vary the relative importance of these isotopes some-
what as the shielding thickness varies. The need for adequately antici-
pating the Pu-23 8 production should be noted.

5. ALPHA-EMITTER RADIOLOGICAL SAP'ETY DESIGN

The designer of a reactor, fuel fabrication plant, or fuel reprocess-
ing plant must consider the possibility of airborne plutonium in an acci-
dent. Significant controversy still exists with respect to the maximum
permissible concentration (MPC) of plutonium. Specifically the question
exists whether, even though plutonium is insoluble, small particles of

plutonium may act as if they were soluble in the blood. If so, high effi-

ciency plutonium filters may be required to reduce the airborne plutonium
from a hypothetical accident.

Calculations based on the data in Table II indicate that the alpha haz-
ard from Pu-238 is of the same magnitude as from Pu-239, Pu-240, and
Pu-241.

6. CONCLUSIONS

Table VII summarizes the transuranium isotopes which may be of

importance to FBR fuel cycle costs. Cross-section components which
lead to their production (Figure 1) affect the general FBR program and
warrant attention.
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TABLE I

BURNUP CHAIN MEMBERS AND THEIR POSSIBLE SIGNIFICANCE

FP Fission product psirs produced in every fission Tlie concern here W3.s to introduce
the fission product reactivity effect.

FPP Products of fission product absorption, i.e., FP(n,y)FPP. The conce rn he re was
to account for the depletion of the FP reactivity effect as high absorbers burn into

low absorbers. To effect this, FPP was represented with zero-magnitude cross-
sections.

^232 Alpha emitter which might affect fuel fabrication or radiological safety.

y237 23 8
Radioactive product of the U (n, 2n) reaction which might affect discharge fuel

storage time, radiological safety, or fuel reprocessing.

^238 Feed material.

^239 Highly radioactive product of U^'^^ ("iV) reaction which might affect discharge fuel

storage time, radiological safety, or fuel reprocessing, u239 is included with its

"granddaughter" Pu239 in the cycle mass balances.

237
Radioactive product of Np (n,2n) reaction which might affect discharge fuel stor-

age time, radiological safety, design, or fuel reprocessing.

237Np U^'^'' daughter which has a high market value as target material for Pu^^^ produc-
tion. Thus Np237 sale may influence FBR economics. Sufficient Np237 is produced
to also have a small but observable effect on reactivity.

Np"^ 237 ... .

Radioactive product of Np (n,y) reaction, which might affect discharge fuel stor-

age time, radiological safety, fuel reprocessing, and contamination of Np237_

Np"*^ 239 239U daughter and Pu precursor which might affect fuel reprocessing (continuous
decay into recoverable plutonium), discharge fuel storage time, radiological safety,

and contamination of Np237_ Np239 is also included as Pu239 in the cycle mass
balance s.

Pu"^ 23 6Np radioactive (alpha-emitting) daughter which might affect radiological safety
or fuel fabrication

Pu"8 23 8
Alpha —emi tting Np daughter which might affect radiological safety, or fuel fabri-
cation. High costs preclude its separation from regular discharge fuel and subse-
quent resale, Ec^uilibrium composition (maybe 1%) might affect reactivity. Al-
though fissionable, Pu238 also constitutes a fertile fuel, Pu238 (n,y) Pu239. It was
treated as a fertile in the breeding ratio definition (an almost insignificant effect).

Pu"9 Ivlain fissile fuel.

Pu24° Main fertile fuel.

Pu^^l Main fissile fuel.

Pu^^^
241

Product of Pu (n,y) reaction which affects reactivity.

Pa243
242

Radioactive product of Pu (n,y) reaction which might affect discharge fuel stor-
age time, radiological safety, or fuel reprocessing.

Am 24

1

Pu daughter which has potential use as a heat and gamma source and as target
material for Cm242^

» 242Am 241
Radioactive product of Am (n,y) reaction which might affect radiological safety.

A 243Am 243 244Pu daughter which has potential use as a target for Cm
A 244Am 243

Radioactive product of Am (n,y) reaction which might affect radiological safety.

_ 242Cm 242Am daughter which has potential use as a heat source; by itself and as a parent
of Pu238.

^ 243Cm 242
Radioactive product of Cm (n,y) reaction which might affect radiological safety,

discharge fuel storage time, or fuel reprocessing.

„ 244Cm 244 243 244
Product of Am decay (primarily) and of Cm (n^y) reaction. Cm has poten-
tial use as a heat source and as a target material for higher isotopes. Might also
affect fuel reprocessing and radiological safety.
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TABLE II

ISOTOPIC BUILDUP LEVELS IN RECYCLED FUEL AT
TIME OF DISCHARGE FROM A 100-MWD/kg,

1000-MWE FBR

Isotope
Reactor -Averaged

Concentration
(per Metric Ton Mix)

Plutonium
Isotopic

Composition
(%)

FP 29 98

U-23 2 J. J «

o

mg
U-237 g

U-238 Q n ft 77 U O . I

U-239 i , g

Np-23 6 n n "J /I mg
Np-237 Lid g

Np-238 n 119
(J , L L c g

Np-239 1 7 O
g

Pu-23 6 U.4 D mg 5.94 X 10"^

Pu-23 8 9/1^-4 D. g 0.32

Pu-23 9 AH A4 U . J D kg 71.8

Pu-240 17 1 C kg 23.4

Pu-241 9 9 A c: kg 2.90

Pu-242 1 1 Q A ^g 1.53

Pu-243 0.052 g

Am- 241 176 g

Am-242 0.064 g

Am-243 96.5 g

Am- 244 0.014 g

Cm- 24 2 16.2 g

Cm-243 0.257 g

Cm- 244 6.50 g

100.0

4-20



TABLE III

ESTIMATED POTENTIAL ISOTOPE SALE REVENUES FROM
A 100-MWD/kg, 1000-MWE FBR

Byproduct
Sale
Price
($/g)

Proces sing
Costs
($/g)

Net
Jr r out
($/g)

Discharge
Ma s s e s

(kg /cycle)

kwhr s

Oper-
ation

Net
Saving s

(mills /kwhr)

Np-237 50 27 23 1.8 3500 0.012

Am 100 58 42 3.5 3500 0.042

Cm- 244 400 148 252 0.13 3500 0.009

Cm- 24 2 (130) 0.25 3500 <0.009

0.07

='=W. A. Rodger, S. L. Reese, S. S. Stanton, "Multi- Purpose Plant for
the Recovery of Neptunium and Other Isotopes, " New York State
Atomic and Space Development Authority (1967)

-'=^='=Cm- 24 2 has value as a heat source as well as a source of pure Fha-238
(through decay). Using a Pu-238 sale price, the net savings might be
about that for Cm- 244.
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TABLE IV

RADIOACTIVITY IN FUEL 120 DAYS AFTER DISCHARGE FROM
A 100-MWD/kg, 1000-MWE FBR

Decay
Mode

Equilibrium
Discharge
Composition
/ gm \

\M 1 Mix /

Radiation Level After
120 Days of Cooling

Isotope Half Life
Curies per kg
of Discharge

Isotope

Kilocurie s

per kg of

Fuel Mix

TT ? ? Oc ( J , D y n 014 4
c.Oy X 1

U

n nU.U

TT_ 7^7 \X A 7 ^ rlD, ( D U ^ 0J . u
'2 C L3 56 c\ n0.0

TT_ ? R «
g4 V 1 n \rt: , 3 X i W y QOQ h-cryyjy Kg

-4
3.3 5 X 10 0.0

TT_ 7 Q P 7^ ^ rvi 1 7
_5

Z X lU n n0.0

KT-n _ 7 AIN p ~ t. J D r\jU 7 7 Vi ( ^ 707^ ^ 5.5 n n0.0

T\Tt-. 7 7iN p - <^ J ( P 7 lA-^ in^irii.i'dtx lu y 17 c; 0.706 0.0

iN p - <i J O P 7 1 n n 1 1 7 224. 0.0

"Mt-> 7 Q
iNp - ^ J 7 P 1 7Qi f 7 310. 0.0

"Dn 7 AJrU- ^-5 D Of
7 Q C; ir^i.oD y n n HA A 5

5.04 X 10 0.0

Pn 7^8JrU - CJ o /Vu ov y 7A A 4I/O 11.68 X 10 4.1

Pii 7 ^ Q /Vu 40 4 Ircf 1 "JOol .3 0 2.5

JrU. — t.rr U A7Af1 ir0 ( DU y 1 7 7 Vrr1 < ,L. Kg •2 QJ . 0

Pn 7A 1 f\i
GC y 7 ^ Vrr^•^ Kg

5
1.13 X 10 2d0.0

Pn -747 /VUf -)(7jwuvj y 1 7 Ircri Kg 0 on3 .07 o.u

Pii 74^ p 0 0 n 10.1 U.U

A 74 1 Gf t: D 0 y 1 7A 3
3.25 X 10 n L0.6

A rv-i 7/L 7 1 A Vi ^ ft 1 OZ, ^ion ^ 0 1 70 ^
0 0 A4 0.6 0.0

A rv-> 74Ann - oyjyju y Q A7 D. D 1.85 X 10^ 17.9

Am-244 " 7 r
26 m 0.014 2.7 X 10"^ 0.0

Cm- 242 Qt 162.5 d 16.2 2.1 X 10^ 34.0

Cm- 243 a, 35 y 0.257 4.2 X 10^ 0.0

Cm- 244 18.4 y 6.50 7.95 X 10^ 0.5
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TABLE V

SHIELDING CRITERIA FOR FBR FUEL
FABRICATION FACILITY

Required Lead
(y shielding)
at 18 Inches
from Source

Required''
Polyethylene
(Neutron
shielding)

at 1 8 Inches
from Source

50 Liters Pu(N02)4 Solution 0.35 in. 14 in.

Filtered Pu(C20^)2

Precipitate Bearing 1 0 kg Pu 0.34 6

Granulated UO^-PuO^

(2.0 gms/cc) Bearing 10 kg Pu 0.34 2

Sintered (U, 'P^)0^

Pellets (9.9 gms/cc)

Bearing 10 kg Pu 0.30 2

Five Assembled Fuel Elements 0.24 12

-'Requirements based on a dose rate of 3.3 mrem/hr at 18 inches.

TABLE VI

ISOTOPIC CONTRIBUTIONS TO RADIATION LEVELS
DURING FUEL FABRICATION

Isotope
Gamma Dose

Surface Rads/hr
(% Contribution)

Neutron/ sec
Per Gram U + Pu
(% Contribution)

U-232 2.% .02%

Pu-236 0.2% 0.006%

Pu-23 8 4 6.% 11.%

Pu-239 10.% 7.%

Pu-240 20. % 74%

Pu-241 21. % 0%

Pu-242 0.1% 8%
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TABLE VII

TRANSURANIUM ISOTOPES OF IMPORTANCE
TO FBR FUEL CYCLE COSTS

Consideration Important Isotopes

Isotope Sales Am -241, Am- 243
,
Np-237,

Cm -244, and Cm •-242

Radiolytic Damage in Fuel Pu- 241, Cm-242, Am- 243
Reproces sing

Fuel Fabrication Pu- 240, Pu-238

Alpha -Emitter Radiological Pu- 238, Pu-239, Pu-240,
Safety Pu- 241
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MEASUREMENTS ON FISSILE NUCLEI:

EXPERIMENTAL RESULTS AND INTERPRETATION

A. Michaudon

Centre d'Etudes Nucleaires de Saclay - France -

This paper presents some aspects of the interaction of resonance

neutrons with fissile nuclei. This subject has been covered many times
during the last few years on the occasion of several Conferences, for

example :

- The Symposium on Physics and Chemistry of Fission (1965)

- The International Conference on the Study of Nuclear Structure with
Neutrons (1965) [^2]

- The 1966 Washington Conference on Neutron Cross Section
Technology

- The 1966 Paris Conference on Nuclear Data

The Proceedings of these 4 Conferences provide a wealth of detailed

information as well as general surveys which will be used as a base for this

presentation. In addition, we shall include, when it is possible, some recent
results , even when they are not published yet.

For convenience, we have divided this paper into three parts :

- measurements on fissile nuclei ;

- analysis and interpretation of the data ;

- subthreshold fission .
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1. NEUTRON CROSS SECTION MEASURBIENTS ON FISSILE NUCLEI

The measurements on fissile nuclei can be divided into two cate-
gories :

- neutron cross section measurements,
- measurements of certain properties of certain modes of decay

(fission, for example) of the compound nucleus states.

The second class of measurements is interesting as it can provide
a more thorough understanding of the fission process since each resonance
has a well defined spin and parity. A study over several resonances can
show up the average behaviour as well as fluctuations of certain properties
of fission for one spin state and the way they differ from one spin state to

another. In fact, as we shall see later, hardly any spin assignments have
been made for the fissile nuclei except for Pu^-^^. For some of them,
such as U^^-^ and Pu^"^^, not a single spin has yet been determined. For
these nuclei (U^^-^, Pu^^^, etc..) the fission process has been studied

in the resonances with the hope that it would be significantly different

for the two spin states; if so, its properties may be used for the spin

determination.

In this paragraph, we shall treat only the subject of neutron cross
section measurements. The 2nd category of measurements will be consi-

dered in the next paragraph, while interpreting the data.

The slow neutron total cross section of a fissile nucleus is the

sum of three partial cross sections :

- fission,

- radiative capture,
- elastic scattering.

Most of the intense neutron sources now available deliver narrow
bursts of fast neutrons which are moderated to increase the neutron flux at

low energy. In this case, the resolution is mainly determined by the slowing

down time of the neutrons in the moderator and also by the angle between
the normal to the moderator and the flight path, when it is not perpendicular

to it.

There are neutron sources, where the duration of fast neutron

production cannot be neglected,when compared to the moderation time. This

happens,when theifeis a multiplication of the fast neutrons either with a

booster of constant reactivity (Harwell) or with a pulsed reactor which is

just below prompt criticality during the multiplication process (Dubna). For

the first case, the relaxation time is about 100 ns (for a multiplying factor

of 10), and for the second case the duration of the neutron burst is rather

long («4 psec).
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The time resolution of a nuclear explosion is limited mainly by the

moderation time ; but in a manner which is different from the "classical"

sources ^Sj . The fast neutrons are produced within 100 ns. The modera-
tor is then submitted to a very high pressure and a very high temperature

which lead to the following consequences :

- the neutron are thermalised at a rather high energy. The maxwfel-

lian distribution peaks at about 60 eV and it dominates the j* tail

up to about 200 eV; this results in a very wide time distribution

of the moderated neutrons, which has a FWHM of 3.8 |i sec.

- for energies above thermalisation, the moderation time is six

times shorter than with a moderator at atmospheric pressure;
this is due to its high compression.

- there is a cut off at about 25 eV in the low energy tail of the

spectrum of the emitted neutrons since, the moderator is moving
during the slowing down process.

These considerations will be useful when we examine the quality

of some neutron cross section measurements.

Let us startwiftithe total cross section which is the easiest to mea-
sure. Among the most recent total cross section measurements, is that of

Pu^^^ carried out both at Harwell [9] and at Saclay [lO
,

ll] with 120

and 103 meter flight paths respectively. Though the flight path for the

Harwell measurement is slightly longer than for Saclay' yet the resolu-
tion is slightly better in the 2^^^ case (2.5 ns/m compared to 1 ns/m). This

comes from the fact than a narrow burst of 5 0 ns has been used at Saclay,

which is not possible at Harwell, as we have noticed above. In addition to

this, the Saclay measurements have been performed on samples cooled

down to the liquid nitrogen temperature to reduce the Doppler effect which,

at low energy, is more important than the resolution. The advantage of

reducing the Doppler width is illustrated in fig. 1; this resonance at 4 1.4 eV
which is, in fact, a doublet, can be resolved only by cooling the sample.

In order to determine the resonance parameters of a fissile nucleus,

at least two independent measurements must be performed. Together with

the total cross section, the fission cross section is generally measured.
With "classical" neutron sources (with the exclusion of nuclear explosions),

the type of fission fragment detector which can be used depends strongly on

the natural radioactivity of the element to be studied. When the natural

radioactivity is not very high, as for U235^ for example, a classical ioni-

sation chamber can be used. In a measurement performed at Geel tl2j
3.4 g of U^-^^ has been used in a multiplate ionisation chamber and still

a larger amoiint can be put in such a detector. For nuclei of higher

radioactivity, (U^^-^, Pu^-^^, Pu^'^''^ ) pile -up becomes very important
and a faster detector is needed. The most frequently used is a gas scintil-

lator. Measurements with a such a detector have been performed at Harwell
[l3]where the gas circulated through the cell which contained 40 mg of
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Pu^^^, and at Saclay [l4j where the gas was kept in a sealed chamber
which contained 300 mg of Pu^^^^ An even bigger detector has been cons-
tructed at Saclay with 1 g of Pu^-^^. [32]

A good detector for fissile nuclei having a large 0< activity is a

spark chamber, which has an excellent discrimination against rays,

and which has been used for several measurements at Livermore f ISj .

The quantity of fissile element used can be greatly increased by
employing multiplate or multicell detectors without deteriorating

the resolution due to the distance uncertainty ,by recording separately the

pvilses coming from deposits having different flight path lengths. This techniq

is now feasible because of the large number of digits available in modern
analysers

.

With a nuclear explosion, the overwhelming intensity and the

very short duration of the experiment permit measurements on very small
and very radioactive elements ^8] . The fission fragments are detected

in a solid state detector, and they are produced with such an intensity that

in place of the number of counts, the current in the detector is recorded
as a function of the time of flight.

The fission cross section can also be measured by detecting the

fission neutrons, assuming that the average number of fast neutrons, y ,

emitted per fission is constant in the resonance region. The sensitivity

of the detector to ^f-rays can be reduced by using the pulse-shape dis-

crimination technique [l6j . With such an arrangement, the quantity of

fissile element being used can be much larger than with the fission frag-

ment detection system . However, when the sample is thick, multiple scat-

tering corrections must be made.

The resolution of fission cross section measurements depends on
the quantity of fissile element which can be used in the detector. With
300 mg of Pu^-^*^ the fission cross section of this nucleus has been measu-
red at Saclay (flight path of 19 meters) with an overall resolution of 1 1 ns/m
at 100 eV and 6 ns/m at 5 keV ^14 J. The figures 2, 3 and 4 show a compa-
rison between this measurement and the one which has been carried out at

Los Alamos with a flight path of 185 meters fl7] . One can see that though

the flight path is nearly ten times longer, the resolution of the Los Alamos
experiment at 75 eV and 200 eV is not so good as the Saclay one. This illus-

trates the effect of the large moderation time of a nuclear explosion at

these energies.

As the resolution of fission cross section measurements increases,
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the Doppler effect becomes relatively more and more imp ortant. Till recently , not a

single experiment had been performed on a cooled sample for this type of

measurement, The difficulties associated with such a measurement have

been overcome(. at Saclay where a measurement is being performed with

a gas scintillator containing 1 g of Pu at the liquid nitrogen, tempera-
ture. The scintillating gas is helium with a small admixture of nitrogen

which acts as a wavelength shifter. The quantity of Pu^-^^ is divided into

12 cells situated at three different flight path .lengths. The pulses delivered by
cells having different flight path, lengths are recorded separately on a magnetic
tape. Preliminary results obtained with a flight path of 50 meters and a

nominal resolution of 1 ns/m are shown in figures 2, 3, 4. One can see

an improvement compared to the results obtained previously. The results

could be still better with linear accelerators, now under construction,

which will be more powerful than the old Saclay machine. This comparison
illustrates that for "classical" measurements, a linear accelerator can be

as good, if not better, than a nuclear explosion.

Between resonances, the fission cross section measured with a

nuclear explosion is much lower and can be determined with a better accu-
racy than with a "classical" neutron source. The most striking example
is for Pu " around 30 eV where the cross section, as measured by the

L/os Alamos group, is as low as 0.01 1 0. 01 barn. This is, because the

backgroxind with a nuclear explosion is much lower since there is only

one burst and therefore no neutron overlap. With a classical neutron sour-

ce, the overlap of neutrons is reduced by the use of filters (fil*^ for exam-
ple) which are not 100% eEcient, The background is generally determined
using the "black resonance" technique, which can bring about a systematic

error, if the detector is sensitive not only to fission but also to the inci-

dent neutrons (this has been verified at Saclay with a gas scintillator). If

this happens, the background is underestimated and the cross section,

especially between resonances, is overestimated. In the low cross section

region, it is probably safer to rely on the measurements made with a

nuclear explosion.

The radiative capture cross section of a fissile nucleus is more
difficult to measure, since the detector must be able to differenciate the

y-rays coming from radiative capture from those emitted during the

fission process. Therefore, for a capture cross section measurement,
also fission needs to be detected; this is why, usually, both the capture

and the fission cross sections are measured simultaneously. Their ratio,

0( =^ capt
^ great importance for the design of fast reactors.

(T fis

Several methods can be used to know whether a V-ray pulse is



due to fission or radiative capture

one consists in using a large tank of liquid scintillator which detects all

X -rays emitted by the sample placed in a multiplate ionisation chamber
at the center of the tank [isj . This technique has been used for U^"^^

with an amount of fissile element as high as 7. 65 g of U^O®. The pulses

delivered by the tank in coincidence with those of the fission chamber
are due to fission. When they are in anticoincidence, they are mainly
due to radiative capture. Of course the separation between the two
events is not so clear cut and some corrections must be made before,

the capture and fission cross sections are actually obtained,

in the technique used at Dubna fl9j / the ^-rays are also detected

in a large liquid scintillator, but it is loaded with cadmium in order
to detect the fission neutrons which are captured after moderation in

the liquid scintillator itself. The mean lifetime of a fast neutron sent

into the detector is about 8 /Usee. A pulse from the detector followed

by another pulse several yU sec after, is considered as being due to

fission ; if not, it is supposed to be caused by a capture event. This

technique works for low counting rates and a wide time resolution.

Otherwise, the corrections become rather important,

the Harwell group ^20j uses a modified version of the Geel
detector

f 2lJ which is itself derived from the system developped
by Moxon and Rae fzzj . This is a liquid scintillator divided into

two parts by means of a specially shaped aluminium separator, each
part being viewed by its own photomultiplier . A fission neutron is

detected through a recoiled proton which, by pulse shape discrimi-

nation, can be distinguished from electrons produced by ^ -ray

interactions. For fission detection, each half of the detector works
separately. A ^ -ray event, on the contrary, gives electron pulses

in both halves which are in coincidence. Fig. 5 shows provisional
239results on 0\ for Pu ^ measured with this detector, together with the

previous data obtained from other laboratories. The Harwell results

confirm the rather high value of in the keV region which was calculated

before from the total and fission cross sections and which is of primary
importance for the design of fast reactors.

At low energy, where the partial cross sections can be measured with

a good resolution, the set consisting of capture and fission cross sections

is better and more reliable than the one that includes the total and fission

cross sections. At higher energy, in the unresolved resonance region,

the first set is also preferable ; but between these two extremes ,
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when one wants to increase the range of analysis of individual resonances,
the 2"^ set may prove superior because the total cross section is usually

measured with a better resolution then any other partial cross section.

The elastic scattering cross section is generally obtained as a

by-product from the total cross section. The pKjtential scattering cross
section, (J^ , is deduced from the value of the cross section in the valleys,

taking into account the contribution of neighbouring resonances. The com-
pound elastic scattering cross section can be calculated from the neutron
widths of the resonances. Nevertheless, the measurement of the elastic

scattering cross section can be very useful, in favourable cases, when
determining the spins of the resonances. The area^ ^ fw of a resonance
observed in scattering , when combined with the parameters obtained

from the analysis of transmission data, may lead to the value of the statis-

tical factor g. Also resonance-resonance interference in scattering is

much simpler to analyse than for the fission process since the scattering

process has only one exit channel. Thus, this effect is free from the

ambiguities which are associated with the fission process which may have
more than one exit channel and for which two resonances having the same
spin state may not interfere if their fission vectors are orthogonal in the

space of the exit channels.

The scattering cross section is difficult to measure not only

because of the ^ -rays emitted by fission and by radiative capture, but

also and mainly because of the fission neutrons. The smaller the ratio

^*y^[^ or Jn/p^ > the more difficult this measurement becomes. The
contribution of unwanted radiations ( -rays, fast neutrons) can be either

eliminated or measured by different methods;

- in a now rather old measurement qn Pu Fraser and Schwartz
^23

"J
detected the scattered neutrons with a set of BF-^ propor-

tional counters, practicaly insensitive to ^-rays, but sensitive

to fast neutrons, whose contribution was evaluated by difference
between two measurements : one with a B'^C sleeve between the

sample and the detector, and the other without this sleeve.
- in a more recent experiment on U^^^ performed with the crystal

spectrometer installed at the Belgian reactor BR2, Poortmans
et al, ^24^ used proportional He^ counters as a detector of

scattered neutrons. This detector has also the advantage of being
insensitive to )f -rays, but, in addition to this, fission neutrons
give rise to pulses which are larger than those due to scattered
neutrons. Their contribution can therefore be largely removed
by a simple amplitude discrimination. On the other hand, this

detector has a very poor time resolution which reduces its use-
fulness for time of flight experiments.
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- at Harwell [^25 J , the neutron scattering detector is a set of

Li^ glasses which is also sensitive to ^ -rays and fast neutrons
In a measurement on the contribution of i -rays is mea-
sured by a set of natural Li glasses and that of fast neutrons by
a stylbene crystal. Therefore,there is a double correction to be
made on the data before obtaining the actual scattering cross
section.

- lastly, we should mention the "bright line" method in which the

contribution of ^T-rays and fast neutrons is removed with time
of flight. This technique has been used in several laboratories,

particularly at Livermore f 26^ . Nevertheless, it has a few
disavandtages

^^^J
which will not be considered here.

2. ANALYSIS AND INTERPRETATION OF THE DATA

The experimental results are analysed in order to obtain as much
information as possible on resonance parameters of interest in nuclear
physics (average values , statistical distributions, correlations, etc..)
and also on parameters which can reproduce accurately the measured
cross sections. This second aspect of the analysis is of particular impor-
tance for the design of reactors since, once accurate theoretical cross see

tions are obtained, they can be used to compute apparent cross sections,

broadened by Doppler effect, at various temperatures. In that case, it is

not necessary that the parameters used in the calculations should have any
physical significance; the only important thing is that they should repro-

duce correctly the experimental resiilts.

Nevertheless, this last kind of analysis is not completely satis-

factory. First, experimental results are very often of interest in nuclear

physics and must be exploited with the greatest care possible to extract

the maximum of information on the interaction of slow neutrons with nuclei

and especially on the fission process Secondly, this information may be

useful, when calculating cross sections in energy ranges or for nuclei for

which there are no measurements.

The interpretation of the results is guided by the A. Bohr theory

1^27] in which the properties of the fission process are determinated by
transition states at the saddle point (large deformations) which have a

spectrum similar to that of the first excitated states at equilibrium in the

same compound nucleus (small deformations). When fission is induced by
s-wave neutrons in an even-odd fissile nucleus of spin I and i>arityTr ,then

the spin of the re8onances(seen in the cross sections a function of energy)
is either J-I + ^orJ = I- ^ with the same parity "Jf as before. For each
value of spin ana parity there may be either one or several transition
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states or exit channels available, completely or partially open.

Let us examine some properties of the fission process which,

according to the theory of Bohr, may depend on the spin state of the reso-
nances :

l) The average value of the fission width ^^^jTl

For given spin and parity J^ there may be one or several exit

channels U having fission barrier heights tfj^ . For each channel U ,

the mean partial fission width ^ f^j^^j-jf is given by the Hill and Wheeler
formula L^8^ :

jf
j

^ 4in which

IS the average spacing of resonances having spin and parity

Pi, is the penetration factor for the channel

E is the excitation energy of the compound nucleus
,

1\ to is the circular frequency of the inverted harmonic oscillator

which describes the shape of the fission barrier {\x%u ^500 keV).

For all the channels w belonging to the same J^, the average
value of the total fission width < >jTT is given by the relation :

zir <S>i^= I Pi = N eff (^)

<D>j* *-

Nc|fis the effective number of channels. It is equal to the number of

exit channels when all of them are completely open ( Pi, = 1 for all fs).

2) Fluctuations of the fission widths :

When the number of exit channels is V and when the partial fis-

sion width ^ r^pw^J^^^ same for all the channels V , then the distribu-

tion of the total fission widths obeys the classical ^^law ^
with y degrees of freedom. The variance of such a distribution is^^,
which shows that the distribution becomes narrower as ^ increases.

This case happens either when there is only one single channel
open ( y = l) whatever the height of the fission barrier Ef;,' may be, or

when there are several exit channels with equal values of (equal
values of P^),
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^ In most cases, when the spin J is associated with several exit

channels, each one having a different value of Pi, , then the distribution ^
defined above is no longer valid. If the total fission width is the sum
of ^ partial widths , then the apparent value, ^ app of the total

fission width distribution will be smaller than^^y4^<y
J, The value of

N«pf will also be smaller than p{Ht{f<y)
The study of the fluctuations of the fission widths belonging to

different spin states is even more complicated.

3) Mass distribution of the fission fragments :

This mass distribution is very asymmetric for fission inouced by
slow neutrons. Nevertheless, the amount of asymmetry, or more exactly

the peak to valley ratio of the distribution, may depend on the fission channel
which is considered. As we consider transition states of collective character

only , fission through states belonging to quadrupole vibration banas is

expected to be more symmetric than through octupole vibration ones.

Some of other properties of the fission process related to the mass
distribution of the fission fragments are :

4) Kinetic energy of the fission fragments : this is smaller for symmetric
than for asymmetric fission,

5) Mean number of neutrons emitted per fission : this is more important
for symmetric than for asymmetric fission.

6) The probability of emission and the spectrum of long range OC particles .

Vandenbosch ^29 J has proposed a model of the fissioning nucleus

at scission which explains when and how the properties 3) to 6) are correlated.

A complete discussion of this model would be beyond the scope of this paper.

7) Fission fragment anisotropy when fission is induced by non polarized

neutrons in aligned nuclei :

235
J. W. T. Dabbs has shown that such an anisotropy occurs for U aligned

using the crystal U02Rb (N03)3 cooled to very low temperature
f3oJ .

Under these conditions, the anisotropy of the fission fragments is opposite

to that of the 0( - rays emitted by natural Radioactivity. The amount of aniso-

tropy may be defined by the coefficient A^/l (T is the absolute temperature

of the sample) of the 2^*^ order Legendre polynomial which describes the

angular distributions of the fission fragments. The coefficient A2 has been
calculated by J. W. T. Dabbs in the case of U^^^ and u235 for the spins and

exit channels which can be reached in these nuclei by " S " wave neutrons

(Table I, fig. 6). This coefficient can have widely different ....
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values, but it depends more on the channel (here, the channel is defined by
the quantum number K) than on the spin J. This is a general statement that

the properties of the fission process depend more on the channels that on
the spins. They depend on the spins if the exit channels for the two spins

have different properties.

The spins of neutron resonances in fissile nuclei are not well known.
For some of them, such as U^^^ ou Pu^'^^, not a single resonance spin has

been determined.

The complete subject of spin determination of resonances in fissile

nuclei has been treated in detail at the Paris Conference ^31^ : therefore,

there is no need to cover this subject again in the present paper.

We shall now examine in detail the available data, we have, on
two very different nuc lei : U235 ^nd Pu239 which are, by far, the best

known up to now. Pu^"^^ has been discussed in detail by M.S. Moore at the

last Washington Conference ^ ^ 1 • U233^ despite the fission cross
section measured by the Los Alamos group ^33^ it is not well known yet

and its resonance structure is so complicated that it is difficult to interpret.

2.1. Vlll

Its spin is 7/2 and its parity is negative. Therefore "s" wave neu-
trons induce 3~ and 4" resonan ces . At the saddle point, transition states of

the same spin and parity are found in octupde collective excitations having
K = 0 (3" state only) or K = 1 and K = 2 (for both 3" and 4" states). One
expects that the K = 0 band should be lower in energy than the two other

ones.

For quite a long time, the lowest threshold for fission was thought

to be 0.6 MeV below the neutron binding energy,for it was at this energy that

the threshold of the reaction U^^^ (d , pf ) was observed ^34^ , At the

Salzburg Conference, D. Eccleshall and M. J.L. Yates ^353 reported their

results on the reaction U234 (t, pf). Although the same compound nucleus
is excited in both reactions, the lowest threshold for fission was by 0.5 MeV
lower than the first one. According to the results of the (t, pf) reaction,
the lowest fission threshold in the compo\ind nucleus U236 lies about 1 MeV
below the neutron binding energy.

This discrepancy has been explained by M. J. Specht et al ^36^
who measured and analysed the fission fragment anisotropy in the reaction
U^^^{d, pf). They demonstrated that the mechanism of the (d, pf) reaction
excites preferably negative parity states and, therefore, octupoie bands in
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the compound nucleus U236. According to this hypothesis, the fission

threshold which lies at - 0.6 MeV (relative to the neutron binding energy)
would not be of the ground state, but of the lowest octupole band (presuma-
bly K = 0). We recall that the K = 0 band contains the 3" state; but not the
4" one, in contradiction to the K = 1 and K = 2 bands which contain both.

No information is available on the energies of these last two bands.

The most recent results on resonances observed in the fission

cross section of U^^^ have been obtained at BCMN (Euratom, Geel) where
the measurements have been carried out with two different detectors and
a flight path of 60 meters for both of them flZj . The analysis of this

cross section, with the Breit-Wigner single level formalism, combined
with the Saclay results on transmission L^^' ^^3 » leads to the value of

for 78 resonances below 150 eV. The distribution of these fission widths

is shown in fig. 7; it is consistent with the distribution of a family

having )^ = 4 degrees of freedom. There is no evidence of a break in the

experimental distribution which could suggest the existence of two families

having different values of the mean fission width.

The average value of those 78 fission widths is :

< =53 meV (3)

Those results, though performed on a larger number of reso-

nances in fission, are nevertheless in excellent agreement with the pre-

vious Saclay results [37, 38] . The value of N^ff deduced from this

average fission width is :

Neff = 2TT =0.3 (4)

<D>
Such a low value of Neff would imply that subthreshold fission

plays an important part in the slow neutron induced fission of U^-^^.

In fact, the estimation of the average fission width derived from
resonance analysis may be at fault due to the following reasons :

- among the resonances which are actually observed, only a

limited number of them can be fully analysed (less than half),

the others appear in complicated structures where they are
difficult to locate and a fortiori to analyse,

- it has been demonstrated that about 20% of the resonances are
not visible at all in U^^^ cross section even with excellent reso-
lution ^39] • Those resonances which are systematically

missed have small neutron widths and correspond to small level

spacing s.
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The resonances which are not included in the statistics for the

two reasons mentioned above,have certainly a mean fission width larger

than that of the ones analysed. .The average fission width which is calcula-

ted from the analysis of individual resonances (formula 3) is therefore

underestimated. Also, if some broad resonances, as one of those which
are probably missed, are included in the distribution shown in fig. 7, then

the apparent value of ^ may be decreased by a large factor. The effect

of quasi -resonances will be discussed in paragraph 11,3.

There are very few resonances for which the spin has been deter-

mined. Two methods have been used up to now :

- transmission of polarised neutrons though samples of polarised

U nuclei [40J . Using this method, V, Sailor has shown
that the resonanfces at 0.29 eV and 1. 14 eV are of different

spin states and that the one at 2, 03 eV is probably of the same
spin state as the first one. Though absolute values of the spins

must be confirmed, it seems that the resonance at 0.29 eV
(and perhaps the one at 2. 03 eV) has spin 3 , while the one at

1, 14 eV, has spin 4 (table II, fig, 8).

- measurement of the elastic scattering cross section. It is

particularly difficult to interpret in the case of U^^^. This is

due to the low values of both the neutron widths and the level

spacings and also to the fact that the two possible values of g

are very close to each other (gj= 7/l6 and g2 = 9/l6) and
therefore hard to distinguish. Despite these difficulties, the

measurement has been carried out and analysed at Mol [24J
and the spins of the resonances at 8.8 eV and 12,4 eV have been
determined (table II, fig, 8),

Now we have at our disposal only 5 resonances with some in-
formation about their spins (we have already mentioned the ambiguity asso-
ciated with 3 of them), we can have a rough estimate of the mean fission
width for the two spin states :

<Pf> = 64 meV for J = 3 (5)

<r^> = 70 meV for J = 4 (6)

The mean fission width does not seem to vary much from one
spin state to another.

The peak-to-valley ratio of the mass distribution of the fission

fragments in the resonances has been measured twice by Cowan et aL
using a nuclear explosion as a pulsed neutron source [4l] . The ratio

of the activities of Ag^^l relative to Mo^^ has been obtained for 17 reso-
nances from 8,8 eV to 40 eV, for which it shows variations ranging from
+ 22% to - 50% when compared to thermal neutron fission. From the
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values of this ratio, it is possible to separate the resonances into two
groups : 4 in the 1st group (higher value of the ratio Agm/Mo99) and 13

in the second one. The mean fission widths for these two groups are also
very close ( ( Ff^ = 63 meV for the 1^* group and^P^^ = 52 meV for the

second one.

J

As we have seen before, such a grouping will exist if the proper-
ties of the exit channels are different. It may correspond to the two spin

states if the exit channels which are different in properties, have also
different spin states.

o o c
In the case of U^-*^, the state 3~ is found in the 3 exit channels

K : 0, 1 and 2;while the state 4" only in the last two channels (K = 1 and 2)

Therefore, properties that are different for the 2 spin states will occur if

the K = 0 band is different from the two other ones.

In the case of the peak-to-valley ratio of the mass distribution

of the fission fragments, the nearly constant value of ^Hf^for the two
groups would mean that the 3 octupole bands are very close in energy.

There is another method to determine the spins of the resonances
which has been used several times for non-fissile nuclei [^42 J . The method
consists in studying the multiplicity of the capture ^T-rays emitted in the

resonances. In favourable cases, this multiplicity is sufficiently different

for the two spin states that it can be measured and used for spin determina-
tions. In actual practice, one uses two Nal (Tl) crystals facing each other

with the sample placed in between them,and one records separately the

following two counting rates : one given by pulses above a bias of about

3 MeV (singles) and the second given by coincidence between pulses above
a lower bias (500 KeV to 1 MeV) in the two crystals (coincidences). The
greater the multiplicity, the higher the ratio R of the "coincidences" com-
pared to the "singles".

This method was never applied to fissile elements because of the

background and of the effects of radiation emitted during fission (Y-rays
and fast neutrons). Nevertheless, an attempt has been made at Saclay on
y235

^43^1 ^ Since the bulk of fission Jf-rays have an energy lower than .

1 MeV [443 an effort was made to minimise their contribution by setting

appropriate biases : about 4.5 MeV for the "singles" and about 1. 1 MeV
for the "coincidences". The measurement was therefore carried out as for

a non fissile element, but interposing about 1 cm of lead between the sample
of U^^^ and the crystals. The ratio R defined above is plotted tn fig. 9

for 24 resonances. There is clearly a separation of the resonances into

two groups which can tentatively be explained as due to the two spin states.
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The group with the higher value of R woiild correspond to the spin 4. With
this assumption, there is agreement with the spin values determined by

Poortmans (Table II, fig. 8, ref, 24).

The mean values of the fission widths for the resonances of these

two groups are :

High value of R (spin 4 ?) <rf>= 27.2 meV (7)

Low value of R (spin 3 ?) < ff> = ^^'^ "^eV (8)

The ratio of these two mean fission widths is 2,45 in good agree-
ment with theoretical predictions ^6^ . But on the other hand, the absolute

value of the average fission width is still lower than the one calculated

from the channel theory of fission. If, according to J.E. Lynn ^6 ] the

average value of Ngff for the two spin states is 1.5, the mean fission

width should be 260 meV.

pancy ?
Can the levels which remain unanalysed explain this large discre-

One method can be used to take into account all the resonances,
analysed as well as not analysed ones. Its consists in averaging the cross
sections over energy intervals wide enough to include many resonances.
For instance, the measurements of G. de Saussure ^463 of ratio of

capture to fission cross sections ( 0( = ^'•P^/Vjpi* ) show that the value

of OC is around 0.5 at low energy (fig. 10).

To obtain such a low value of 0( , J.E, Lynn |^ 6 3 proposed
a scheme of the transition states in which there are 2 fully open channels

for the spin 3~ and one for the spin 4"
. This leads to an average value

of Neff for the 2 spin states which is equal to 1 . 5 and therefore to the value

^P^y - 265 meV, as already mentioned above. It is to be noted that the

ratio ^nr^f^), in that case, is 0, 17, much lower than the observed value

0^ = 0.5. This is ignoring the effect of fluctuations of the widths, already

noticed a long time ago ^473 , which plays an important part when calcula-

ting average cross sections. To be more specific, one needs to know the

quantities^^^Jj'^and^l^PF^ to calculate the average capture and fission

cross sections, respectively. The quantities between the brackets can be
written as follows :

/ Pn Pr V . Sc <rn><r») (9)

^ ^ ^ <r>

r ^ <r>



In the absence of correlations, the statistical factors Sq and Sf

can be calculated,knowing the distributions for the widths (fj , and fy .

The factor Sf is slightly lower then unity,but the other factor can have
values much high than \inity (as high as 2 or even 3) for large fission

widths and low values of p .

The high values of^f^^needed to obtain 01 = 0.5, cannot explain

the behaviour of the cross sections in the resonance region. We have alrea-
dy noticed the big discrepancy between^f^'^^ 265 meV(calculated from 0^)

and ^P^)= 53 meV (formula 3) obtained from resonance analysis even if this

last value is underestimed, as we discussed previously.

Even the simulated cross sections calculated by J.E. Lynn ^453
are not satisfactory in that respect. For example the observed values of

Ngff and ^ deduced from the simulated cross sections are 0.53 (instead

of 0.3 deduced from experiments) and 2.7 (instead of 4) resi>ectively . In

addition, the proportion of misaed levels in the calculated cross sections is

certainly larger than 20%, as deduced from measurements. The proposed
explanation according to wnich the resonances at low energy would be an
extreme statistical sample is not as strong as before, since G. de Saussure's

measurements have shown that the value of 0( below 100 eV is very close

to other values measured at higher energy.

Therefore, it seems that there is a disagrement between the average
value of on one side and the behaviour of the cross sections at low energy,
on the other. The disagrement may be apparent only, if one notices that the

calculations of o( (either with the and Sf factors or with simulated cross
sections) have been made with the hypothesis that all the parameters are
completely independent, that is to say, in the absence of correlations. Yet,

correlations have been found in the cross sections [48, 37, 38] which, in
this respect, are worth a further study. This question will be raised again
in paragraph III.

Several measurements on the kinetic energy of the fission frag-

ments [493 and on ternary fission [49, 50] showed variations from
resonance to resonance. The Saclay results on ternary fission fsoj seem
to be confirmed by recent measurements carried out with the Euratom
linac at Geel [5l3 .

Lastly, fission fragment anisotropy measurements with non-pola-

rised neutron beams and aligned U^-^^ nuclei have been reported by Dabbs

[303 and they are shown in fig. 11. It is worth noticing that, nowhere, the

value K = 0 is reached, though this band,which is supposed to be the lowest

in energy, should give the highest contribution to the fission cross section.

Also, the two spin 3 resonances studied by Dabbs have either K = 2 (at

0.29 eV) or K = 1 (at 8.8 eV) [52] , but clearly iipt K = 0 alone.
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This measurement is now being performed at the Saclay linac , with the

same equipment, in order to determine the average value of K for a larger

number of resonances and also for clusters of unresolved resonances
which are probably broader than the average and in which, according to curren-

tly accepted channel theory, the value K = 0 would have a larger probability

to be found. It can be noticed in table I, fig. 6, that the band K = 0 corres-
ponds to the largest anisotropy and therefore does not need any knowledge

about the spins. Preliminary measurements with a flight path of 5 meters,
showed that the coxinting rate in the big 19.3 eV resonance is about 500

counts per hour. [.80

J

2.2 Pu^^^

Its spin is 1/2 and its parity is positive. Therefore " S" wave
neutrons induce 0+ and 1"*" resonances. At the saddle point, 0"*" transition

state" of simple collective character are found in the ground state and
in the quadrupole ^ vibration (which is often excluded from the scheme
of transition states as this mode is supposed to lead to fission). There; a-re

no 1 transition states of simple collective character.

The lowest threshold observed in the reaction Pu^"^^ (d, pf) lies

at - 1.6 MeV (relative to the neutron binding energy). According to

H. Specht [36^ ,this is certainly the lowest threshold corresponding to the

ground state 0+, since the mechanism of the reaction excites predominantly
positive parity levels in the compound nucleus Pu^^^ (and not negative

parity one as with U^-^^).

The measurement and the analysis of fission fragment anisotropy
in this reaction, carried out by Britt et al [53^ have shown that, at the

saddle point, the 2 quasi-particule states are 2.6 MeV above the ground
state, that is to say 1 MeV above the neutron binding energy. Therefore,
their contribution to fission is negligible.

The total and fission cross sections have been measured and ana-
lysed with the Breit Wigner single level formalism f54^ . The fission

width has been determined for nearly one hundred resonances below 250 eV.
The distribution of these fission widths is shown in fig, 12. It is clear
that there is a break in the distribution which can be fitted with the sum of

2 distributions having the following properties :

Family ofmrrcw resonances : ^ Pjp) = 41 meV , p = 1 (11)

Family of wide resonances '. ^r^^sl.5eV , l^y^2 (12)

Examples of wide resonances appearing in the total cross section

are shown in fig. 13 and fig. 14.



239The spin determination of Pu resonances is not so difficult as

for U^^^ [^0 • ^"^o^g the most recent results, let us recall elastic

scattering measurements carried out at Harwell f 25^ and at Livermore
^26j . When combined with transmission data, these results can be used

to determine the spins of a fairly large number of resonances. We can
notice that the analysis of both the total and fission cross sections can also

be used to determine the spins of several resonances [31, 54 J . The known
spins of Pu ^ resonances are displayed in table III, fig. 15. Generally, the

recent measurements ( columns 4, 5 and 7 of the table) agree quite well.

If we confine ourselves to the results of Asghar, which are the most comple-
te, the mean fission widths for the two spin states are :

spin l"^ : < Pf) = 30 meV (13)

spin 0"^
: <r^> = 425 meV (14)

They are different, and the difference noticed here is certainly

underestimated if we remark that large spin 0 resonances are more diffi-

ctilt to analyse and that the largest of them are certainly not analysed in

the scattering measurements.

239The mass distribution of the fission fragments in Pu resonances
has been measured by Cowan et al ^56] in the same manner as for U^^^.

There are much la^^er variations of the peak-to-valley ratio of the mass
distribution for Pu than for U^"^^. With these variations, it is very easy
to split the resonances into two groups; the one having the highest amoiint of

symmetnic fission is expected to belong to the 0''' state, the other to the l"*"

state. With this assumption, the results obtained by Cowan are shown in

table III, fig. 15 (column 6). They agree quite well with direct spin 1 deter-

minations, except for the resonance at 47,6 eV. The discrepancy at 59.22
eV may be apparent only, since at this energy, there is a cluster of poorly

resolved resonances and the contribution of neighbouring resonances (parti-

cularly the large one at 60. 94 eV) is perhaps not correctly evaluated. It is

not possible to verify the resvilts of Cowan with direct spin 0 determinations.

Nevertheless, it is worth noticing that the mean fission width of spin 0

resonances (as determined by Cowan) is very high (^Pf)' = 1.75 eV) and is

in excellent agreement with the value found using formula 12.

Therefore, the three types of results considered until now,
namely

- distribution of the fission widths,
- direct determination of the spins of the resonances,
- mass distribution of fission fragments

239
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one, having J = = 41 meV and P = I (15)

the other, having J = O"*", < P^) = 1 . 5 eV and )) ^ 2 (16)

The effective numbers of channels for these two families are :

Neff = 0. 08 for J = l"*" (17)

Neff%l for 1 = 0"^
(18)

The 2^*^ value of Ng££ is in agreement with the channel theory, in

which one channel is fully open, and perhaps a 2^^"^ one is partially open.

The I®* value of N^ff can be used to calculate the energy of the l^

channel with the help of formula I . Assuming that = 0. 5 MeV, one finds :

E-j^-E ft = 0. 2 MeV (19)

E| + is the energy of the l^ channel,

Eft is the neutron binding energy.

A similar result is obtained when fitting the variation of 0< as a

function of energy between 15 KeV and 100 KeV ^57^ as measured by Lottin

et al. [SS]
If, according to Britt et al. ^53^ , 2 quasi-particule states are

I MeV above Eft » then the l"*" channel does not belong to this category of states.

This is why Griffin has postulated that this l"*" state is a combination of two
octupole vibrations (K = 0" and K = 1") which may lie lower in energy ^59^
With this hypothesis, the exit channels for the two spin states are very different:

ground state and perhaps quadrupole vibrations for J = 0"*", and octupole vibrations

for J = l"*" . This explains why the properties of the fission process (such as the

mass distribution of the fission fragments) which depend mainly on the exit

channels, can be so different for the two spin states in Pu^^^ (which is not

the case for U^-^^).

Melkonian has measured the total kinetic energy of the fission

fragments and has found variations which are also correlated with the spins

of the resonances ^^9^

Up to now we have considered only the single-level analysis of the

cross sections. This type of analysis is certainly valid for the narrow spin l^

resonances : but it must be used with caution for the large spin 0 resonances.
Derrien has already pointed out the interest in using the multilevel formalism
for the study of complex structures such as the one around 83 eV £541 . A_ mul-
tilevel analysis of this structure has been carried out at Harwell f60j and
the result is shown in fig. 16. In order to fit the fission cross section, 5 reso-
nances are needed with the multilevel formalism instead of 6 with the single

level one ^54^ ; but, with the former, 2 exit channels for the spin 0 resonances
need to be used.
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A multilevel analysis over a much wider energy internal

(between 14 and 90 eV) has been carried out by Farrell on the

fission cross section measured with a nuclear explosion as the neutron

source. This analysis will certainly be presented with more details by
Farrell in his invited paper . Nevertheless, a few points may be

worth considering :

- in the same structure at 83 eV, a good fit is obtained with 5

resonances also, but the two spin 0 resonances have only one
exit channel, the same for both of them; this is in contradic-

tion with the Harwell multilevel fit .

r throughout the whole energy range, from 14 eV to 90 eV , there

are 15 spin 0 resonances and 3 of them only have their fission

width in the 2^^ exit channel. Among those three resonances,
the one at 77. 80 eV is not actually observed, and the other

at 66.75 eV has been wrongly attributed to Pu^-'^ • -^^

this energy, there is a Pu resonance which perturbed the

total cross section and also the fission cross section when
measured with a fairly thick sample [63^ . To increase the

confusion at this energy,there is an unusual long tail of the nearby

65.7 eV resonance and, lastly, ^he Los Alamos measurements
are also perturbed by an impurity resonance due to the Pt used
as a backing foil

f64j .

- from the number of spin 1 resonances and the distribution of

their spacings, Farrell has estimated that 30% of them, at

least, are misse4, which would have small fission widths but

not necessarily small neutron widths. This is very unlikely

to appear for the following reasons : they cannot be missed becau-
se they are close to the observed spin 1 resonances since this

is preluded by level repulsion; they cannot be missed because
they are close to large spin 0 resonances or because they are

distributed at random since, as they would be narrow and not

necessarily have small neutron widths, they should show up
in transmission if not in fission, but this is not observed in

the experimental results. Below 250 eV, only 3 resonances are
seen in transmission and not in fission and it is because they

have small neutron widths ^54^
Let us recall, in this respect, that the smallest fission width

observed, even in the most recent Saclay measurements, is

3 m*V which corresponds remarkably well to the theoretical

calciilations of the width due to the ( n , ) process ^65j
which,in all these measurements, is counted with the simple

{ ft , ^ ) reactions

.

In favourable cases, as Pu^^*^, where the proportion of missed levels, is

small, where the observed resonances easily b^eak up into two families

having different spins and different values of the average fission width,

where many spins have been measured directly and where the resonances
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are rather well separated, we have seen the difficulties associated with the

interpretation of multilevel fits which cannot be considered as unique.

The sitxiation is less favourable for . Since 20% of the levels are

missed an assynmetry in the shape of a resonance can be explained by

a hidden level as well as by an interference effect. This renders multi-

level fits still more ambiguous. For example, Vogt f66jand Shore et al.

f 67] from a multilg^gl fit on a restricted energy range have assigned

spins for the first U resonances. They were found later to be in contra-

diction with polarisation measurements f^40j .

233 241The situation for U and Pu is still worse. In these nuclei,

level overlap is so important that 30% or more of the resonances are missed
and not a single spin has been determined yet. Therefore the interpretation

of multilevel fits is hypothetical . They can probably reproduce the measu-
red cross sections, but the physical significance of the parameters is

rather illusory.

2.3. QUASI RESONANCES

The first quasi-resonance appeared in the 1^^ run of a computer
when Lynn carried out calculations of simulated cross sections of U^-^-^

f68]. Strong interference between two closely spaced broad resonances
caused a very sharp peak to appear which was called a quasi-resonance.
In the same article, simulated cross sections of U^-^^ (calculated with
simple hypotheses coming from channel theory) showed how their analysis

could lead to erroneous statistical distributions of the parameters. But if
233we still take the case of U , it is not clear what the main distorting effect

is : simple resonance overlap or interference which, in extreme situations,

can give rive to quasi-resonances

.

Prior to Lynn's calculations, simulated cross sections of U^^^
had been carried out at Saclay to verify the proportion of missed levfels

determined from cross section measurements f37- 38 .J.But the interference

effect, expected to be of small importance had been neglected. This sim-
plification is based on a simple calculation which shows that, among the

20% of missed levels, only 7% of them are of the same spin state as that

of the close-by levels which hide them. This small propKSrtion is simply
due to the repulsion of levels having the same spin and parity.

It is interesting to know more about the importance of missed
levels relative to interference. This is the reason, why we carried out

calculations of simulated cr^|| sections with exactly the same parameters
as those used by Lynn for U f^S^ but with a different set of random
numbers. In particular , the effective number of exit channels was



N = 3 X 1 for one spin state and Ng£f = 1 + 2x0. 1 = 1,2 for the other.

T^e simulated total and fission cross sections have been calculated between
0 and 25 eV (that is to say for 100 resonances) in two cases : with and wi-
thout interference. In the 2"<i case, the cross sections reduce to a sum of

Breit-Wigner single-level formulas. The cross sections are very similar
in both cases which demonstrates that interference plays a small part in

that particular case. A fortiori, no quasi -resonances are observed. There-
fore one is led to the conclusion that the difference between the parameters
which are used in the calciilations and those which come from resonance
analysis is due, not to interference ,but to the common-place effect of reso-
nance overlap.

Another example, where interference is expected to be rather

important, is that of spin 0 resonances in Pu^^^. In the same manner as
235 23Q

for U , the total and the fission cross sections of Pu ^ have been simu-
lated from 0 to 250 eV. The fission width distribution has been chosen
equal to that described in formulas ( 15 ) and (1-6 ). For the spin 0 resonan-
ces, the calculations have been made both with ^ = 1 and ^ = 2. Not a

single quasi-resonance has been observed in these simulated cross sections.

The probability of observing a quasi-resonance can be estimated by
calculating the probability P that the sum of the fission widths of neighbou-

ring resonances of same spin and parity is greater than li times their

spacing (r|,4.IJ^>hP ) [45] .

Pj(x) = i- xVtT exp(«*;[l-9fx)] (20)

pfx) —^ JL., ri--L^i£.^
"I (2l)

P2(x) =1-8x2 Pi(2x) (22)

In these formulas :

Pj is the probability defined above when the fission width distri-

bution obeys a ^^law having ^ = 1 degree of freedom;

P2 is defined in the same way as Pj, but for ^ = 2;

is the mean level spacing of the resonances for the spin

state considered;

^r^^ is the mean fission width for the same set of resonances;

^(X)is defined as = -7= f c'^dt ^25)



In table IV, fig, 17, the probabilities are calculated for the spin

0 resonances of Pu ^ with k = 1 and k = 2, Together with P, the probabi-

lity Q that the criterion If4 ^ ^ D fulfilled for the spin 0

resonances below 250 eV, has been calculated.

The values of Q in table IV, show that the criterion 4
H^at

^ ^
is certainly too severe when calculating the probability of observing quasi-

resonances. The criterion ^1^2^ would probably be more appro-
priate. With this last condition ,the probability of observing a spin 0 quasi-

resonance in Pu^^^ is 3% at the most.

Let us try now to study the quasi-resonance phenomenon in a more
general way, even for high values of Ngff which are not met in actual prac-
tice , To be more specific, let us take the case of one spin (J) sequen-

ce only, so that the overlap between resonances having different spins is

ignored. This simplification will not alter the effect of interference since

resonances having different spins do not interfere. For the single spin

sequence under study, let us assume that there are ^ fission exit channels
which are fully open. Then Ng££ is equal to :

N^ff = ^ - ^"^^-^ (26)

For large values of Ng££, interference will distort the shape of

the resonances and some of them will be missed. The apparent values of

the mean fission width
(^(^^<apf^ of the average level spacing KP^^PP)

can be used to calculate the apparent value of the effective number of exit

channels ( (Neff)o|9p).

'P'' <D>app
'

For small values of Ng££, interference plays a negligible part and
Ng££ is very close to (Ng£f)3^pp. But as the value of Ng££ increases, two
opposite effects appear at the same time. First, as the resonances become
broader, their overlap is greater and interference effect should increase;

secondly, the number ^ of exit channels increases (in this simplified case,
we have assumed ^ = Ng££) and this should diminish the effect of interfe-

rence.

In order to know what the final result is,we have calculated a set

of simulated cross sections from parameters selected at random but

obeying the known statistical distributions f 57^ . For each cross section,

there was a well defined value of Ng££. The parameters used in the calcula-
tions have been determined with the following hypotheses :
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- all the resonances have the same spin, therefore, the level

spacing distribution obeys the Wigner law. The average level

spacing is set arbitrarily equal to 1 eV.
- the neutron width distribution obeys the Porter-Thomas law.
- the strength function is equal to 10"^, This value is obtained

experimentally for most of the fissile nuclei.

- the total radiation widtk is small {T^ - 1 meV)
- the average fission width is equal to ^l}^ =

'^eff ^^'^/ZJf
- the fission width distribution obeys a ^2 law having Ngff degrees

of freedom
- the number of dimensions ^ of the exit channel space should be

equal to Ng££. But the computer code used in the calculations

cannot treat the case of a channel space having more than three
dimensions. This limitation in the capacity of the code led to

the following conditions for the calc\ilations :

= N^^f when Ngff ^ 3 (28)

>) = 3 when Ng£f > 3 (29)

These conditions exagerate the effect of interference for values
of Ngff greater than 3.

The calculations have been carried out with and without the inter-

ference effect included, using 10 different values of Ng££ ranging from 1 to

5 0. The cross sections with interference effect included have been calcula-

ted using the formalism of Vogt f66] . Without interference, the cross
section reduces to a sum of Breit-Wigner single level formulas.

In fig. 18, the total cross section, calculated without interference

in the extreme case of Ng££ - 50, is displayed. Only a few "bumps" show
up where there are as many as fifty levels to start with. When the same
parameters are used to compute the cross section with interference, then,

many quasi-resonances appear as can be seen in fig. 19.

Each of these cross sections (with and without interference) has been
analysed with the single-level formalism.

The variation of (Ng££)3Lpp as a function of Ng£f is plotted in fig. 20

for the following three cases :

- without interference (curve A),

- with interference ( ^ = N^££ when Ng££ ^3, ^ = 3 when Ng££ ^3)
(curve B),

- with interference (qualitative extrapolation to the case of ^ = Neff

(curve C).
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This figure shows that (Ngff)app is very close to Ngff when it has
a small value (Ngff ^ 2). For increasing values of N^ff, the apparent value

of ('^gff)app
does not vary much and does not reach a value higher than

about 5.

For the fissile nuclei usually studied, the two values (Ngff)_^pp

and (Ngff) are very chose to each other. For \J^^^ , in particular, where
the observed value of Ng££ is about 0.25, it is very unlikely that taking

into account interference effects can lead to a much higher value of Ngff.

To summarise this paragraph, one should say that it seems that

the effect of interference and of quasi-resonances has sometimes been
largely overestimated. Interference can explain certain shapes of reso-
nances (especially in the wings) but^ in the usual cases met with in prac-
tice, it cannot distort in an important manner the distributions of the para-
meters which are much more sensitive to the superposition of the cross

sections belonging to the two spin states.

It would be of great interest to measure cross sections of nuclei,

for which high values of Ng££ would be expected (low fission barrier height

compared to the neutron binding energy). As these nuclei have a short life

time, the nuclear explosion is an outstanding neutron source for such
measurements.

3. SUBTHRESHOLD FISSION

Various aspects of subthreshold fission have been dis<:ussed by Rae
at the Salzburg Conference [s] . It was pointed out that the thermal neu-
tron fission cross section of several non-fissile nuclei, even-even or odd-
even, is anomalously low. With the exception of Am^^l^ ^^le measured
cross sections are much lower than the ones calculated with the following
formula :

^nF (thermal)af 1 fabs (thermal) (30)

<rp>Kry>
in which ^ is given by the Hill and Wheeler formula.

Back in 1956, Wheeler had pointed out this anomaly for Pu240 ^nd
had suggested that either the fission width of the l^t resonance at 1 eV was
exceptionally low or fission induced by "S " wave neutrons was inhibited

[69j . This last assumption was confirmed later by the following results :

- the fission widths of tne resonances below 120 eV are small
and lower than 0.6 meV FtoI



240
- the Pu fission cross section measured between 30 KeV and

2 MeV by de Vroey et al. ^71^ is relatively constant and egal

to about 100 mb between 3 0 KeV and 300 KeV. The shape of

the cross section, as it is measured,is very similar to the one
calculated with " 5 " wave neutron fission inhibited, but "p"

wave one allowed. The small and constant value of the cross
section between 3 0 KeV and 3 00 KeV would come from the fact

that the increase in ^f^^as a function of energy is compensa-
ted by the decrease in the "p" wave cross section for the for-

mation of the compound nucleus.
- the calculations by Johansson [72^ of the positions of the shell-

model states for very large deformations have shown that nega-

tive parity states (such as l/2 - and 3/2 -) lie lower in energy
than the l/2 + state. These calculations provided a theoreti-

cal background for the measurements quoted above.

All this is discussed in the paper by Rae f •

Just after the Salzburg Conference, the Pu fission and captu-

re cross sections were measured with a nuclear explosion ^73^ . Many
individual resonances were observed both in fission and in capture. If

the explanation mentionned above is correct, an anticorrelation should

be observed between fJi and . This comes from the fact that a p-wave
resonance which should therefore have a small neutron width , should,

on the contrary, have a large fission width. Such an anticorrelation is

not apparent in the experimental results.

In fact, the situation is more complicated as we shall see now.

In view of having more information on the shape of the fission barrier,

and also to elucidate the low value of the thermal neutron fission cross
section, the total and fission cross sections of Np237 have been measu-
red at Saclay ['74, 75, 76^ .

The total cross section does not show any anomaly and is quite

similar to that of nearby odd A nuclei.

The fission cross section has been measured several times since

it has an unusual behaviour. It was measured first with a gas scintillator

[74^ and a flight path of 12.4 meters. A grouping effect of the resonan-
ces was clearly observed ^74^ which was confirmed by a 2^^^ measure-
ment carried out with an ionisation chamber and a flight path of 6 meters

[75].

Lastly,the same cross section was measured in much better con-

ditions with an improved gas scintillator and an overall resolution of

18 ns/m at 100 eV [76] .
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We shall now examine some properties of this cross section ^76^ .

First^it is entirely different from the total cross section and from
the fission cross sections of other nuclei measured up to now. Instead of

showing a regular pattern, it is composed of high peaks (or structures) at

definite energies : 40 eV - 118 eV - 198 eV, etc. . . up to 4 keV (fig. 2l).

There are 17 such peaks below 1 keV, with a mean level spacing of about

60 eV.

The first structure at 40 eV is composed of several intense reso-
nances which were resolved and analysed. All the parameters (spin exclu-

ded, but fission width 1^ included) of these resonances have been deter-

mined. Curve B (in fig. 22) shows the cumulative sum of the fission widths

as a function of energy up to 80 eV (the estimation of for resonances
not seen in fission will be discussed later). The resonances situated

between 35 eV and 46 eV contribute 90% to the total sum ^ >

though they represent only 14% of the total number of resonances obser-
ved in transmission below 80 eV. The next peak at 118 eV, and the others

at higher energies, cannot be completely resolved into several resonances
(if several) because of the lack of resolution. No anomaly is observed;
neither in the curve A (fig. 22) at 40 eV and 118 eV , nor above, in the total

cross section, at the energies of the peaks.

Between peaks, in the fission cross section, only a few weak reso-
nances appear and these can be analysed; the others, although observed in

transmission, do not emerge above the background. Nevertheless, it is

possible find an upper limit vnajiof the fission width for these resonances,
when they are at low energy. Arbitrarily, the fission width is then set

equal to i m^,j(with an error ofif^maJ.

Curve B (in fig. 23) represents the distribution of the fission widths

for all the resonances observed in transmission below 80 eV. This histo-

gram is definitely inconsistent with one single distribution of a family.

It is necessary to assume there are at least two distributions, one with

^ff^ * 0.009 meV and ^«1 (small fission resonances) the qther with

^ =0.4 meV and P « 1 (large fission resonances). The parameters
of the family of small resonances are approximate since only half of them
were actually observed in fission. In addition to these two families, there

is a large fission width (resonance at 39. 9 eV) which is still outside the

distribution. The ratio of the number of resonances in each family is 0. 18,

which is different from the ratio of the number of resonances supposed to

belong to the two possible spin states.

The experimental fission cross section has been compared to a
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"simulated" one, calculated from a set of parameters selected at random
but obeying the usual statistical distributions. In particular the "simulated"
fission width distribution was assumed to be the same as the one shown
in fig. 23 and described above.

Both the experimental and the "simulated" fission cross sections

were then averaged with a rectangular weighting function (10 eV wide)
every 10 eV. Between 0 and 160 eV, the variance of the averaged values

of the experimental fission cross section is /v 3 times higher than that

of the "simulated" one. This comparison confirms the presence of an
intermediate structure which clearly appears in the neutron subthreshold

p -J 7
fission cross section of Np ' . It does not seem that the formation of the

compound nucleus through "doorway states" can explain this structure in

fission since it does not show up in the total cross section. This implies that the

coupling of the compound nucleus states to fission exit channels is stronger

at some discrete energies. It thus seems that only a more thorough under-
standing of the fission process can explain this structure.

Recently, Strutinsky f??]} has calculated the deformation energy
for heavy nuclei and large deformations, taking into account shell-model
corrections to the liquid drop model. It is, then, possible to obtain not

only one but two or even three fission barriers. The first and lowest
minimum correspondsto the stable nucleus at equilibrium (small deforma-
tions). The second minimum corresponds to deformations ^f)tO,5 to 0.6,

According to Strutinsky ,"this second minimum may be of importance for

the fission process as it provides a possibility for the formation of an
intermediate quasi- stationary state in the fissioning nucleus. The fission

width will strongly depend on the properties of this state".

The coupling of the compound nucleus states to the fission exit

channels which is more intense at some discrete energies and which has been
observed may be just the coupling through those intermediate quasi- statio-

nary states explicitly mentioned by Strutinsky.

It is interesting to remember the concept of "doorway states" ima-
gined by the M.I.T. group ^79^ as intermediate states between the coupling

of the entrance channel to the compound nucleus states. Now, it seems
that fission has probably shown one of the best examples of another type of

intermediate state between the coupling of the compound nucleus states,

not to the entrance channel, but to the exit channels.

Keeping this theory in mind, the need to measure the spins of the

resonances in the structure at 40 eV is therefore obvious. It is also worth
noticing that the spacing distribution of the big peaks observed in fission

below 1. 6 keV obeys the Wigner law (1 population only) as if they were
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coupled to one spin state only (fig. 24). Nevertheless, this last result needs

more precision because of the difficulty of correctly identifying structures

composed of several individual resonances.

We can notice that at zero neutron energy, the intermediate

structure in the fission cross section of Np^-^^, presents a minimum, which

can explain the low value of the thermal neutron fission cross section. Tl^|^
explanation renders unnecessary the arguments developped by Rae for Pu j^S

Another example of grouping effect of resonances in fission has

been observed in Pu^'^^ and will be presented at this conference ^^sj .

If this phenomenon of intermediate structure in subthreshold

fission is a general one, it may be observed also in the fission cross section

of fissile nuclei when the contribution of transition states above the neutron
binding energy is of some importance. This is the case for the l"*" channel in

Pu^^9 and very probably for the 4" channel in U^-^^. In the paragraph II, we
discussed the existence of correlations which may come from a kind of inter-

mediate structure just as the fall above 600 eV of the Pu"^^ fission cross

section which causes such a high value of 0( at that energy.

4. CONCLUSION

A complete treatment of the neutron cross section measurements
should include a detailed comparison of the data, especially from the point of

view of their accuracy and the discrepancies among various measurements.
This aspect of the subject has been ignored in this paper.

We shall try now to summarise briefly what has been covered in

this paper :

- the greater accuracy and resolution in the measurements is

mainly apparent in partial cross sections. For instance, the resolution of the

Pu^ fission cross section is becoming comparable to that of the total one.

This permits the analysis of a much larger number of resonances than before.

- the increase in intensity of the pulsed neutron sources permits
a more and more detailed study of certain modes of decay of the compound
nucleus states (certain properties of fission, for example) which were reserved
before to thermal neutron sources.

239
- among all fissile nuclei, Pu has been, by far, the most

thoroughly studied during these last few years and its cross sections are now
understood better.

235
- there are apparent inconsistencies in U cross sections which

will probably be removed by polarisation and K. value measurements in the

resoiBnces.

- interference should be taken into account in the analysis but its

313-475 0-68— 31 4-55



'importance should not be over- stressed in the usual cases.

- Fission cross section measurements of non-fissile or "exotic"

nuclei, (in their ground state or isomeric state (if any), such as U^"^^, U^'^^,

U235 *(*yj^*^ transplutonium elements, etc . . . should provide examples of

the fission process in more extreme cases and therefore help to understand
its properties more thorougly.

- probably, the most interesting phenomenon mentioned here, is

the intermediate structure observed in the substhreshold fission of Np^-^^ and
Pu240 jt ia interesting, not only because of the insight it provides into the

fission process and the mechanism of nuclear reactions ; but also for the

consequences it may have for the fission cross sections of fissile nuclei.

In this respect, correlations should be studied more carefully and should also

be introduced into the simulated cross sections, when necessary.

The author wishes to thank all those who have transmitted to him
their results before their publication. He feels very indebted to M . ASGHAR
for interesting and stimulating discussions and for his kind and efficient help,

when preparing this manuscript in english.
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(T~80n()

®A=Q0?08VE
(T~300*'K)

Fig. 1 Group of two close resonances in Pu^^*^ resolved in a transmission
experiment carried out with a sample cooled down to the liquid

nitrogen temperature [ 10 , 11
]

1 - Single-level fit to the measured cross section ;

2 - Shape of the transmission curve as it \\ould appear in a

measurement with a sample at room temperature.

<S-jr(Bor-)

B

2W»

Po 239

Fig. 2 - Various measured cross sections of Pu^^^ between 73 and 77 eV

A - Total cross section f543
B - Fission cross section (preliminary Saclay results! [32]
C - Fission cross section (old Saclay results) [14]D - Fission cross section (Los Alamos) [17]
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256 £«iy) iSr i5r

Fig. 3 - Various measurfd t^os^ tions of Pu^^^ between 194 and 206 eV

A - Total cross section [54j
B - Fission cross section (preliminary Saclay resul

C - Fission cross section (old Saclay results
) ^'4^

D - Fission cross section (Los Alamos) [l^J

) N

A
259

"iS *5 <5 iSs iS; iEs tit-^i So ST

«5 iiEi E(7y) 'Si (Ei *Ia iB tSk tS~

Fig. 4 - Various measurfd cross sui tions of Pu^^' between 400 and 405 eV

A - Total cross section [54^
B - Fission cross section (preliminary Saclay results) L^^i J

C - Fission cross section (old Saclay results) [u]

D - Fission cross section (Los Alamos) ^I7j

462



20

1-0.

J L
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239
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9 X

O HARWELL PROVI6IOWMAL RESULTS
(NO MULTIPLE 5CATTEft»M6 CORRECTION)

X CALCULATION FROM <St\\. & <5hf

D DE SAUSSURE ET AL 1966

O HOPKINS & DIVEN 1962

A l<SNATEV ft KIRPICHNIKOV 1965

V WAH© Yi>JC -CHANG ET AL 1966

• SAMPSON and" rtOUNO 1957

""4
J I I I I I I J L_ikAj I I 1 I

102 10^ 10*

NEUTRON ENERGY (eV)

10=

Fig. 5 - Measurements of Ot carried out at Harwell and comparison with other

measurements ( E. R. Rae, private communication )

TABLE I

,233

• \.
2+ 3^ 3" 4"

;

: 0 + 0. 074 + 0. 077

; 1

1

+ 0. 037 + 0. 055 + 0. 058 + 0 065 :

; tz - 0. 037 0 0 + 0 031

; Is - 0. 092 - 0. 096 - 0 027

; t4 - 0 108

,235

Fig. 6 - Calculated values of ( in °K )
corresponding to various J, K values

for U233 and u235 po^
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SPINS OF U^^^ NEUTRON RESONANCES

Energy

(eV) (meV)

^1

0.29 100
J

X

1. 14 115 X

2. 03 10 (x)

8.8 82 J = 3

12.4 24 J = 4

... & -

Spins of U resonances'.

The spins of the resonances at 0. 29, 1. 14 and 2. 03 eV are determined from
polarisation measurements [40]
The spin of the resonances at 8. 8 and 12.4 eV are determined from
resonance scattering measurements [241

J5 ^ RattoR 8
e

tot-

12»

tm-

ISM-

32P6-

Fig. 9 Multiplicity of thejlrays in U resonances. The ratio R of

"coincidences" to "singles" (defined in the text) is plotted for 24

resonances [43^
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Fig, 10 Values of 0< of U^-^^ obtained for different energy ranges from the

measurements
,
by de Saussure f^b^

10-1 ^qO

NEUTRON ENER6y(«v)

0.06

0 05

0.04

- 0 03

- 0.02

- 0.01

10''

Fig. 11 The observed value of U^^^ [ 30, S2 J The solid curve
derived from a multilevel fit [30j.



Fig. 12 Fission width distribution of Pu^-*'' resonances [54]

1 - Experinnental distribution .

2 - X distribution %vith<r);>: 4lmeVand)J = 1 (72 levels)

3 - distribution with<rf)il,3 eV andJJ = 2 (24 levels)

4 - Sum of distributions (3) and (4) .

1000-

133.78 eV
Pu

239

136.75 eV

126,20 eV

127.51 eV

131.75 eV

{r= 3.83 eV)

too-

Fig. 13

The nneasured total cross section of Pu^"*' between 125 and 138 eV ^54^
There appears clearly a broad resonance at L31. 75 eV having a

total Aidth of 3. 83 eV.
(The bre.ik at 135 eV corresponds to an iriipurity resonance m Pu*^^*^).
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Fig. 14

The measured total cross section of Pu^^^ between 94 and 104 eV [54j-
There appear two broad resonances : one at 96. 49 eV ( f = 1,7 evlarid
another at 100. 25 eV

{ P- 6 eV) .
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TABLE III

239
SPINS OF Pu NEUTRON RESONANCES

Energy

(eV)

(1)

Spin J n
(meV)
ref Sit-

es)

Energy
(eV)

(1)

Spin J
(7

(meV)
ref. Sit

(8)

Vogt

ref SS
(2)

ref 23
(3)

ref 26
(4)

re^ZS
(5)

C ow3.n

ref S6
Dc rr icn
ref 51*

Asghar
ref ZS
(5)

3errien

ref SU.

(V)

e
- 1.2 90. 75 1 1 17

0. 3 60 95. 36 0 37

7. 82 Jl^ 1 1 47 96.49
a

0 .^1670

10. 93 ^1^ 1 1

i
143 100. 25

d
0 ^6000

11.5 0 500 103 0 13

11. 89 1 1 24 105.3 1

c
6

14 3 1 1 67 106 67
r

\ 26

14.69 0 1 1 30 116.03 0 215

15, 42 0 (1)

d
0 65 0 118,83 1 1 43

17 66 1 1 1 1 34 126 2 0

62
6

22.28 0 1 1 1 131.75 0 0 ^3300

26.29 1 1 55 133.78 1 7
b

(0)32. 38 0 110 136.75 0 88
b f

35.43 1 5 146. 25 1 (0) 13

41 42")

1

c 3 147 44 vl 000

41.66 1

1 1

54 157. 08 0 0 630

44. 48 0 1 1 1 5 164.54 1 l'' 8

47.60 0 0 ' 240 167. 1 1 74

49.71 0 690 171. 08 0 -1000

50. 08 1 1 12 177. 22 1 5

52.60 1 1 * 9 184. 87
A0° ^1500

55.63 (0) 22 195. 36 0 350

57.44 0 0^ -X 5 00 196. 7 1 59
e

58.84 0 o'' V 1 100 199.4 1 1 90

[
59.22 0 1 133 203. 93 0

Ja f

: 60.94 0 0
c

^ 6000 207. 37 1 (1) 7

\
65.71 1 1 (1)' 74 211.1 0 800

74. 05 1 32 216. 5 (1)
f

(or 10

74. 95 1 1 1

e
1 84 220.2

f-r 4

81.76 0
a

0 2000 22 3 2
d

2

85.48 0 17 227. 8 0 •>.6000

231.40 1 1 4

234.3 0 14
f

239. 1 1 (0) 17

242. 9 0 1^ 58

248.86 1 6

251.2 1 1 14

256. 11 1

262. 37 0

272.62 1

275.57 1

279. 59 0

282. 92 1

288.59 1

301.81 (1)

Fig, 15 The spins of Pu^'^'^ resonances :

a - Spin deternnined completely or partially by a nnultilevel fit,

b - Two weak scattering resonances ^26 , 31 ^ ,

c - Doublet not resolved in the nneasurennent,

d - Spin 0 attributed from the large value of the fission width ;

e - The other value of the spin leads to a value of |^ which is either

impossible or is very unlikely;

f - Spin determined from the assumption that fy* is independant of the

spin and does not vary from resonance to resonance.
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NEUTRON ENfROV _ tV

Fig. 16

The multilevel fit of the fission cross section of in the region

of 83 eV [60]

The arrows indicate the positions of the resonances used in the multilevel

fit (Harwell) [bo] and in the single-level fit (Saclay) [54]
The solid curve refers to the multilevel fit with Z fission channels for

the spin 0 resonances.

The dashed curve represents the best multilevel fit with one fission

channel only for the spin 0 resonances.

TABLE IV

^1 Q

k = 1 9.
10'^

11.5.
10'^

k = 2 3.5.
10"^

0.45

^2 Q

k = 1 11.5.
10"^

6.
10"^

k = 2 2.7.
10"^

0.52 :

Fig. 17

Pi is the probability that the sum of the fission widths of two
neigbouring spin 0 levels in Pu239 is greater than k times their
spacing (one fission channel)
Pi is defined as P-i but for two fission channels.

Q is the probability that the criterion Pf, ffi> k D is not observed
for spin 0 resonances situated in an energy range of 250 eV.
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A (Fig. 19)
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\

*0 20 30 40

Fig. 18

Simulated total cross section below 50 eV calculated without interference
and with Nftf f = 50. The arrows indicate the positions of the levels used
in the calculations. The portion A, calculated with the same parameters
but with the interference included, is shown in Fig. 19

50 £(ev)

|<»T( Barns)

43.90

41.0i2cv 41.739«v 42.i92ev 45.723ev

t t t t t E(ev)

42 43 44 45

Fig. 19 - The simulated total cross section calculated between 37 and 45 eV
with Neff= 50 :

A - with interference. There are 6 quasi - resonances with energies and
widths writtefr for each of them.

B - without interference (this is a portion of the curve in Fig. 18)

The arrows with the energies indicate the positions of the levels used
in the calculation.

313-474 0-68—32



10-

Fig. 20 The variation of the apparent number of exit channels as a function of

the true one Nef^

A - without interference

B - with interference included ^ = '^^cff when Neff ^3
y 3 3 when Ntff >3

C - with interference (qualitative extrapolation to the case of ^ =
^'ff ^

Fig. 21 The observed fission cross section of Np^^^ between 10 eV and 100 eV

The upper part of the figure shows the positions of the resonances as

observed in transmission. For each resonance, the height of the bar is

proportional to the reduced neutron width 2^1^**

A72







NORMALIZATION OF RELATIVE ^^^U FISSION CROSS -SECTIONS

IN THE RESONANCE REGION

A. J. Deruytter^ and C. Wagemans"^^

Central Bureau for Nuclear Measurements, EURATOM, Geel (Belgium)

Studiecentrum voor Kernenergie, Mol (Belgium)

Abstract

Measurements were performed with the Linac of the CBNM in view of

extending the Linac fission cross -sections down to below thermal energy
for a direct normalization to the previously determined absolute 2200 m/s-
reference cross-section. The measurements are performed at a well-colli-

mated short flight-path (about 8 meter) with low repetition rate and long
burst-time of the Linac. The comparison of induced reaction-rates in a
back-to-back U-235- andB-lO-foil is made simultaneously with two sets

of solid-state detectors and registered in two halves of a 4096 channels
time -of-flight analyser.

1. Introduction

Although it is possible with a linear electron accelerator for neutron
production to measure relative fission cross-sections down to thermal ener-

gy (0. 0253 eV) and hence to normalize these cross -sections directly to the

thermal value, for a lot of practical reasons (low repetition frequency, short
flight path, interpretation of background) it is generally not done that way.
More often the cross-section curves are normalized with respect to a reso-
nance integral determined from crystal spectrometer or chopper measurements
around a reactor, that are normalized to the 2200 m/s-value. In many cases
the data of Shore and Sailor (l) are used; these are normalized to the data of

Leonard (2) that are finally normalized to the "world value" for
0~f (2200 m/s)

of U-235. One previous direct normalization was reported by Bowman et al.

(3). In this experiment we measure simultaneously the fission spectrum and
the neutron spectrum with solid state detectors on each side of a back-to-
back U-235- and B-lO-layer. From the counting-rate ratios curves are
calculated and normalized to a 22 00 m/s-value of 587. 3+3. 5 barn.
From this normalized curve a few resonance integrals are calculated with
the corresponding error. We propose to use for further normalization the

resonance integral

CrF(E) dE

7. 8 eV

for reasons discussed in the text.

CBNM, Euratom, Geel (Belgium)

Nationaal Fonds voor Wetenschappelijk Onderzoek (Belgium)
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2. Experimental Procedure

Two series of measurements of CTf were performed: (l) energy-region
140 eV>Ej^> 0.009 eV (useful region 0.009 eV to 10 eV) (2) energy-region
0. 15 eV<E^<140 eV (useful region 0. 4 eV to 2 1 eV) which yield a large
region of overlapping that serves to interconnect both runs. In the first

run we use large burst widths (2 ^s) and low repetition-rates (50 pps) to

avoid overlapping of successive bursts in the low energy region. The shape
of the neutron spectrum measured via B- 1 0(n, o( )-reaction rates did not
change when we lowered the repetition frequency to 12 Hz, so it was sale

to use 50 Hz attractive in view of the higher counting- rates. In the second
run we wanted somewhat better resolution to extend the measurements to

about 2 1 eV neutron energy. Convenient Linac parameters were 50 ns burst
width and '400 Hz repetition-frequency. In table 1 pertinent data ar& given
concerning Linac parameters, multichannel analyser programs and neutron
filters used. In the first series of measurements also runs were performed
with Cd in the beam to evaluate background due to badly timed epi-Cd neu-
trons in the beam. The flight-path used has a length of 8. 00 m from the

2. 5 cm thick polyethylene moderator back-face to the back-to-back source.
In the wall of the accelerator building a specially designed collimator is in-

troduced to reduce the beam diameter to 60 mm. The beam after passage
through the detection chamber goes through an evacuated aluminium tube
with thin entrance window and is stopped about 20 m behind in a concrete
beam-catcher(see fig. 1).

The detection chamber is an evacuated cylindrical chamber with thin

entrance and exit windows and large dimensions (diameter is 27 cm). In

the center of this chamber a back-to-back layer of B-10 and U-235 is moun-
ted. On each side the layer is viewed by Au-Si surface-barrier detectors

(1 mm thick Si and 30 yag/cm^ Au). On the. boron-side each detector has
a separate preamplifier and the signals are only mixed after passage through
a separate fast discriminator; on the fission side 4 detectors are connected
in parallel with one preamplifier. The Si-crystals have a diameter of 2cm
and are mounted in a thin aluminium frame to reduce the amount of scatte-

ring material. The signals of the fast discriminators are mixed for each
reaction type and fed into two halves of a 4096 channel time -of-flight ana-
lyser with accordeon system so that the fission-spectrum and the B-10
(n, d )Li-7 spectrum are recorded simultaneously. The neutrons pass first

through the B- 1 0-layer , for which absorption a small correction is applied

to the fission data.

The U-235 layer was prepared by electrospraying uranylacetate on a

thin aluminium plate (0. 1 mm thick). The thickness of the layer is 2. 5 mg/cm
on a diameter of 8 cm, and the isotopic composition of the U is 99. 505 atom %
U-235; 0. 168% U-234; 0. 301%U-238 and 0.026% U-236. The B-10 deposit

is an elemental, boron layer prepared by evaporation (electron bombardment)
in vacuum with a thickness of 103^g/cm , an isotopic enrichment of 92%
and a diameter of 80 mm.

Each series of measurements consists of several direct runs separated
by background runs to detect eventual changes in background during the mea-
surement. Each direct run is a simultaneous recording o f the B-10(n, u )Li-7

counts (discriminator set to register only the -particles) and the U-235(n,f)

fragments (discriminator set to detect only fission fragments) in two halves of
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the TOF -analyser. For each background run the appropriate additional

filters are put in the beam, and again fission and B -counts are registered.

3. Treatment of the Data, Results and Discussion

With the background filters in the beam we obtain for the "black" reso-
nances a number of channels where over 99. 9% of the incident resonance en-

ergy neutrons are absorbed; the remaining counting-rate is due to room back-
ground neutrons and "off-energy" beam neutrons. The average of these chan-
nels is considered as the background at the energy of the black resonance.
Typical backgrounds are in the second type run for the Ta resonance (4. 3 eV)
3%, Rh (l. Z5 eV) 0. 6% for the B - 1 0(n, 0( )-reaction and for the fission rate

respectively: 15% and 1%. In the first type of run are the backgrounds for

Ta and Rh 2% and 1% for the boron reaction and 3% and 1. 5% for the fis-

sion reaction^. In the direct runs and background runs two filters are used
in common: Co and W in the first series, Cd and Co in the second one to

normalize the background runs in time to the direct runs. The influence of

the other background filters on the counting-rates in the permanent back-
ground resonances is indeed very small. The background-law is established

by interpolation between the black resonances.
In the first type of measurements we also determined the background with
a Cd filter in the beam yielding the contribution to the counting rate in the

thermal region of "off-time" higher energy neutrons (E ^ 0. 4 eV) and of

room background neutrons. This contribution was found"to be 0. 006% for

the fission spectra and 0. 035% for the neutron spectrum at thermal energy.
Once the backgroiind law is established the direct neutron spectrum (B-10
reactions) is corrected for it and then converted in a counting rate vs en-
ergy spectrum. With the method of least squares this spectrum is fitted

with an expression

Y a. E
1=1

that is then used to obtain the CTp /e" spectrum from the fission spectrum
previously corrected for background in the same way as the neutron spec-
trum. The programs used were taken from (4). This CTp •s/E'-spectrum (ra-

tio of corrected fission and fitted neutron spectrum) is then normalized
to the 2200 m/s -value of 0"^ determined with a chopper at the belgian BR2
reactor (communication D-C at this conference) Q"^ - 587. 3+3, 5 barn. To
normalize the series of measurements II to the first group of measurements
I we determine k from a relationship:

10 eV 10 eV

k 0- p(E) dE = / ^ F°''"'

1, 8 eV 1,8 eV

where p*^''^"^(E) are the normalized fission cross -sections of measurement
I and ^ (E) the values from the second group of data treated in a similar
way as described before (ratio of corrected fission data and fitted neutron
spectrum).
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In order to compare our resvilts with previous results obtained by-

other ways of normalization and or with other detection techniques we
summarized the results of several authors in table Z. These results

are partly taken from (5). The differences between the integrals from
different experiments are in some cases as high as 15%. Our values
differ with a normalization via the results of Shore and Sailor by 3%.

As almost all relative fission cross-sections measured with a
Linac c-ome down in energy below 8 eV a resonance integral that can
be considered useful for further normalization of U-Z35 fission cross
sections is:

11 eV

(Tp (E) dE

7. 8 eV

because it contains a large resonance (high counting -rate) and a relative-

ly large timing error (+ 0. 5 eV) does not considerably affect this inte-

gral because of the small cross -sections at the limits of the integral.

The value for this integral from our normalisation procedure i^

Z22. 0+Z. 0 barn-eV. The error results mainly from the value of (j ^.

This resialt is still preliminary.
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FISSION CROSS SECTION MEASUREMENT ON U-235

M. G. Cao, E. Migneco, J, P. Theobald, J. A. Wartena
and J. Winter

Central Bureau for Nuclear Measurements

EURATOM, Geel, Belgium

Abstract

The cross section of the U-235(n, f) reaction has been measured with
a high energy resolution for neutrons between 6 eV and 3 keV.
A fission fragment and a fission neutron detector were used simultaneous-
ly. Resonance parameters for 78 levels between 6 and 150 eV are given.

The statistical distributions of Pf, and ck have been studied.

1. Introduction

The fission cross section of U-235 in the epithermal neutron energy
range has been remeasured with the aim to reduce the background contribu-
tion as much as possible and to increase the energy resolution. This per-
mits us to eliminate the main source of discrepancy in previous experiments
(1, 3) and to give parameters for a higher number of resonances in the ener-

gy range between 50 and 150 eV.
Two independent detectors systems hav^e been used in the time-of-flight spec-
trometer: an ionisation chamber as fission fragment and a liquid scintillator

tank as fission neutron detector.

2. Experimental Teehnlque

Fast neutrons produced in the mercury cooled natural uranium target
by the electron beam of the CBNM linear accelerator are slowed down by a
2. 8 cm thick polyethylene sheet of 20 cm x 20 cm. The spectrum of the mo-
derated neutrons as determined with a ^'^BF3 counter shows in good appro-
ximation an energy dependence like Er^- ^^"^ in the considered energy range.
The experimental set-up is shown in fig. 1.

The detectors

The fission neutron detector (fig. 2) consists of four liquid scintilla-

tion chambers forming a hollow cylinder with outer diameter 3 8 cm, inner
diameter 16 cm, inner length 18 cm, outer length 38 cm. The metallic U-235
sample is placed in the middle of this cylinder. It is a disc of 12 cm diameter
and a thickness of about 100 mg/cm^ in the neutron energy range up to 41 eV
and of about 200 mg/cm^ for higher energy ranges. The isotopic composition
of the sample is: U-234: 0.72%, U-235: 93. 1%, U-236: 0.17%, U-238: 5.9%.
The detector is filled with liquid scintillator NE 213. The sample is shielded
from the liquid by a 5 mm thick hollow cylinder of Li-6 to avoid fission in-

duced by backscattered neutrons. Each chamber is viewed by a 58 AVP pho-

toelectron multiplier connected with a pulse shape discriminator, the output

of which delivers the signal of a recoil proton in the energy range between

350 keV and 1. 8 MeV. The four P. S. D. 's are linked with six two-input co-

incidence stages. The electron time resolution is 30 nsec FWHM, the coin-
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cidence resolution 40 nsec (fig. 3).

The fission fragment detector (fig. 4) is a sequence of circular
ionization chambers with a sensitive area of 26 cm diameter and an in-

terelectrode distance of 4 mm. The electrodes are 35yW thick aluminium
foils spanned on rigid aluminium rings. In each chamber one electrode
forms the backing of an electrosprayed uran-uranyl acetate layer with
a content of 800y>ig U/cm^ on an area of Z6 cm diameter. The isotopic
composition of the uranium is : U-234: 0.168%, U-235 : 99. 505% , U-236:
0. 026%, U-238: 0. 301%. The layer thickness is about 1. 5 mg/cm^.
The filling gas of the chambers is argon plus 5% CO-2 under 450 Torr
pressure. The voltage applied to the chambers is 500 V. In the energy
range up to 41 eV a sequence of six ionization chambers in the higher
range eight chambers are used. This "multiple ionization chamber" is

housed in a cylindrical aluminium box with a window of 0. 6 mm thickness
in the neutron beam. Each two chambers are com'dned to a unit with a
common middle electrode which is connected with an amplifier. The time
resolution of one chamber unit is between 40 and 50 nsec FWHM. The to-

tal time resolution of the detector is 100 nsec FWHM (fig. 5).

The neutron spectrum has been measured and controlled by a bank
of ^^BF3 proportional counters placed 1 m behind the fission detectors.

The multichannel time-of-flight analyzers used during this experi-
ment are: Two 4096 channel analyzers equipped with an "accordeon" and
a 65 536 channel analyzer system consisting of a sequence of: fast logic

units, a 10 nsec time coder, a derandomizer and a magnetic tape recorder.
Both analyzer systems have a maximum time resolution of 1 0 nsec/channel.
The time-of-flight analyzers are started with an electronic signal produced
by the passage of the electron burst just before the linac target.

3. Measurements

The simultaneous measurements with the two detectors are perfor-
med in three runs of the following characteristics:

Neutron energy 1st run 2nd run 3rd run
range 4. 7 - 47 eV 30 - 300 eV >240 eV

Linac beam energy 50 MeV 50 MeV 50 MeV
Peak beam current 0, 45 A 1. 2 A 1. 5 A
Burst frequency 100 Hz 150 Hz 400 Hz
Burst width 300 nsec 80 nsec 50 nsec
Channel width ( 4. 7-8 eV) 640nsec

( 8 -26. 3eV) 320nsec 80 nsec 80 nsec
(26. 3-43eV) I60nsec
(43 -47eV) 1280nsec

Number of channels 4096 _ 16 384 4096
Polyethylene moder. 20 X 20 X 2. 8 cm
Permanent back-
ground samples Au, Mo W, Mn Mo
Samples for the back-
ground spectrum Au, Mo W, Mo, Co, Mn, Bi Mo, Mn, Bi,

Cut-off -filter Cd B(nat) B-10
Detector distance 60. 58 m 60. 58 m 60. 58 m

These sets of parameters are the same for both detectors.



4. Results

The fission cross section has been calculated from the data coming
out of the time-of-flight analyzer by application of the following formula:

N,(E) - (BGUE)

N (E) - (BG) (E)
n n

C^: fission cross section (barn); E: incoming neutron energy (eV); K:

normalization constant (barn— eV); Nf. fission yield; (BG)^: background
count in the fission detector; N^: neutron rate; (BG)j^: background count

in the neutron detector. The functions BG(E) and Nn(E) have been determi-
ned by fitting the data with smooth analytical curves.

The normalization constant K is calculated by equalizing the integrals

g^^^^^Jor^(E)dE of these data and the data obtained by Shore and Sailor (Z),

which are normalized with the value ^£(0. 025 eV) = 582 b for thermal
neutrons. The different runs are matched by equalizing the integrals

y5^(E)dE over the overlapping energy ranges.
The comparison of these data with those of other laboratories (BNL 325 III)

show, that our fission cross section is in general higher in the peaks of

resonances and lower in the valleys between them (Figs. 6, 7, 8, 9, 10).

This effect is a consequence of the higher energy resolution in this experi-
ment and the special care that has been taken to avoid as much as possible
scattering material in the neutron beam near the detectors.

The integrals of the fission cross section over several given neutron energy
ranges for different experiments are shown in table 1.

The results of Michaudon (3) and Ryabov (4) agree quite well with our data.

The integrals differ within a few percent with alternating sign up to 2 00 eV.

The integrated data of Brooks (5) are systematically lower, while those of

de Saussure (6) are slightly higher. Two integrals disagree with values of

other laboratories. The comparison of the data collected with the two diffe-

rent detector systems demonstrates in general a good agreement. This can
be seen in table 1, which shows in the last columns the fission cross section
integrals over large energy ranges for both experiments. The integrals over
the single resonances fluctuate within 3% except for a few resonances for

which a correction for self absorption and multiple scattering inside the me-
tallic uranium sample of the liquid scintillator has still to be applied. The
error onO^£ in the highest resonance peaks (at 8. 8; 12. 4; 19. 3 eV. . . ) is 1%
due to counting statistics, in the residual cross section between the reso-
nances about 2 0%. Here the error on the background determination is of

importance.

5. Evaluation of the Resonance Parameters

The parameters of the fission resonances from the ionization chamber
data have been determined up to 150 eV with the shape analysis computer pro-
gram 032 S of Saclay. ^ /

For the Doppler width A the dependence A = 0. 021 • / E • eV~ ' has been
used.

The resolution function has been calculated taking into account the following
contributions: detector thickness, flightpath inclination, moderation time,
channel width, burst width, detector jitter. The final resolution function was
assumed to be a gaussian with a variance equal to the sum of the variance of

the single contributions.
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The Pand values applied are results from the expe.riments of

Michaudon (7, 8),

For energies higher than 50 eV only such resonances have been analyzed
which have a total P width of less than 200 meV to avoid contributions of

overlapping levels. A term for residual fission between the resonances
has been neglected. 78 resonances have been analyzed and the results
are given in table 2.

In contrast with other experiments (7) we do not find a correlation between
the values of Pj^ and P£. The calculated correlation coefficients are:

^ ^ VvarCP^) VarcQ)
In particular there is no evidence that large Pf values are combined with
large values of F^.

The mean values of P^f and P^ are: between 6-50 eV Pf = 48. 5+2. 2 meV,
1^= 40. 8 + 1. 8 meV; between 50 - 150 eV IJ = 57. 2+2. 0 meV7 ly =

49. 0 + 1. 6 meV and for the total range from 6 - 150 eV 17= 53. 2+1. 5 meV,
P^= 45. 2+1. 2 meV.

~

The statistical distribution of the Ff values has been fitted with the formula
for the distribution (fig. 11, 12).

For resonances in the range between 6 and 50 eV the best fit was obtained
with V = 3, 8 + 1. 7 degrees of freedom, while between 50 and 150 eV as well
as for the total range from 6 to 150 eV V = 4+1. 2 delivers the best approxi-
mation.
The P^ values in the energy range between 6 and 50 eV fluctuate considerably
less than it was deduced from other experiments (7). As a matter of fact the

number V of degrees of freedom calculated with the formula

is 41 instead of 32. \(Pm
In the energy range between 5v and 150 eV the fluctuations increase and V
is calculated to be 31. Because of the fact that we cannot verify a corre-
lation between P^ and Pf no resonance classification for the two spin fa-

milies can be tried following a grouping in the Pj^ distribution, but the dis-

tribution °^^=r^j/^r£ (fig« shows a slight evidence for a resonance grou-
ping in the following sense:
If we devide the resonances into two groups with 0 <0^ "CO. 6 and 1. 0 <CX 'Coo

we find, that the first type of resonances has a Tf value of 100 meV while

the second type has Pf = 27 meV. Resonances with 0. 6 <CX <1, 0 remain
unclassified. If one assumes that this grouping is also valid for the two spin

families one finds Pf^- = 100 meV and Pf ~ =27 meV,
In the first group we find 22 resonances, in the second 38, 15 remain un-
classified.

Theoretical considerations of Bazazyants and Gordeev (9) predict the values
=81 meV andT£4- =32.5 meV.

6. Conclusions

The Cf values we have obtained are in good agreement with the

data of Michaudon (3). The ratio of the cross section in the peaks of the

resonances to that between them has been increased. A fit of data with

the single level formalism has been reached without assuming a contri-

bution of residual fission.

The data obtained with the fission fragment detector agree within a few per-

cent with the results of the fission neutron detector. The deviations can be
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quantitatively explained by self absorption and multiple scattering effects for

big resonances and by bad counting statistics for snaall ones. The statisti-

cal properties of the resulting resonance parameters can be summarized as

follows

:

1) We cannot verify a correlation between thel^ and 1^ values.

2) The distribution oflTf shows that V!S?4. For the values we find

y ci^40 for resonances below 50 eV and V~30 for resonances between
50 and 150 eV.

3) In the distribution ofcXwe find a grouping of resonances with T^^ =100 meV
below o( = 0. 6 and with ITf = 27 meV higher than 0< =1.0.
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TABU 2

U 23S RCSONANCC nUlAMETERS

E,(tV) rn(m«V) rf(nMV) rY(mcV) r,r|(barn.«V)

6. 39 0.0007 45. 3, 0.26 0.015 9. 1

.

7.08 0.0007 64. 5- 0.13 0.006 27. 3.

8.79 0.0008 133. 13. 1.18 0.050 84. 9.

9. ^9 0.0027 160. 40. 0.20 0.040 115. 37.

10.20 * 0.0016 95. * 10k 0.06
*

0.006 46. 7.

11.65 * 0.C008 40. * 5. 0.59 0.040 4. 1.

12.39 * 0.0012 69. * 6. 1.29 0.060 28. 3.

12.85 0.0023 83. 13. 0.04 0.015 72. 29.

13.69 0.0067 75. 38. 0.04 0.015 32. * 22.

14. 51 0.0023 52. 8. 0.13 0.010 14. 2-

15.40 * 0.0021 98. 15. 0.25 0.020 53- 9.

16.08 0.0019 56. 7. 0.37 0.020 18. 3.

16.69 * 0.0023 138. 15. 0.28 0.020 97. 13.

18.07 0.0091 160. 20. 0.36 0.030 116. 20.

19.31 * 0.0010 105. 10. 3.10 0.150 60. 6.

20. 61 0.0038 92. 10. 0.19 0.020 54. 8.

21.08 0.0013 70. 6. 1.58 0.100 25. 3.

22.94 * 0.0015 92. * 10. 0.45 0.030 52. * 7.

23.42 * 0.0020 37. 4. 0.69
~

0.060 6. 1-

27.82 0.0010 128. 15. 0.72 0.C5O 68. » 9.

28.38 ; 0.0026 140. 30. 0.16 0.020 111. ; 28.

29.64 ; 0.0030 73. 10. 0.18 * 0.010 30. ; 5-

30.59 ; 0.0045 150. * 15. 0.21 * 0.020 101. ; 14.

30.86 ; 0.0026 60. 6. 0.52 ; 0.050 19. ; 3.

32.07 ; 0.0009 100. 10. 1.95 ; 0.150 53. ; 7.

33.53 0.0029 62. * 8. 1.92 ; 0.120 23- 3-

34.39 0.0024 85. 10. 2.20 0.200 38. 6-

34.83 0.0076 110. 30. 0.90 0.200 84. 30.

35.20 0.0031 175. 25. 4.50 * 0. 300 126. * 20.

39.41 0.0010 95. 10. 2.50 0.020 55. 6.

41.88 0.0024 90. 10. 1.45 * 0.010 21. 2.

42.70 0.0068 64. + 6. 0.29 * 0.030 17. * 3.

43.39 0.0020 66. 7. 0.68 * 0.050 21. 3.

47.95 0.0056 76. 8. 0.84 0.060 21. 3.

49.43 * 0.0036 60. 6. 0.75 0.080 22. 3.

50.14 0.0069 54. 7. 0.25 0.020 ?5- * 4.

50.49 0.0026 122. 13. 1.13 * 0.030 61- 7.

51.72 * 0.0241 50. e. 0.27 0.030 10- + 3.

53.46 0.0024 164. 25. 0.64 0.050 104- 18-

55.08 0.0029 121. 12. 3.28 * 0.080 58- 6-

56.50 * 0.0023 147. 15. 4.89 * 0.350 93- * 12.

58.06 * 0.0032 65. 10. 1.36 0.080 30- 5.

58. 70 0.0018 160. 20. 1.42 0.100 109- * 16.

60.85 * 0.0048 170. 40. 0.51 0.030 123. 30.

61.18 0.0067 173. 50. 0.45 0.050 113. 35-

64.31 * 0.0061 60. 7. 1.25 0.060 6. * 1-

65.82 0.0083 60. 30. 0.31 ; 0.060 36. 19-

66.38 0.0082 67. * 20. 0.37 0.040 38. * 12-

72.40 0.0015 130. * 30. 3.20 0.400 68. * 18-

74.57 0.0046 118. 12. 2.96 0.200 56. 7-

77.53 0.0052 121. * 10. 1.02 0.080 66. 8.

78.11 0.0058 140. 15. 1.02 0.080 too. 14.

79.69 0.0089 120. * 12. 0.69 0.030 82. 10.

80.37 0.0Q82 170. * 30. 0.74
*

0.O30 144. 27.

81.46 0.0067 1 10. 10. 0.89 0.030 81. * 8.

89.85 0.0093 138. 20. 0.66 0.050 87. 14-

90.44 0.0047 63. + 6. 4.83
*

0.200 10. 1.

92.60 + 0.0049 98. 15. 2.53 0.200 45. 6.

94. 12 0.0044 75. 15, 4.00 0. 300 9. 2.

100.40 * 0.0076 135. 20. 0.66 * 0.040 71. 11.

101.00 * 0.0069 92. 10. 1.00 0.050 27. 3.

101.90 0.0164 107. 20. 0. 36 0.030 70. 15.

103.00 0.0047 120. 12. 2.52 0.300 78. 12.

103.60 0.0074 146. 20. 2.07 0. 100 72- 11.

107.60 0.0080 77. 7. 4. 12 0.010 19- 2.

108. 10 0.0316 120. 18. 0.44 * 0.040 67- 14.

108.90 * 0.0118 97. 10. 1.26 0.040 38. 4.

111.20 * 0.0350 103. * 15. 0.48 * 0.020 23- 4.

111.70 * 0.0064 98. 10. 1-13 0.040 46- 5.

115.30 * 0.0318 73. 17. 0.44 0.060 33. 10.

124.80 * 0.0093 182. * 27. 2.20 * 0.300 IIB. 24.

130. 10 0. 0260 82 .

-
12. 1 . 69 0.015 12.

-
2.

132.80 * 0.0415 64. 10. 1.20 0.400 19. 14.

133.60 0.0112 99. * 14. 4.47 * 0.500 51. 9.

136.40 0.0118 124. 12. 3.15 * 0.200 50. 6.

137.60 * 0.0077 59. + 7. 3.10 0.300 23- 4-

139.20 * 0.0142 45. 7. 0.47 0.060 22- 5-

147.40 * 0.0061 73. 8. 2.70 0.150 34. * 4.

36. 2- 4-18 0. 10-1 * 0.2

36.
~

3. 1-33 0. 9.8 * 0.1

47. ; 6. 0-56 » 0.01 109.9 O.S

45. 26. 0-39 0.03 19.9 0.6

49. 7. 1.07 0.01 3.9 0.1

35. 4. 8.21 * 0.01 7.0 0.1

40. * 4. 1.41 0.01 54.6 * O.T

11. 27. 0.16 * 0.03 3.5 0.1

43. * 27. 1.34 * 0.04 1.6 « O.S

38. * 6- 2.83 * 0.01 2.9 4 0.1

44. 8. 0.83 * 0.01 11.4 4 0.2

37. 5. 2.01 * 0.01 9.8 4 0.2

41. 8. 0.42 0.01 15.2 4 0.1

44. 15. 0.38 * 0.02 18.6 4 1.6

42. 5. 0.69 0.01 IIS.R 4 1.0

38. 7. 0.71 4 0.01 6.9 4 0.2

43. * 4. 1.72 I 0.01 34.T 4 0.6

40. * 6- 0.77 » 0.01 14.2 4 0.2

30. * 3- 5.20 * 0.01 6.0 4 0.2

59. ; 8. 0.86 • 0.01 1T.« 4 0.1

29. ; 15. 0.26 * 0.02 5.1 4 0.1

42- ; 6. 1.39 0.01 3.1 4 0.1

49- 11. 0.48 * 0.01 6.0 4 0.2

40. * 4. 2.05 * 0.01 T.l 0.2

45- * 6. 0.84 0.01 41.

«

4 0.1

37. 5. 1.64 » O.Ol 27.1 4 O.T

44. 7. 1.16 * 0.01 3T.3 4 0.6

25. * 20. 0.30 0.02 25.5 4 1.2

45. 11. 0.36 * 0.01 iia.i 4 2.0

38. 4. 0-69 • 0.01 67.3 4 0.1

67. 8. 3.17 0.01 10.5 4 0.2

47. 5. 2. SI « 0.01 2.3 4 0.1

44. 5. 2.07 0.01 6.5 4 0.1

54. * 6. 2.59 0.01 6.2 4 0.6

37. 4. 1.71 • 0.01 7.1 4 0.2

29. * 4. 1.19 0.01 2.9 4 0.1

60. 7. 0,97 » 0.01 14.5 4 0.2

39. 7. 3.76 » 0.01 1.6 4 0.2

59. * 12. 0.56 * 0.02 0.1

60. * 6. 1.04 0.01 16. T 4 0.6

49- * 9. 0.53 » 0.01 T0.6 4 0.«

33- * 6. 1.09 > 0.01 16.2 4 0.6

49- * 10. 0.45 * 0.01 21.1 4 0.2

46. 13. 0.38 * 0.02 T.l 4 0.2

60. * 22. 0.53 0.03 6.2 4 0.2

52. * 6. 8.22 0.01 2.7 4 0.1

24. * 14. 0.65 * 0.02 l.T 4 0.2

29. * 10- 0.75 » 0.01 4.1 4 0.2

59. * 17- 0.88 * 0.02 29.6 4 0.5

60. * 8. 1.07 0.01 26.1 4 0.9

54. 7 7. 0.81 * 0.01 9.1 4 0.2

39. * 9. 0.3S * 0.01 It.l 4 0.1

37. 6. 0.49 * 0.01 T.T 4 ••1

25- * 9. O.IT • 0<Q1 Ifiil 4 M
28- 5. 0.35 < 0.01 10.1 4 0.1

51- 7 10. 0.59 < 0.01 5.9 4 0.2

48. 7 5. 4.88 * 0.01 lO.S 4 0.2

50. 7 9, l.ll • 0.01 16.2 4 0.1

62. 7 13- 6.70 • 0.02 6.T 4 0.2

64- 11. 0.90 < 0.01 4.6 4 0.1

64. 7. 2.40 » 0.01 l.T 4 0.1

36. 10. 0.52 « 0.01 1.0 4 0.2

39. lo- 0-50 « 0.01 20.5 4 0.6

72. ll. 1.00 • 0.02 12. T 4 0.1

53. 5. 2.75 « 0.01 12.5 4 0.6

52. 12. 0.78 • 0.02 2.9 4 0.1

58. * 6. 1-54 « 0.01 5.a 4 0.1

79. 12. 3.44 < 0.02 1.2 4 0.1

51- 6. 1-10 < 0.01 6.1 4 0.1

39. * 11. 1-19 < 0.02 2.2 4 0.1

61. + 19. 0.52 4 0.02 14.S 4 0.6

68. 10. 5-67 4 0.02 2.5 4 0.2

43. 16. 2.23 ' 0.04 3.5 4 2.1

43. 9. 0.84 < 0.01 22.4 4 0.9

70. * 8. 1.40 ' 0.01 12.1 4 0.5

33. 5. 1.43 • 0.01 11.1 4 0.1

23. 5. 1.05 i 0.01 2.1 4 0.1

37. 5. 1.10 4 0.01 10.9 4 0.1
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Fl G. 1

Experimental set-up.

Fl G.2

Liquid scintillation neutron detector
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PRECISE 2200 M/S FISSION CROSS-SECTION OF ^^^U

A. J. Deruytter, J. Spaepen and P. Pelfer

Central Bureau for Nuclear Measurements

EURATOM, Gael (Belgium)

Abstract

A new precise measurement of the 2200 m/s fission cross-section of

U-235 was performed with a slow chopper at the BR2-reactor (energy-ran-
ge from 0. 005 eV to 0. leV). Simultaneous recordings of pulse-height and
time -of-flight spectra o£ successively compared U-235F-4-layers and stan-

dard natural boron-layers were made. The detection of the B-10(n, 0L)Li-7

and U-235(n, f) reaction fragments is made with excellent pulse-height reso-
lution in low geometry with a surface-barrier detector. The relative B-10
contents of several standard boron-foils were checked by their neutron in-

duced reaction rates. The absolute B-10 contents were determined from di-

rect weighing in vacuum combined with careful chemical and isotopic ana-
lysis of witness foils. The fission foils were checked by ot- and fission

fragment counting.

A discussion with regard to previous results is included.

1. Introduction

The most serious criticism about direct precise thermal fission cross
section measurements with choppers (l) or crystal spectrometers (2) is the

insufficient knowledge of the efficiency of the 2 tt (2) or 4 tt (l) geometry io-

nization chambers used in such experiments. Indeed in such differential

measurements rather thick fissile layers (about 0. 5 mg/cm^) were used in

view of counting statistics and the resulting pulse-height spectra show ap-
preciable low-energy-tailing. Because of the insiifficient knowledge of the

range-energy relations for fission fragments at the end of their range the

interpretation of the number of pulses lost below the discriminator -setting
is rather uncertain. The same remark applies for the boron ionization cham-
bers when B-10(n, (X )Li-7 is used as the reference cross -section. Here in-

sufficient resolution of the charged particle spectrum hampers the separa-
tion of the Li-7 and cx -particle peaks and consequently the accurate know-
ledge of the efficiency. In this respect solid state detectors had not been ful-

ly exploited.

Other extremely important items for such precise measurements are
the homogeneity, isotopic composition, chemical purity and accurate know-
ledge of the weight of the natural boron and fissile foils. In this respect the

CBNM (Euratom) has started a few years ago a long-term project to improve
the quality of such standard foils.

In the present experiment the neutron induced counting -rates of high
quality foils of elemental natural boron and evaporated U-235F-4 layers have
been compared in identical low geometry and neutron beam with a solid state

detector. Neutron energy selection is done with a slow chopper and simul-
taneous pulse-height and time -of-flight spectra are recorded.
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2. Experimental Procedure

2. 1. Neutron beam and energy selection

The beam is extracted from a tangential beam-hole T-7 of the bel-
gian BR2 -reactor. The geometry of the beam-tube is shown in fig. 1. The
fine collimation is performed by crossed soller slits. This fine collimator
is followed by a slow chopper that can be rotated with a speed up to 12 000
revolutions per minute yielding two neutron bursts per revolution. The
chopper is made of a stack of Al and Cd slits respectively 1 mm and
0. 1 mm thick, with dimensions: 137 mm by 59 mm. In the present mea-
surements the rotor turned at 92 revolutions per second yielding a burst
width of about 2 5 jjisec. Behind the fine collimator and before the chopper
a very st3.ble beam monitor with solid-state detector is installed. The
flight-path of the neutrons after the rotor is 2 003. 6+0. 2 mm from the ro-
tor axis to the detection layer and it is shielded with B^C, borax and lead.

2. 2. Detection chamber

The detection chamber is an evacuated aluminium container of cy-
lindrical shape with thin entrance and exit windows. The detector used is

a Au-Si surface-barrier detector with a circular sensitive surface of 22 mm
diameter. A series of brass -collimators with different opening diameters
can be put in front of the detector. The sample changer inside the detec-
tion chamber has a 4 position maltesian cross design (3).

2. 3. Targets

2. 3. 1. A set of natural boron targets was prepared by evaporation (elec-

tron bombardment) in vacuum on gold coated quartz backings of 0. 7 mm
thickness and 40 mm diameter. The deposit itself has a diameter of 38 mm
and several layer -thicknesses were prepared. During the evaporation wit-
ness layers are prepared to be used for chemical and isotopic analysis.

The 4 layers used in the present experiment were B64, B695 B73
and B74. In table 1 we compare the results of direct weighing in vacuum,
after correction for chemical and isotopic analysis with the neutron indu-

ced counting- rates with the samples mounted in the sample changer in the

geometry of the fission experiment. A typical spectrum of the B-10(n,0C)
Li-7 reaction products is shown in fig. 2 for B74. Based on the propor-
tionality of the counting-rate and the amount of B-10 in the foil a fit of the

type y = a X is calculated through the four points. The relative measure-
ments of counting-rates are in excellent agreement with the absolute weights
in the range of weights from 30 to 70 ^g natural boron/cm^. The average
deviation from the straight-line fit is only 0. 2% (table l).

For the evaluation of the fission cross-sections the B-10 weights
are taken from the straight-line fit (table 1).

2. 3. 2. A set of 4 targets was prepared by evaporation of U-235F-4 on
gold-coated quartz backings (identical to the backings of the boron layers).

The isotopic composition of the NBS 930-material used is 93. 336+0. 010

atom % U-235; 1.0812+0.0020% U-234; 0.2027+0.0006% U-236; 5.180 +
0. 005% U-238.

~

The main error on the specific activity is caused by the value of

the U-234 Oc half-life.



For this quantity we use the result of Spernol and Lauer (4) of

(2. 443+0. 005) X 10 yrs. This value is the result of precise OC-counting

(^O. Z°fo) and potential coulonnetry (0. 1%). This result is not final and
work is continuing. The calculated specific activity for NBS 930-mate-
rial is (2. 5697+0. 0076) x 10 dps/g. A typical fission spectrum of the

layer U4 is shown in fig. 3.

These four layers were carefully examined by low geometry coun-
ting by Spernol et al. CBNM and the weights were deduced using the

previously calculated specific activity. Results and accuracies are sum-
marized in table 2. Then these layers were mounted in the sample chan-
ger and their OC -rates and fission rates successively measured in the

geometry of the fission cross-section measurement. The agreement with
the previous data was good.

2. 4. Electronic Equipment

The neutron time -of-flight analysis is made with a 100 channels
time -of-flight analyser with a variable initial delay and variable channel
widths. The signals from the detector are fed into a 512 channels Nuc-
lear Data pulse-height analyser after proper amplification. Automatical-
ly a gain switch is operated when a natural boron or a uranium-foil mo-
ves in the counting-position. The entrance discriminator of the PH-ana-
lyser also serves for the TOF analyser so that a pulse is only analysed
in time when it is registered in the PH-analyser. In this way we have a

simultaneous picture of the pulse-height and time-of-flight spectrum and
the efficiency corrections (overlapping, low energy-tailing) can be calcu-
lated on the real spectra.

3. Method and Analysis

From the counting-rates of a boron and a fissile foil in an identi-

cal neutron beam the relationship (1) for the fission cross-section O" £ in

the neutron velocity channel around vj^ can be deduced assuming cTfV to

be constant and = ^b^O considered channel

1 Sb 0 1 „,

£ B is the efficiency for the detection of the B-10(n, OC )Li-7 reaction and
£r the efficiency for detecting a fission reaction; N-g is the number of

B-lO atoms on the standard foil and N-q the number of U-235 atoms in the

fissile layer; (r£ is the 2200 m/s reference absorption cross-section of

B-IO and Vq is The standard velocity of 2200 m/s; Cr and C-g are the coun-
ting rates in the considered velocity channel for the fission and epi-Cd and
room-background neutrons. The estimated corrections on and for
scattered neutrons resulting in incorrect timing are about ^10""^, and only
the difference of the corrections enters in (1).
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4. Results and Discussion

The purely geometrical factors for the detection of OC-particles
and fission fragments are closely the same. The reproducibility of the
four positions of the sample changer has been checked and the maximum
displacement of the center was inferior to 0. 02 mm between the four po-
sitions. The distance between detector collimator and layer diaphragm is

measured with a precision of 0. 005 mm (geometry precision: 2 x 10""^).

The agreement of the Ot- rates of the fissile targets measured by Spernol
et al. (CBNM) and in our equipment as well as the comparison of the

same U-target in different positions of the sample changer permits us
to accept 0. 1% error for the geometry reproduction in the experiment.
The border regions of evaporated targets are extremely small (< 0. 1 mm)
and effects on the ratio of geometry factors are negligible (< 5 x 10-4)

except when the border profiles would be very different and that is not

to be expected from layers prepared by basically the same technique.

For the B-10(n, Ot )Li-7 reaction only the Ot-particles are detected,
whereas for the U-layers two fission fragments can be detected per
reaction and so the detection efficiency for the fission reaction is twice
that for B-10 (n, a ).

Possible effects on the geometry factor of multiple scattering in the

backing and Coulomb Scattering of a-particles and fission fragments have
been examined. Based upon the results of Engelkemeir and Walton (5)

and White (6) it can be concluded that an error of 0. 1% on due to

the difference in scattering is an upper-limit. ^
The efficiencies used for the calculation of (T^ have been deduced

from spectra such as figs. 2 and 3, taking into account the very small
overlapping of OL and Li-7 peaks in the B- 1 0 (n, o<.)-reaction and the low-
energy-tailing in the fission spectra.

The precision of an efficiency ratio for a particular uranium, and a

particular boron-layer will be composed of 0. 1% for the purely geome-
trical reproducibility 0. 1% for the difference in scattering behaviour plus

the relative errors on the geometries calculated from the spectra (maxi-
mum 0. 05% error) yielding a typical total error of 0. 15% (quadratic sum).

The value of 0"^ is taken equal to 3834+5 barn (relative precision =

0. 13%). This value is a weighted average of the results of Prosdocimi
and Deruytter (7) (8) (9), Als Nielsen and Dietrich (10) and Safford et al.

(11).

The determination of is done with the slow chopper. The calibration

of the time -of-flight scale is made by determination of the sharp cut-offs

in the total cross-section of polycrystalline samples of 0(.-iron and Be by
a transmission measurement. The precision reached on the time -of-flight

scale is 0. 2% (12).

The remaining factors in equation (1) are and C . The layers

used until now for comparison are for B-10(n,a.): TB64 and B74 and for

U-235: U4 and U5. The results are analysed statistically and cr£<2200 m/s)
is obtained from a weighted straight-line fit ( CT^, tr ) where we use only

the values obtained for the 2 0 channels around the reference value cove-

ring an energy-range from 0. 063 to 0. 014 eV. The fit and the measured
values of <T ^ in this range are shown in fig. 4. The resulting purely

statistical error on CT^is then combined with the previously discussed



errors on the other terms in equation (l) to yield the final error of 0. 60%.
In table 7 these errors are listed in abbreviated form.

After a small correction was applied for the difference in efficien-

cy for binary and ternary fission the value for the fission cross -section of

U-Z35 obtained from this work in its present stage is 587. 3+3. 5 barn
(0» 063 eV to 0. 014 eV). When only the region around thermal energy
(0. 03 02 to 0. 0213 eV) is used a value of 584. 9+4. 5 barn is obtained.

(Statistical error 0. 56%).

This result has still to be considered as preliminary. We want a

new check of the time-of-flight scale, an improved comparison of the

UF^-layers via fission fragment counting, inter comparisons of four layers
of elemental boron and UF^ (instead of two), a confirmation of the half-

life of U -234 and improved counting statistics.

The result depends in fact directly upon the value adopted for the

U-234 half-life which is provisionally found by Spernol et al. to be 1.6%
lower than the previous best value.

^ If we would accept a best value for (U-234) of (2. 470+0. 020) x
10 yrs calculated from previous results (13) (14) (15) and the new provi-
sionally result of Spernol et al. (4) a fission cross-section of 581.0+5.4
barn would result from our measurement (energy-region 0. 063 eV to

0. 014 eV).

The agreement with the new value of Keith (16) based on his new de-
termination of the U-233 half-life is very good although this measurement
was an integral one (inside thermal column). Also the agreement with the

mean value used by Westcott et al. (17) as input data for their least squares
analysis of the U-235 data of 583. 5+4. 2 barn is excellent.

The authors thank Drs. H. Moret and H. Eschbach for the preparation
and weighing of the boron foils; Drs. G. H. Debus and P. Debievre for the

isotopic analysis; Drs. K. Lauer, Y. Le Duigou and V. Verdingh for the

chemical analysis.

The automatization of the equipment and the adaptation of the ana-
lysers to the read-out system was performed by E. Mies (S. C. K.

,
Belgium).

We further thank Mr. L. Vansteelandt (S. C. K. Belgium) and his group for
the mechanical maintenance of the slow chopper.

The authors wish also to thank Dr. G. C. Hanna (Chalk River, Canada)
and Prof. Havens W. W. Jr. (Columbia University, New York) for valuable
discussions.
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TABLE 1

\x/ "i or Vl t" ^ ( t±Cf\

Counting rates
(Rft TTTt F» P 1 n T" p -rn i-i j- o I

^ *^B weights (^g)
( stra.ipht-1 ine fit )

B64 146. 01 + 0. 60 99, 179 + 55 146. 28 + 0. 38

B69 92. 19 + ^0. 49 62, 299 + 36 91. 89 + 0. 24

B74 98. 48 + 0. 54 67, 194 + 40 99. 11 + 0. 26

B73 77. 88 + 0. 43 52, 537 + 40 77. 49 + 0. 20

TABLE 2

Low geometry OC-measurements

Layer
number

Accuracy in % Amount uranium
m ^g

Statistical

(= 3(r)

Geometry
Factor

Scattering

Ul 0. 05 0. 20 0. 03 0. 2 1612. 2 + 5. 8

U3 0. 04 0. 20 0. 03 0. 2 854. 9 + 3. 1

U4 0. 06 0. 20 0. 03 0. 2 1703. 8 + 6. 1

U5 0. 04 0. 20 0. 03 0. 2 3449. 3 + 12.3

TABLE 3

Cause of error Relative error on (T^ in %

number of B-10 atoms (Section 2. 3. 1. )

number of U-235 atoms (Section 2. 3. 2. )

Cg/ £^ (Section 4)

0. 25

0. 36
0. 14

crg(Refs. 7, 8, 9, 1 0 and 11) 0. 13

(Ref. 12) 0. 20

data combined for B64, B74, U4 and
U5 in the 2 0 channels around 2200 m/s
(fit Fig. 4) Total error = 0. 60%{^J^^)
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Measurement o£ the U Fission Cross Section

In the keV Energy Range*

W. P. Poenitz

Argonne National Laboratory, Argonne, Illinois 60439

ABSTRACT

The energy dependence of the fission cross section of U^^^ was
measured in the range 30 - 1500 keV. This dependence is important
due to the increasing emphasig on fast reactors and due to the
significance of this cross section as a standard in cross section
experiments. The energy dependent shape was measured using a specially
collimated beam of pulsed-monoenergetic neutrons derived from the
Li^(p,n)Be^ reaction. The fission events were measured by means of a

gas scintillation counter using a time -of- flight technique for back-
ground suppression. The relative neutron flux was measured using a
beam catcher detector which had a flat efficiency curve in the energy
range under consideration. The measured cross section shape was
normalized at 30 keV to a cross section value taken from a recent
absolute measurement by Knoll and Poenitz. The experimental results
agree with some other measured cross section shapes in this energy
range but tend to disagree at higher energies with the cross section
values measured relative to the hydrogen scattering cross section by
about 15 percent.

This work performed under the auspices of the U.S. Atomic
Energy Commission.
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1. INTRODUCTION

For several years there has been an increasing emphasis on fast
reactor physics calculations. As a consequence, there is an increasing
demand for highly accurate fission cross section data in the inter-
mediate and fast energy region. To meet this demand a program of
fission cross section measurements for several fissile nuclei was
started at ANL. The main emphasis was on U^^^ and Pu^^^ where an
accuracy of 1 - 21 in the keV range was anticipated. This paper
presents a first shape measurement for U^^^ in the energy range 30 -

1500 keV. Figure 1 indicates that such a measurement seems to be
highly desirable. There are two sets of data available which cover
the range considered here and are given with error bars of 1.3 - 3.0%
CAllen and Ferguson, [1]) and 2.5 ^ 3.0% (White [2]), respectively,
but disagree in absolute values as well as in shape by as much as 20%.

Recent measurements at 23 keV by Perkin et al. and at 30 keV by Knoll
and Poenitz performed with completely independent methods as well as
older measurements by Dorofeev and Dobrinin [5] at 23 keV and by
Michaudon et al. [6] below 20 keV support the lower value measured by
White at 40 keV. On the other hand, other measured cross sections [7,

8] show a energy dependence similar to that measured by Allen and
Ferguson. In addition, we calculated fission cross sections of U^^^
from measurements of the ratio of the gold 197 capture cross section
to the U^^^ fission cross section [10-15] and several independent
measurements of the gold cross section [16-19] which agree with the
shape measured by Allen and Ferguson and result in much lower values
at higher energies.

2. EXPERIMENTAL PROCEDURE

The experiment consists of relative measurements of the fission .

events in a U^^^ sample and the neutron flux strength of the colli-
mated monoenergetic pulsed neutron beam striking this sample. The
time-of-flight method was applied to the measurements of the fission
events which were detected with a gas scintillation counter. There-
fore, it was possible to discriminate against events caused by low
energy background neutrons which were detected with much higher
efficiency than the keV energy neutrons (resonance integral: 274 bam,
thermal cross sections: 577 bam [20]). The experimental arrangement
is shown in Fig. 2.

2.1. The Neutron Source

The Li^(p,n)Be'' reaction was used as a neutron source. Thin
Li-metal targets were used ranging from 10 keV thickness at low

energies to 80 keV thickness at high energies. The target thickness
was determined from the forward yield rise curve at the threshold of

the Li^(p,n)Be^ reaction. The proton beam was pulsed with 3.33 MHz

and a pulse half width of about 10 nsec. A neutron beam was collimated
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by means of a 60-cm long Li -loaded paraffin collimator with a cylin-

drical form at the neutron target side and a cone form at the detector
side. The neutron source was enclosed in a 150 x 150 x 150 cm cube
of shielding material to reduce the room background to a low level.

Measurements were performed at neutron emission angles of 0, 75, and 81
degrees in respect to the proton beam direction. This configuration
allows cross section measurements in the region 20 - 1500 keV. The
proton energy was determined by an electrostatic analyzer for the
H2'^-beam.

2.2. The Fission Counter

The fission counter (see Fig. 2) was designed to minimize the
necessary corrections for the present experiment. On 50 cm^ area
4 mg/cm^ fissile material were painted on each side of a Ni-foil
backing. The material consists of 0.0277 +_ 0.0003 percent U^^'^,

98.37 + 0.1 percent U^^s^ 0.0565 + 0.0006 percent U^^e^ ^nd 1.54 +

0.01 percent U^^®. The fission counter has two 0.018 cm thick bronze
foils as neutron beam entrance and exit windows. Argon with 15 percent
nitrogen as a wave length shifter was used as a scintillation gas.
The pressure was about 0.9 atmosphere. The counter was silverplated
to increase the light reflection from the walls. The fission events
were analyzed according to their energy and time information and
recorded in a two dimensional matrix using an on-line computer sys-
tem [22]

.

2.3. The Neutron Monitor

The neutron flux monitor consists of a plexiglas tank of a cube-
shape of about 76 cm side length filled with water. A 9 cm diameter
channel serves as entrance channel for the neutron beam and leads to
approximately the center of the tank. At the center of one side of
the tank a 12.5 cm diameter, 7.5 cm high Nal(Tl) detector was located
to count the 2.2-MeV yi^ays from the neutron capture process in
hydrogen. The efficiency of the detector is essentially constant as

long as the leakage of neutrons is small. A small correction for
different y-ray attenuation due to the energy dependent change of the
neutron field in the water tank can be calculated with high accuracy.
The efficiency curve for the counter used in the present experiment
is shown in Fig. 3. Details about this counter are given in Ref. [21].
The Y-ray spectra measured by the Nal (Tl) -detector were recorded with
a multi-channel analyzer. The 2.2 MeV photopeak was used for the
determination of relative neutron flux.

505



3. EVALUATIONS AND RESULTS

Three different energy thresholds were set in the two dimensional
energy-time matrix (in which the fission events were recorded) to
receive time spectra. From these spectra "general" background spectra
(a-pile up) and effects due to room background neutrons were sub-
tracted. The former was normalized according to the measuring time,
the latter was measured with the collimator closed by a brass plug
and normalized using a long counter. A straight line was fitted through
the residual background outside the peak in the time-of-flight spectra.
This was used to subtract the residual background under the peak in
the time-of-flight spectra. Two different time-ranges were used for
the calculation of the number of fission events. In one case the
thresholds were set to just enclose the fission peak caused by the mono-
energetic keV neutrons, in the other case the threshold at the low
energy side was changed to much lower energy values. The results using
different energy or time thresholds were always in agreement within
the statistical error. The background subtraction employed for the
neutron counter spectra was the same as for the fission spectra.
Corrections were made for the following:

1) The second neutron group occuring above 2.378 MeV incident
proton energy (max. correction 1.0 percent).

2) The scattering of neutrons in the bronze windows of the
fission counter, in the nickel backing of the fission foil and in

the air between the fission and neutron counters (max. correction
2 . 1 percent)

.

3) The efficiency of the neutron counter (max. 6.1 percent).

4) Dead time of the multi-channel analyzer recording the

2.2-MeV capture y-ray spectra (max. 1.0 percent).

No corrections were necessary for the change in the efficiency
of the fission counter due to the change in the momentum carried by
the neutrons as we counted forward and backward fission fragments.

The present measurements were normalized at 30 keV to a recent
measured value of 2.19 +_ 0.06 bam by Knoll and Poenitz [4]. This
value seems to be in good agreement with results by Perkin et al. [3],

Dorofeev and Dobrynin [5] at 23 keV and by White [2] at 40 keV. The
results are given in Table 1. The first column gives the average

neutron energy, the second gives the resolution where AE^ means the

target thickness. The errors in the cross section values are from
different sources;
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1) In the high energy range (400 - 1500 keV) where the statis-
tical error is about 1.5 percent and the accuracy of the shape is

about 2-3%, the error is mainly due to the uncertainty in the
normalization factor.

2) In the lower energy range where the values were measured at
75 and 81 degrees, the error is mainly due to less statistical accuracy.
The results are shown in Fig. 4 where an eye -guide curve is drawn
through the measured points. This curve may not be too well defined
in the energy range 90 - 300 keV where no measured values are available.

4. CONCLUSIONS

The most important result of the present measurement of the cross
section shape of U^^^ seems to be the disagreement with all other
measured values in the range 300 - 1500 keV if one normalizes to a

value of 2.19 bam at 30 keV. The shape measured in the present ex-

periment agrees, however, with the shapes measured by Allen and Fer-
guson[l], Henkel [7], and Gorlov [8]. It' agrees further with the
prediction for the fission cross section of U^^^ given by the capture
cross section of gold and measurements of the ratio (Au)/o^ (U^^^).
The present measurements are also consistent with previously performed
neutron capture cross section measurements of U^^^ [27]. The ab-
solute fission cross section of U^^^ at 2.5 MeV measured by Smith,
Henkel, and Nobels [23] (revised value: .51 +_ .03 bam, which agrees
with the result of .48 + .06 bams, measured by Allen and Ferguson)
and a ratio of a^CU^ss y/^^ (u^ss) ^ .43 [^gf. 24,25,26,28] gives a
value of 1.18 bam which is lower by about 11% than the presently
assumed cross section in this energy region [20] , but would agree with
the results given in Table 1. It should be emphasized that the present
lower data for U^^^ would affect also the Pu^^^ fission cross section
as one can assume that the ratios of -diese cross sections are relatively
well known. The accuracy of the present data is to be considered to be
preliminary as the present stage of the experiment does not reflect
the ultimate capability of the method and measurements applying several
other independent methods are in preparation.

The author wishes to thank the members of the Applied Nuclear
Physics Section for their help in the preparation of this experiment.
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Table 1 RESULTS FOR THE FISSION CROSS SECTION OF U^ss

AE /E a/bam
n n

E /keV

30 + 2 0.30 2.19 + .06 *

55 + 3 0.18 1,81 + .09

76 + 3 0.20 1.66 + .10

267 + 5 0.03 1.03 + .08

280 + 5 0.05 1.26 + .15

285 + 5 0.05 1.19 + .09

290 + 20 0.27 1.07 + .06

400 + 20 0.20 1.01 + .05

496 + 10 0.04 1.03 + .05

695 + 20 0.12 1.00 + .05

850 + 20 0.09 .99 + .05

1040 + 20 0.08 1.10 + .05

1150 + 20 0.07 1.09 + .05

1470 + 20 0.05 1.11 + .06

This is the result of Knoll and Poenitz [4], used for normalization of
the present shape measurements.
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SCATTERING CROSS SECTION OF Pu-240

M. G. Cao, E. Migneco, J. P. Theobald, J. A. Wartena

Central Bureau for Nuclear Measurements

EURATOM, Geel, Belgium

Abstract

The scattering cross section of Pu-240 has been measured between
18 eV and 2. 5 keV with a boron- 1 0-loaded liquid scintillation detector.

The values of 14 resonances between 20.45 and 287. 1 eV have been
determined and the scattering resonance areas as well as the P values
compared with other measurements (3) (4).

1. Introduction

In the last years the cross sections of neutron induced reactions on
Pu-240 found the interest of reactor designers (1) and got a new signifi-

cance in the field of theoretical nuclear physics (2).

For many resonances in the investigated energy range the parameters
P and Py have been determined from transmission, radiative capture and
n 0 / \

scattering data (3, 4, 5). The scattering experiment has been reported by
Asghar et al. (3). These authors used Li-6 glass scintillator detectors and
measured contributions from capture ^ -radiation with natural Li or Li-?
glass scintillators.

In the experiment to be described here, a boron- 10 -loaded liquid

scintillator detector NE 321 A has been used. A pulse shape discrimina-
tor selects the pulses from the B-lO(na) reaction from those due to

|^

-

radiation and recoil protons. So the contribution of resonant radiative
capture is eliminated and the background from spontaneous fission is

reduced.

2. Experimental Technique

The experimental geometry and the neutron collimation is shown in

figure 1. The time -of -flight spectrometer with the CBNM linear accele-
rator as a pulsed neutron source have been described in the paper D-3 of

this Conference. The characteristic parameters of the experiment are
given in table 1.

3. Sample

The sample prepared at the Los Alamos Scientific Laboratory is a
disc of 7. 62 cm diameter and a thickness of 4. 105. 10-4 atoms per barn.
It is canned in an aluminium container which yields a mass ratio Al/Pu
of about 1. 2. The isotopic composition of the Pu as determined at L. A. S. L.

is Pu-238: 0.004+0.002%, Pu-239: 1.43+0. 02%, Pu-240: 97.92+0.04%,
Pu-241: 0. 52+0. 03% and Pu-242: 0. 12+0. 01%.
The plutonium. itself, is alloyed with 1. 15% Al. All chemical impurities are
negligible except the 190 ppm Mn in the Al-canning. (The big 337 eV reso-
nance of Mn is visible in the scattering yield spectrum).
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4. Detectors

The detector consists of four boron- 1 0-loaded liquid scintillators

with a diameter of 1 1 cm and a thickness of 1 cm viewed laterally by
four XP 1040 photo-electron multipliers (fig. 2). The axis of the de-
tectors lie in the plane of the sample disc. The distance of the sample
center from the detector surface is 5. 7 5 cm.
Because of the high natural activity of the sample the front side of the

liquid scintillator is shielded with 4 mm of iron. The background due to

slow neutrons is reduced by surrounding the total detector system with
boron loaded plastic (not to be seen in fig. 1).

A bloc diagram of the pulse shape discriminator (PSD) is shown in fig. 2.

The principle of this circuitry which determines the zero crossing of a
specially shaped pulse has been described by Roush et al. (6). The two
RCL shapers which are used deliver a pulse crossing zero after about
2 00 ns. The time difference of the crossing points for different ionizing

particles is of the order of several ten nanoseconds. The dynamic ampli-
tude range of the apparatus is 1 to 300, the time uncertainty of the zero
crossing is 3 ns for the entire dynamic range. The dead time is 2. bjn s,

and a pile -up pulse after more than 250 ns does not disturb the PSD,
These characteristics guanrantee a clear analysis of the light pulses from
the liquid scintillator. Such an analysis is shown in fig. 3. The test

scintillator is NE 321 A with the cylinder dimensions 12 mmjc33mm0.
It is placed on the cathode center of a XP 1040 photo-electron multi-
plier. In the test- scintillator liquid 3 nC of 241 Am is solved givingoC-
particles of about 6 MeV. An Am-Be source with a polyethylene mode-
rator delivers slow and fast neutrons and y rays impinging on the scin-

tillator.

The horizontal scale of fig. 3 representing the pulse amplitude is

2 MeV/scale unit for OC particles , 400 keV/unit for recoil protons and
75 keV/unit for electrons. The vertical scale represents the time of

zero crossing. The unit is 30 ns.

The spots characterize pulses from electrons (indicated by ) recoil

protons (indicated by n, p), and cx particles from Am-241 (indicated by « ).

The spots representing B-10(n, cx
) Li-7, Li-7* reactions fall into an area

limited by four thresholds defined by the dotted lines in the figure.

The same threshold setting is used in the Pu-240 scattering experiment.

5. Measurement

The measurement has been performed in two runs covering the neu-
tron energy ranges 18-360 eV and 36-3000 eV. The neutron spectrum has
been determined and controlled with ^ bank of BF3 counters. For the mea-
surement and normalization of the background the "black resonance tech-

nique" has been applied.

In order to normalize the Pu-240 scattering cross section, the scattering

yield of tungsten, for which the values of some resonances are fairly

well known (7) has been recorded simultaneously with that of Pu-240 in

a special run. In this measurement the Pu-240 disc was sandwiched with

a 0. 101 g/cm^ tungsten foil.

The energy dependence of the detector efficiency has been determined re-

lative to that of a BF3 counter, for which a l/\/^-dependence has been

assumed.

5U



The results are in a good agreement with a Monte Carlo calculation by
Bollinger and Thomas (8).

6. Results and Analysis

The time-of-flight spectrum of the scattering yield is shown in fi-

gures 4a and b. The procedure of the reduction of these data with an
IBM 1401 computer is published elsewhere (9).

The multiple scattering and self-absorption effects in the observed scat-

tering areas of the resonances have been corrected with an analytical

computer program (10), in those cases where these effects are small.
For larger corrections the correction factors of Asghar (3) have been used.

In order to justify this, it was verified that for the resonance at 41. 62 eV
the Monte Carlo calculation of Harwell gives with our parameters a factor

very close to that of Asghar.
For these calculations the 1^ values of (4) and the ITy values of (5) have
been used.

The correction for multiple scattering is in this case a coarse approxima-
tion because the detector is considered as having a 4 Tf geometry. Further-
on its time resolution is neglected against the Doppler broadening, which
is only correct for resonances smaller than about 40 eV.

After these corrections the resonances have been analysed with a
single level area method. The results are shown in table 2, where for

comparison the scattering areas of (3) and the values of the trans-
mission experiment (4) are presented.

The agreement of the scattering areas with Asghar's results is

rather good, also when our values are in general slightly higher. But
our r values are systematically smaller than the results of the trans-
mission experiment (4). This discrepancy can hardly be explained by
the error in the multiple scattering correction.

The authors are grateful to Dr. J. Spaepen and Mr. K. H. B5ckhoff

for their support. They are indebted to Mr. Moxon, Harwell for his

help in the calculation of the multiple scattering corrections.
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TABLE 1

1 s t _ nd
1 run 2 run

Neutron energy
Linac beam energy
Linac peak current
Burst frequency
Burst width
Analyser channel
width

Number of channels
Moderator dimen-
sions

Permanent background
samples
Samples for the back-
ground spectrum
Overlap filter

Flight path length

18 eV - 360 eV 36eV-3keV

320ns(3 - 5 eV)
l60ns(18-112eV)
80ns(112-360eV)

Mn, Au

50 MeV
2 A

400 Hz
45 ns

4096
20x20x2. 8cm
(polyethylene)

80 ns

Na

Na, Mn, Co, W, Au

B nat.

30. 93 m

TABLE 2

^0 Area Area Pn

(eV) of ref. 3 (b. eV) meV of ref. 4

20. 45 24, 7 28. 8 1. 8 + 0. 3 2. 7 + 0. 3

38. 32 734 690 15. 1 T 1. 9 19. 2 + 0. 9

41. 62 523 529 13. 9 + 1. 8 16. 8 + 0. 9

66. 62 1540 1813 45. 0 + 6. 0 55. 9 + 2.2
72. 78 470 478 18. 3 + 2. 3 22. 0 + 1. 0

90. 77 124 135 9. 3 + 1. 2 13. 5 + 0. 6

105. 00 765 826 36. 4 + 4. 7 45. 5 + 2.5
121. 60 95 135 11. 5 + 1. 5 14, 5 + 0. 9

135. 30 128 150 13. 8 + 1. 8 18. 5 + 1. 1

151. 90 99. 6 11. 0 + 1. 4 14. 2 + 1.0
162. 70 77. 2 9. 5 T 1. 2 8. 6 + 1.0

185. 80 92. 1 11. 9 + 1. 5 16. 3 + 1.2

260. 50 102 16. 2 + 2. 0 23. 2 + 1. 2

287. 10 1362 117. 1 + 1. 5 138. 2 + 7.0
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FINAL RESULTS ON THE NEUTRON TOTAL

CROSS SECTION OF Pu-240

W. Kolar and K. H. Bockhoff

Central Bureau for Nuclear Measurements

EURATOM, Geel, Belgium

Abstract

The neutron total cross section of Pu-240 has been measured with

high resolution in the energy range 2 0 eV - 5. 7 keV. Up to this energy
264 resonances were detected and analysed with respect to Pj-^ using the

area program of Atta and Harvey. For 32 resonances between 38 eV and
820 eV the full set of resonance parameters E^, and could be eva-
luated by combining the results of the transmission experiment with those

of a capture experiment (8). For the 102 resonances up to 1500 eV a mean
level spacing of<D> = 1 4, 7eV was obtained. Presuming that all resonances in

that range are of the s-type, the strength function yields S =(l. 05+0. 16)- 10

1» Introduction

Up to recently the results (1-3) of total and partial cross section
measurements on Pu-240 were strongly limited both in quality and quan-
tity due to the lack of sample material. With the supply of about 74 g of

highly enriched Pu-240 by the U. S. A. E. C. it was possible to achieve more
accurate and more complete cross section data.

Total, capture and scattering cross section measurements were performed
at Harwell with one part of the new sample batch and resonance parameters
were derived from a combined analysis which yielded a complete resonance
description for most of the resonances between 20 eV and 288 eV. Besides
that, resonance energies and neutron widths were deduced up to neutron
energies of 949 eV (4).

About simultaneously with these experiments, transmission measurements
were performed at Euratom Geel with the CBNM linear accelerator using
another part of the Pu-240 sample batch (5). For the major part of the

resonances between 20 eV and 800 eV resonance energies and neutron
widths were determined applying shape analysis (6),

The work to be described here concerned the determination of the total

cross section and the neutron widths of the resonances in the energy range
between 2 0 eV to 5. 7 keV for which the entire sample batch of 74 g could
be used.

2. Samples

Seven plutonium disks with a total weight of 73. 9 g Pu-240 were
available. The samples (diameter 7. 62+0. 013 cm) prepared and analysed
by Los Alamos Scientific Laboratory, consist of a plutonium-aluminium
alloy (1. 15% Al by weight) sealed in aluminium of 0. 25 mm thickness.
The plutonium concentration varies for the different samples between
97. 8 and 98. 75%. For the calculations a mean value of 98. 3+0, 5% was
taken.
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The isotopic composition of the plutonium samples is: Pu-238: 0. 004+0. 00Z%,
Pu-239: 1. 43+0. 02%, Pu-240: 97. 92+0. 04%, Pu-241: 0. 52+0. 03%, Pu^242:
0. 12+0. 01%.

3» Measurements and analysis of the results

A description of the experimental arrangement, the data acquisition
and treatment is given in (5) and (7). Fig. 1 shows as an example the ob-
served total cross section (not corrected for Doppler and resolution broade-
ning) for the energy range from 340 eV - 740 eV.

264 resonances have been analysed between 20 eV and 5. 7 keV using the

area program of Atta and Harvey (6).

The results are shown in table I. Since for the energies up to 750 eV
several independent measurements were performed the listed values of

the reduced widths are weighted averages. Those values marked with
an asterisk have been determined by combination of transmission and cap-
ture (8) results.

The errors of the area analysis results of were obtained from the follo-

wing individual components:
a) Statistical errors. These are considered by the area program itself.

b) Error due to the uncertainty in the choice of the boundaries for the diffe-

rent resonances. Practically for all resonances area analysis with two
different integration ranges ("window"-widths ) has been performed. The
differences of the PO values varied from resonance to resonance, but in

general they did not exceed the statistical error limits. Therefore this er-
ror was assumed to be in the same order of magnitude as the statistical

error.
c) Error due to the uncertainty in sample thickness. This contributed with
0. 6% to the Pj values.
The total error of the parameters as quoted in table 1 combines the above
mentioned errors and considers also the results obtained with different

sample thicknesses. The error contributions due to Doppler width and base-
line uncertainty are not taken into account. The Doppler width calculation
presumed the validity of the gas model and made the hypothesis that for

the Pu-240-Al-alloy the effective temperature is equal to the ambient tem-
perature. A possible small error due to instabilities of the monitors and
the electronics is neglected.

4. Statistical properties

Fig, 2 shows for the energy range up to 1, 5 keV the observed num-
bers of levels versus x = (P^)^'^ together with the theoretical distribution

for V = I degrees of freedom. The solid curve is normalised to the de-
tected 102 levels while the broken curves are normalised to 115 resp,

120 levels. As these two last curves give a better fit to the experimental
data one may conclude that about 20 levels could not be detected.

The experimental distributions of the nearest-neighbour (P^) resp, the

next-nearest-neighbour spacings (P^) are shown in fig, 3 and 4. For com-
parison the random distributions resp, the distributions of the Gaussian
orthogonal ensemble (9) (10) as predicted from the theory are included.

as determined by L. A. S. L.
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There was no possibility to discriminate between s and p-waves because
of the small sample thickness. It was assumed that all observed reso-
nances were s-wave resonances. In this way the value of the s -wave
strength function was found to be Sq = (1. 05+0. 16)- 10-4.

The mean level spacing as calculated from the experimental results is

<D>= 14. 7 eV. If one takes into account that about 2 0 levels could not

be detected the mean level spacing reduces to<D>H.2.5 eV. The diffe-

rence is an indication of the possible error.
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TABLE I

Pu-240 resonance paranaeters: reduced neutron widths

Eo(eV)
' n

meV) E
0
:ev) r°(meV)

n

20. 45 + 0. 01 V. oU + 0. b9D. oo + 0. L U 2. 35 + 0. 10

38. 32 + 0. 02 i.
1 A
i U T 0. 15* ^ A o608. 1 T 0. 0. 92 + 0, 06

41. 62 T 0. 02 2. 50 T 0. 632. 5 + 0.
~i Azu 0. 53 + 0. 05

66. 62 + 0. 05 b.
o cOD + 0. 437. 5 + 0.

O Azu 0. 46 + 0. 05

72. 78 + 0. 05 2.
c o58 T 0. 12 LLC665. 1 + 0.

1 A20 7. 64 + 0, 31

90. 77 + 0. 06 1

1

.

42 + 0. 06 d7o. D T 0.
~i AZu 1. 00 + 0. 07

92. 51 T 0. 06 0. 3 1 T 0.
7 107 IZ. 1 + 0.

A
3 0 0. 050 T 0. 023

105. 00 + 0. 07 4. 4d T 0.
it

08

•7 /I Q
1 4i. 3 + 0,

Q A30 0, 037 T 0. 026

121. 6 + 0. 10 1

.

32 T 0. 750. 0 + 0.
O A24 2. 49 T 0. 12

130. 7 + 0. 15 u. U 1 3 T 0. 005 758. 9 + 0. 25 0. 22 1^ 0. 03

135. 3 T 0. 10 1

.

59 + 0. 10 778. 3 + 0.
O A30 0. 04 T 0, 03

151. 9 T 0. 12 1

.

1

4

T 0. 08 ^7 0 0782. 2 T 0.
O A30 0. 10 + 0, 04

162. 7 T 0. 13 0. 67 + 0. 08 791. 0 T 0. 25 0. 85 + 0. 05

170. 1 + 0. 14 1

.

05 + 0. 09 810. 5 + 0. 25 7. 52 + 0. 35

185. 8 T 0. 16 1

.

19 T 0. 09 819. 9 T 0. Lb 3. 84 + 0. 19

192. 0 + 0. 20 U. 014 + 0. 009 845. 6 + 0. 27 0. 35 T 0. 03

199. 6 T 0. 17 0. 066 + 0. 007 854. 9 + 0. 27 1. 64 + 0. 09

239. 2 + 0. 15 0. 79 + 0. 05 876. 5 + 0. 27 0. 47 T 0. 04

260. 5 + 0. 15 1

.

44 + 0. 07^ 89 1. 5 T 0. 27 3. 16 + 0. 15

287. 1 T 0. 17 8. 1

6

+ 0. 41* 903. 9 T 0. 28 0. 73 + 0. 05

304. 9 + 0. 20 0. 41 + 0. 04 908. 9 + 0. 28 2. 62 T 0. 13

318. 3 T 0. 15 0. 29 T 0. 03 915. 3 + 0. Z8 1. 19 + 0, 07

320. 7 T 0. 15 i

.

Do T 0. 06 5 + 0.
"2 A

4, 00 + 0, 18

338. 4 T 0. 15 U.
1 16 I + 0. 03 A4 T 0.

•2 A 2. 31 + 0. 12

346. 0 T 0. 15 0. 89 T 0. 04 97 1. 3 T 0.
O A 2. 58 + 0. 13

363. 7 T 0. 15 1

1 . 7 0 + 0. 07 979. Z + 0. iZ 0. 23 T 0. 05

372. 0 + 0. 17 U. + 0. 1 A A 1 Q8 T 0. iZ 3. 10 + 0. 16

405. 0 + 0. 20 r
D. 39 + 0. 25* 1

1 + 0. 4Z 0. 16 T 0. 05

419. 0 + 0. 20 r\
U, 5 vj + 0. 03 1 A /I 1 /

D + 0,
'2 C 0. 39 T 0. 06

445. 8 + 0. 30 U. n '7 c + 0. 014 1 A /I C
i U45. •7 + 0,

"3 CD D 0. 12 + 0. 05

449. 8 + 0. 20 0. 78 + 0. 06 1 A^ ~i
1 072,

/
D + 0, 3 5 3. 34 + 0. 17

466. 5 + 0, 22 U. 1

4

+ 0. 03 1 f\r\r\1099. o8 T 0. 35 2. 54 T 0. 26

473. 3 + 0. 22 0. 19 + 0. 02 1 1 1 c1115. 7 + 0, 5 0. 08 T 0. 05

493. 9 + 0. 22 0. Zd + 0. 05 1128. 8 + 0. 4 1, 49 + 0. 09

499. 3 + 0. 25 0. 86 T 0. 06 1133, 8 + 0. 4 0, 20 + 0, 06

514. 3 + 0. 25 0. 95 + 0. 07 1 1 /t T
1 142, 7 T 0. 4 1. 20 + 0. 08

526. 1 T 0. 40 0. 040 T 0. 021 1159. 6 T 0. 4 0. 65 + 0, 06

530. 8 + 0. 40 0. 030 + 0. 017 1185, 5 + 0. 4 4, 57 + 0.23
546. 4 T 0. 25 1. 33 + 0. 09 1190. 8 + 0. 4 3. 33 T 0. 17

553. 2
"+

0, 25 0. 79 + 0. 06 1208, 9 + 0. 4 1. 81 + 0. 11

566. 3 T 0. 30 1. 32 0. 07 1228. 0 T 0. 4 0. 29 + 0. 06

584. 1 T 0. 45 0. 05 + 0. 02 1236. 5 + 0. 4 0. 32 + 0. 06
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Eo(eV) r (meV)
' n Eo(eV) r (meV)

1254. 7

1281. 4

1300. 3

1328. 1

1345. 0

1350. 9

1362.

9

1377. 0

1389. 0

1401. 2

1408. 6

1426. 1

1429. 0

1450. 2

1462. 9

1481. 2

1540
1549
1563
1575
1609
1621

1643. 0

1662. 6

1687. 9

1724. 1

1741. 6

1763. 7

1771. 4

1779. 0

1841. 2

1852
1872
1901

1916
1943

1949
1956
1973

1991
1998
2016. 7

2022. 9

2033. 4

2055. 6

2082. 8

2110. 7

2154. 0

2182. 0

+ 0. 4
T 0. 4

+ 0. 4

+ 0. 4

+ 0. 5

T 0. 6

+ 0. 6

+ 0. 5

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 5

+ 0. 5

T 0. 5

+ 0. 5

+ 0. 7

+ 0. 5

+ 0. 5

+ 0. 5

+ 0. 5

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 6

+ 0. 8

+ 0. 6

+ 0. 7

T 0. 7

+ 0. 7

+ 0. 7

+ 0. 7

+ 0.

+ 0.

+ 0.

+ 0. 7

T 0. 7

T 0. 7

+ 0. 7

+ 0. 7

T 0. 8

+ 0. 8

+ 1.0

1 ^- ^

+ 0. 8

2. 17

0. 12

6. 79
10. 13

0. 71

0. 23

0. 20

1. 74
0. 38
0. 14

0. 29
0. 97
0. 40
1. 67

0. 55
0. 24
2. 57

3. 98
2. 90
3. 18

0. 87

0. 71

2. 65
1. 59
0. 80
2. 01

0. 60
1. 23
0. 23

11. 7

2. 93
0. 80
1. 79
4. 80

0. 82

0. 18

1. 87

5. 90
1. 53

2. 57
0. 12

L 17

1. 23

2. 25
1. 51

2. 16

0. 30
0. 31

1. 83

1 ^'

1 °-

+ 0.

1
+ 0.

± °-

1
+ 0.

+ 0.

+ 0.

1 °'

1 °-

1 °-

± 0.

1 0-

± °-

+ 0.

1 °-

1 ^^

+ 0.

+ 0.

+ 0.

1 °-

+ 0.

+ 0.

1 °-

+ 0.

1 °-

+ 0.

1 ^'

1 °-

1 °-

1 °-

+ 0.

± °'

1 °'

1 °-

+ 0.

1 °-

+ 0.

+ 0.

1
+ 0.

+ 0.

1 °-

+. 0.

+ 0.

+ 0.

13

06

35
51

08

07

08

12

07

08

07

10

08

14

09

08

16

22

20

19

10

09

17

13

10

16

10

11

12

6

21

13

16

29
14

11

17

36
17

21

09

17

17

21

17

21

12

15

18

1)

2198. 2 + 0. 8 2. 77 + 0. 22

2240. 6 T 0. 8 0. 72 + 0. 16

2256. 6 + 0. 8 2. 83 + 0. 2 3

2277. 9 T 0. 8 8. 94 + 0. 55
2290. 7 T 0. 9 4. 36 T 0. 36
2303. 3 + 1. 2 0. 36 + 0. 15

2334. 4 + 0. 9 0. 76 T 0. 16

2350. 9 + 0. 9 0. 65 + 0. 17

2365. 8 + 0. 9 4. 95 + 0. 35
2373.

4

+ 0. 9

2386. 1 T 0. 9 0. 38 + 0. 15

2405. 0 + 0. 9 0. 51 + 0. 15

2416. 0 T 0. 9 1. 32 + 0. 18

2434. 3 T 0. 9 4. 16 + 0. 31

2459. 4 0. 9 0. 52 + 0. 17

2470. 8 + 0. 9 0. 92 + 0. 16

2485. 3 T 0. 9 0. 42 + 0. 17

2521. 0 + 1. 0 2. 18 + 0. 22

2538. 6 + 1. 0 5. 70 T 0. 40
2549. 2 T 1. 0 1. 58 T 0. 24
2575. 3 + 1. 0 0. 94 + 0. 19

2639. 5 + 1. 0 8. 29 T 0. 83

2652. 4 T 1. 0 0. 71 + 0. 16

2692. 8 + 1. 0 6. 64 + 0. 50

2717. 7 T 1. 0 0. 78 T 0. 19

2739. 2 T 1. 0 3. 38 + 0. 34
2748. 4 + 1. 0 1. 95 + 0. 25
2817. 6 + 1, 1 0. 78 + 0. 19

2843. 5 T 1. 1 2. 94 T 0. 30

2859. 7 + 1. 1 0. 51 + 0. 21

2882. 0 T 1. 1 0. 55 + 0. 22

2895. 6 T 1. 1 1. 11 + 0. 22
2905. 0 + 1. 1 2. 13 + 0. 26
2938. 0 T 1. 1 2. 43 T 0. 28

2968. 6 1. 1 1. 55 T 0. 25
2980. 5 T 1. 2 1. 98 T 0. 37

2986. 2- + 1. 2 0. 23 T 0. 15

2994. 7 + 1. 2 1. 02 T 0. 21

3004. 0 + 1. 2 1. 39 + 0. 24
3018. 0 + 1. 2 2. 12 + 0. 33

3029. 0 T 1. 2 0. 38 + 0. 20

3054. 7 + 1. 2 0. 85 + 0. 27

3077. 4 + 1. 2 2. 31 + 0. 34
3088. 0 T 1. 2 0. 63 T 0. 31

31 12, 7 + 1. 2 0. 68 + 0. 25
3172. 5 + 1. 3 3. 99 + 0. 41

3192. 5 T 1. 3 6. 17 T 6. 2

3237. 5 T 1. 3 1. 26 T 0. 26

3268. 5 + 1. 3 2. 34 + 0. 35

1)probably two resonances
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E_
0
(eV)

1 n
meV)

0 r°(
' n

meV)

3332. 0 + 1. 3 0. 25 + 0. 17 4599 + 1. 9 1. 11 + 0. 44
3423. 0 + 1. 4 0. 59 + 0. 21 4615 T 2. 0 3. 85 + 0, 93
3458. 0 + 1, 4 1. 16 T 0. 23 4646 + 2. 0 2, 18 T 0, 66
3465. 5 T 1. 4 5. 84 + 0. 58 4721 + 2. 0 7. 43 + 1. 10

3493. 5 T 1. 4 1.11 + 0. 23 4745 + 2. 0 3. 56 T 0. 73
3555. 0 + 1. 4 1. 52 + 0. 26 4755 + 2. 0 0. 82 + 0, 41

3567. 5 1 . 4 2.71 T 0. 34 4766 T 2. 0 0. 22 + 0. 22

3595. 0 + 1. 4 0. 47 T 0. 22 4771 T 2. 0 0. 32 + 0. 29
3657 + 1. 5 4. 85 + 0. 50 4779 T 2. 0 0. 49 + 0, 36
3665 + 1. 5 0. 90 + 0. 32 4792 + 2. 0 1. 93 + 0. 49
3702 + 1. 5 0. 84 T 0. 28 4812 + 2. 1 2. 48 + 0. 50
3723 + 1. 5 0. 98 + 0. 33 4823 + 2. 1 0. 91 + 0, 36
3800 T 1. 6 1. 64 T 0. 38 4894 + 2. 1 0. 85 + 0. 39
3 844 T 1. 6 1. 23 T 0. 32 4958 + 2. 1 4. 13 + 0. 78
3852 + 1. 6 1. 59 + 0. 33 4969 + 2. 1 2. 23 + 0, 70
3872 1. 6 0. 74 + 0. 31 4993 + 2. 2 1. 30 + 0. 49
3900 + I. 6 3, 35 + 0. 43 5072 + 2. 2 7. 15 + 0. 70
3917 + 1. 6 2.61 T 0. 37 51 13 + 2. 2 1. 30 + 0, 49
3954 + 1. 6 1, 47 T 0. 33 5134 + 2. 2 0. 58 + 0, 41

3975 T 1. 7 1. 62 T 0. 35 5148 + 2. 2 0. 70 T 0, 49
3990 + 1. 7 0, 47 + 0. 29 5162 + 2. 2 0. 55 + 0, 41

4031 1. 7 1. 71 T 0. 33 5194 + 2. 2 4. 26 T 0. 75
4084 + 1. 7 1. 88 + 0. 36 5215 T 2. 3 2,21 T 0, 54
4100 T I. 7 4. 02 T 0. 44 5249 T 2. 3 7. 24 T 0, 97
4122 T 1. 7 7. 74 T 0. 63 5279 T 2. 3 1. 93 T 0. 62

4134 + 1. 7 1. 05 + 0. 36 5299 + 2, 3 3. 71 T 0. 62

4149 + 1. 7 4. 11 + 0. 45 5334 + 2, 3 2, 78 + 0. 69
4161 T 1. 7 1. 39 T 0. 38 5350 + 2. 3 2, 09 + 0, 68
42 03 + 1. 8 6. 75 + 0. 66 5367 + 2. 3 0. 96 + 0. 55

4221 + 1. 8 1. 05 T 0, 32 5393 + 2. 4 1. 14 + 0, 57

4270 T 1, 8 2. 43 + 0. 41 5417 + 2. 4 3. 47 + 0. 68

42 88 + 1, 8 4, 83 + 0. 61 5489 + 2. 4 0. 67 T 0. 54

4329 T 1. 8 4, 58 + 0. 53 5499 + 2. 4 1. 17 T 0, 54

4376 + 1. 8 1, 24 T 0. 45 5510 + 2. 4 4. 78 + 0. 94
4386 + I. 8 0, 48 + 0. 36 5522 + 2. 5 2. 32 T 0, 61

4398 T 1. 9 1. 17 + 0. 37 5544 + 2. 5 7. 82 + 1. 2

4422 + 1. 9 0. 91 T 0. 36 5574 + 2. 5 10, 2 + 1. 2

4433 T 1. 9 0, 7 1 T 0. 33 5592 + 2. 5 2. 77 T 0, 80

4458 + I. 9 1. 52 + 0. 40 5615 T 2. 5 0. 83 T 0, 67

4570 + I. 9 3. 26 + 0. 67 5681 T 2. 5 1. 40 T 0. 66

4588 T 1. 9 7. 76 + 0. 89 5692 + 2. 5 1. 21 + 0. 61
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RESONANCE GROUPING STRUCTURE EN[ NEUTRON INDUCED

SUBTHRESHOLD FISSION OF Pu-240

E. Migneco and J. P. Theobald

Central Bureau for Nuclear Measurements

EURATOM, Geel, Belgium

Abstract

The subthreshold fission cross section of Pu-Z4U has been measured
in the energy range between 2 00 eV and 8 keV.
The fission spectrum obtained shows a periodical appearance of groups of

resonances with particularly high fission widths.

The mean fission cross section is higher than the calculated value for

p-wave fission.

1. Introduction

In 1956 Wheeler (l) has pointed out the anomaly in the fission width
of the 1 eV resonance of Pu-240. He has deduced from the very low value
of Ff at 1 eV the possibility that s-wave fission is forbidden.

Recently De Vroey et al. (2) tend to confirm this assumption. This
problem has been discussed in detail by Rae (3).

The presented paper describes an experiment on subthreshold fis-

sion of Pu-240 by means of a high resolution time-of- flight spectrometer.

2. Experimental set-up

The CBNM linear electron accelerator has been used as a pulsed
neutron source.
The fission events have been detected by a fission neutron liquid scintilla-

tion detector (Fig. l), which was described in detail in a previous paper
(4).

The neutron flight path is 30. 57 m. The geometry and the collimation of

the set-up is shown in fig. 2.

The parameters of the time -of-flight spectrometer are the following:

Linac beam energy 55 MeV
Peak beam current 1. 4 A
Burst frequency 400 Hz
Burst width 50 ns
Analyser channel width 40 ns
Number of channels 4096
Dimensions of the polyethylene
moderator 2 0x2 0x2. 3 cm
Cut-off fnter B-10

3

The background as determined with the "black resonance" technique is

negligible relative to the high time independent spontaneous fission back-

ground of Pu-240,
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The incoming neutron spectrum has been measured with a bank of BF3
counters at about 60 m from the Linac target.

The Pu-240 sample prepared and analyzed by L. A. S. L. has a diameter
of 7. 620 + 0. 013 cm. It contains 54. 3347 g Pu with a Pu-240 concentra-
tion of 97. 93 + 0. 05%. The Pu-239 contamination is 1. 38 + 0. 02%. The
rest is Pu-238, Pu-241 and Pu-242. The sample is alloyed with 1.2% Al.

It consists of 5 discs, each of which is packed into a thin aluminium can-
ning.

3. Results

The measured fission cross section is shown in fig. 3. This curve
has been obtained from the experimental spectrum after subtraction of the

spontaneous fission background determined by fitting the experimental count
between the resonances. .

The spectrum has been normalized equalizing the J<3f(E)dE of the Pu-239
impurity resonances at 203. 46 eV, 203. 93 eV and 195. 36 eV with the value
given by Derrien et al. (5). The error introduced by this normalization is

+ 8%.
The systematical error introduced by the different V (the mean number of

neutrons per fission event) and the different fission neutron spectra of the

reactions Pu-239(n,f) and Pu-240(n,f) has been neglected, because of the

absence of data for Pu-240.
The efficiency of the pulse shape -discriminator has been tested with U-238 and
Th-232 samples in an identical experiment. No significant contribution of

the high neutron capture resonances was detected.
The resonances were analyzed with a single level area analysis program,
which applies corrections for self screening and multiple scattering.

This computer program is a modified version of GACA (7).

The resonances at 1. 408 keV and 1. 402 keV have not been resolved. Their
analysis is performed under the assumption, that their total widths are
equal
The input parameters and <rjj> = 23. 2 meV are taken from measure-
ments by Kolar and Bockhoff (6) and Weigmann and Schmid (8).

The results are shown in table 1.

A. Discussion

The mean fission width in the energy range between 450 eV and
4 keV turns out to be 3. 5 meV, when one uses the number of resonances
given in ref. 6. This value can be compared with the average value of r£
calculated with formula for s-wave neutrons

<rr> = -2-exp(-|n!F)
1 2TT ti 00

where D = 14. 9 + 0. 8 eV is the mean level spacing (6) Ep is the threshold
energy of 710 keV and hoj = 650 keV is a measure for the potential barrier

thickness. The calculated value is 2. 5 meV. If one takes into account the

large error on the experimental value, the agreement is satisfactory.

This fact as well as the results of the Petrel experiments (9), are in con-

tradiction with assumption, that s-wave fission is highly forbidden. The
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Petrel experiments show a mean fission cross section, which does not de-
crease at neutron energies below 10 keV, what one would expect for a p-
wave fission cross section. The presented measurement supports these
Petrel results.

Transmission measurements of Kolar and Bockhoff moreover show in some
total cross section resonances, with a high Ff value, interference effects

which indicate an s-wave resonance (6).

The Ff values for the resonance group between 750 and 8Z0 eV agree well
with the estimated values given by Weigmann and Schmid (8). These authors
observed unusual high values in that energy range and deduced a con-
tribution of subthreshold fission )J''s to their results.

The group structure in the fission spectrum of Pu-240 is the most surprising
result of this investigation. It seems to indicate a new form of intermediate
state mechanism in fission, which can be explained in the following way (10,

11, 12).

The nuclear potential energy V as a function of a suited deformation para-
meter T| (10) shows besides the ground state minimum a second minimum
at a certain deformation The potential energy V('Y|]^) is of the order of

2 MeV. (Fig. 4).

The normal compound nuclear states in the zero deformation potential have
at about 5. 4 MeV neutron binding energy a high level density D =15 eV,
where for the intermediate states in the second potential minimum at the

rji deformation corresponds an excitation energy of 5. 4 - 2 MeV and in con-
sequence a low level density D =; 650 eV. The latter levels can be consi-
dered as excited states of a hypothetical deformed shape isomer.
The enhancement effect on some compound nuclear states is a consequence
of a mixing of these states with the intermediate states at neighboured ener-
gies.

We thank Dr. J. Spaepen for his interest and Mr. K. H. BSckhoff for

his support and many advices during this experiment. The authors are very
much indebted to Dr. H. Weigmann for suggestions and interesting discus-
sions. We feel gratitude to Mr. J. Wartena, who has constructed the elec-
tronic equipment and to Drs. M, G. Cao and H. Schmid for their help in the

data evaluation.
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TABLE I

E keV
r 1^1

+ +
^ r

meV meV meV

3. 3810 34. 5 + 12. 1 126. 9 + 43. 9 23. 72

3. 0640 128. 0 T 38. 4 12. 3 + 1. 7 9. 63

2. 7470 102. 0 T 13. 3 10. 7 + 1. 3 8. 03

2. 6960 345. 0 + 27. 6 93. 9 T 11. 7 70. 10

2. 0530 68. 5 + 6. 9 1. 9 + 0. 2 1. 39
2. 0330 101. 5 + 10. 2 7. 2 + 0. 9 5. 54

1. 9560 261. 0 + 18. 3 24. 5 + 3. 0 20. 71

1. 9160 35. 9 + 5. 7 42. 3 T 7. 3 14. 98
1. 8420 125. 8 + 10. 1 10. 1 + 1. 2 7. 99
1. 4260 36. 7 + 3. 7 4. 0 + 0. 5 2. 30
1. 4080 10. 9 6. 5 60. 0 + 38. 3 6. 95
1. 402 0 5. 2 1. 0 60. 0 + 16. 2 3. 53

0. 8200 110. 0 + 5, 5 1. 0 + 0. 1 0. 82

0. 8100 213. 0 + 10. 7 9. 6 + 1. 2 8. 32

0. 7910 23. 9 T 1. 4 12. 9 + 1. 7 5. 14

0. 7820 3. 0 + 0. 9 132. 0
+ undef.

85
2. 50

0. 7500 68. 2 + 3. 4 7. 8 + 1. 0 5. 36
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SLOW-mST COMOOENCX

Fig. 1: The fission neutron liquid scintillator detector.

Fig. 2: The experimental set-up.



1000 mo

Fig. 3: The subthreshold fission cross section of Pu-Z40 between

500 eV and 3000 eV.

Fig. 4: The nuclear potential energy V as a function of the defor-

mation parameter y[ (qualitative figure).
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NEUTRON CAPTURE MEASUREMENTS IN THE RESONANCE

REGION: Cu and Pu-240

H. Weigmann, J. Winter and H. Schmid

Central Bureau for Nuclear Measurements

EURATOM, Gael, Belgium

Abstract

Radiative neutron capture in natural Cu has been studied in the neu-
tron energy range from 2 00 eV to 16. 5 keV. An area analysis of the data

yields information on resonance parameters: For large resonances {/^»/^)
with known isotopic assignment values of fj. or, if the spin of the resonan-
ce is unknown, 2g/p are obtained. In some cases, it was possible to

assign the spin of the resonance from the measured ZgfJ. assuming a fair-

ly constant radiation width. For a number of small resonances (r'n«/^)
with unknown isotopic assignment, values of 4agPn (^^ - isotopic abundance)
have been determined. The radiative widths obtained for 32 resonances in

Pu-240 in the neutron energy range between 38 eV and 820 eV are also
given, yielding a mean value of - (23. 2 + 2.0) meV. The observation of

unusual large radiative widths for some resonances is explained by the pre-
sence of subthreshold fission.

1. Measurements

Neutron capture measurements on Cu and Pu-240 have been perfor-
med at detector stations of 30 m and 60 m distance from the target of the

CBNM 60 MeV electron linac. The experimental set up (1) and the capture
y-ray detector (2) employed have been described previously. Nominal reso-
lutions between 6 nsec/m and 1 nsec/mhave been used. The energy spec-
trum of the neutrons at the detector station was measured with a B-10 slab
viewed by a Nal crystal; the B - 1 0(n,«)Li-7 , Li-7 cross section is assumed
to vary as l/v in the energy range of interest. An absolute calibration of

the product detector efficiency times neutron flux constant was obtained by
observing neutron capture events in "black" resonances with known parame-
ters; the resonances in Ag at 5. 2, 16. 3 and 51.4 eV as well as the 2 0, 46 eV
resonance in Pu-240 were used for this purpose. The parameters of the lat-

ter resonance have been taken from Asghar et al, (3),

In fig. 1 as an example of the raw data a time-of-flight spectrum is shown
which was obtained from a 3. 37 10"^ atom/b sample of natural Cu at the 60 m
flight path station. The steps in the spectrum are due to changes in channel
width (40, 80 and 160 nsec, respectively) of the 4096 channel analyser,

2. Results and Discussion

2.1. Copper

An area analysis of the observed resonances was carried out by means
of the "GACA" program of Frohner and Haddad (4). The calculations were per-
formed on the IBM 360/65 computer at Ispra, the data and results being trans-

mitted with the aid of the teleprocessing system connecting Geel and Ispra.
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The results are presented in table I. Input data, which have been taken
from ref. (5 - 9) are given in brackets. The errors indicated in the

table contain both, experimental uncertainties which are mainly due to the
error in absolute flux calibration, and the uncertainty in the input data.

The information which can be obtained from capture area analysis depends
on the ratio of to (the following subsections correspond to the indi-

cations given in column 8 of table 1):

(i) For strong resonances (r^ >> i^) the isotopic assignments as well as the
neutron widths of which are mostly known in the case of Cu, the area ana-
lysis yields values of the radiative width FJ. or, if the spin of the resonan-
ce is unknown, of Zgtp . The results obtained for Zl resonances are given
in column 7 of table 1. From the -values for resonances with known (8)

spin the following mean values of the radiative width may be inferred:

isotope (resonance spin) fj. number of resonances

Cu-63 (both spin values) 0. 51 + 0. 05 7

Cu-63 (J = 1) 0. 60 + 0. 06 2

Cu-63 (J = 2) 0. 48 + 0. 05 5

Cu-65 (both spin values) 0. 34 + 0. 04 5

For Cu-65 the radiative width of the resonance at 229 eV (8) has been in-

cluded, the one of the resonance at 4. 391 keV which is probably an unre-
solved dublett has been excluded. The errors only reflect the experimental
uncertainties, they do not contain the expected spread of individual radiative
widths around their mean value which may be quite large (even about 40%)
in this region of the periodic table as experimentally observed by Moxon (10).

In view of this expected large spread, the difference observed in be-
tween resonances with J = 1 and J = 2 in Cu-63 may well be accidental.

For some of the resonances with as yet unknown spin it is possible to de-
duce the resonance spin from the values obtained for 2gr^ in the resonance
analysis. The criterion used here is that for the opposite choice of the spin
value a radiative width would be obtained which differs from the above mean
value by more than 40%. The resonance spins obtained are given at the end
of column 3 in table I, If we adopt for the 8, 363 keV resonance the isotopic

assignment of ref. (8) (in ref. (8) this resonance appears at 8. 549 keV and
is stated to be due to Cu-65), we would obtain a radiative width of at least

(0. 9 + 0. l) eV which is completely incompatible with the above mean value
for this isotope. Therefore, we infer that this resonance is due to Cu-63.

(ii) There are some resonances of intermediate strength the neutron widths
as well as the isotopic assignments of which are unknown. For these, there-
fore, we can only determine the quantity 4agr^/^/r' which is given in column
4 of table I.

Using the same argument as given at the end of (i) it may be inferred that

three of them (those at 8. 650 keV, 14. 115 keV and 14. 637 keV) are due to

Cu-63. For the other three resonances of this group we can draw no con-
clusion because a small value of the quantity 'isLgf^f^/n may be due to a

small neutron width (of the order of magnitude or smaller than ).

(iii) Especially at low neutron energies a large number of very weak reso-

nances (r^«/^) is observed. Some of these (marked with an asterisk) have

not been observed before and for all of them the isotopic assignment is un-

known. Using rp= (0.42 ^ 2) eV for these resonances the quantity 4agf7^

quoted in column 5 of table I was obtained.
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These data, together with the values of 4agr^ taken from ref. (5, 7, 8)

for the stronger resonances up to 9. 2 keV neutron energy (above that

energy there are many resonances with unknown neutron width), have
been used to calculate a "reduced width distribution" (precisely: a dis-

tribution for the quantity 4agr^). The integral distribution is shown in

fig. 2 together with two theoretical curves (Porter-Thomas distribu-

tions): The broken line gives the theoretical distribution if one assumes
that all of the 36 resonances are s-wave. The full line represents the

theoretical reduced width distribution for only the 22 stronger resonances,
the remaining 14 resonances being assumed to be p-wave. From a de-
tailed comparison and an inspection of the values of ag/^'' for the weak
resonances it is concluded that 14 ^ oi the small resonances are due
to p-wave interaction. From these, we obtain a value for the p-wave
strength function for natural Cu of

=(o,3o:°;;«).lo-^

where the error contains besides the interpretation uncertainty (12, 13 or
15 of the weak resonances may be p-wave), also the statistical uncertainty
on the quantity 51 ag rji* as obtained from a limited number of levels.

2.2. Plutonlum-240

Radiative widths obtained for 36 resonances by combining the cap-
ture area analysis with transmission area analysis (11) are given in table II.

Excluding the last four resonances for which an extraordinarily high value
of ^ is observed (see below), a weighted mean value of

f; = (23. 2+2.0) meV
is obtained. It is in good agreement with a preliminary value of ^-{21 + 2)

meV obtained by Asghar et al. (7).

There are however, four resonances at the upper limit of the analysed ener-

gy range for which an extraordinarily high value of rjL is observed. This has
been interpreted as being due to the presence of subthreshold fission in these
resonances. Of course if fission is present, it will be detected via the prompt
/^-radiation associated with the fission process: thus, the observed area
under a resonance will be proportional to

r
'

instead of '"'^^'7/'"' ^ resonance without fission (Ef is the total y-ray energy
of the prompt fission ^'s; B is the neutron binding energy for Pu-240), In

fact, in a recent measurement of the subthreshold fission cross section by
Migneco and Theobald (13) it has been verified that a strong fission compo-
nent is present in just these four resonances (and also in some groups of

resonances at higher neutron energies).

"We are grateful to Dr. J. Spaepen for his continuous interest in this

work and to Mr. K, H. BSckhoff for interesting discussions and for his sup-

port during these measurements.
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Table 1; Resonance Parameters of Cu obtained from Area Analysis

(values in brackets were used as input data)

E^CkeV) Isotope J 4agl^ i;(eV) UeY)
0

(meV)

r65l 2gP=(22. 2 + 1. 5). lO"^

[pi

J

lAi

0. 49+0. 05

E). 86+0. 03| U. 4oD+U, U4U
17. 8 + 1. 0

6. 9+0. 6

23. 6+1. 4
12. 0+1. 0

&3. 5+2. O] U. D f tU. U f

29. 4+3. 2

17. 9+2. 1

|i6. 8+1. 8]r6<iLODJ n '^A+n 04.v. JOXU. V*±

L63J [4. 5+0. 5l U. 5o+0. 05
46+5
38+4
36+4
29+3

(?4+2lm v. *± f TV.

L65J L2J [7 + 1] 0. 91+0. 07

38+5
Lo5J [16+2] A 11 J.A AA

1.6 3J
Til

[14+2]
A ^ O^A AZ.

30+5
[63] [2] go +4] 0. 44+0. 05

[63] [2] [lO. 4+1. ^ 0. 46+0. 04
67 + 10

[65] [2] [26+3] 0. 35+0. 04
4agr Fv/neV) =

38V 0. 19+0. 03

remarks

0. 229
0. 400
0. 576
0. 648
0: 804
0. 991
1. 359
2. 037

211^

319'

527
640
851^

3. 304
3. 498^
3. 583^^

3. 918
4. 391
4. 434^

4. 486
4. 852
5. 250^
5. 385
5. 819
6. 290
6. 448
6. 845
7. 009^
7. 090
7. 568
7. 931
8. 363
8. 650
9. 191

9. 775
9. 847
9. 946

10. 340^
10. 655^
10. 860
12. 172

[63]

63
63

[63] [2]

[2g]? = 0. 7^ 2gIJ=0. 34+0. 03

B68Q|
4agri:/neV) = 0. 37+0. 05

* [36. 6+3. 7]

4agri^/r(eV) = 0. 21+0. 04

4agI^rj/neV) = 0. 14+0. 03

4agl^=0. 70+0. 08

0. 42+0. 04

(iii)

(iii)

(i)

(iii)

(iii)

(iii)

(iii)

(i)

(iii)

(iii)

(i)

(i)

(iii)

(iii)

(iii)

(iii)

(i)

(i). (iv)

(iii)

(i)

(i)

(iii)

(i)

(i)

(iii)

(i)

(ii)

(iii)

(i)

(v)

(v)

(i)

(ii)

(i)

)

)(vi)

(ii)

(vi)

(ii)

536



Table 1 (continued)

EQ(keV) Isotope J 4agT;

(meV)

r(eV)
n

r^ev) remarks

12. 576
12, 933
13. 001

13. 221

13. 753
14. 115^

14. 286
14. 637
^5. 170

15. 880
16. J 59
16. 368

L63J

[63]

63

[65]

63

[63]

[6?

[63]

[2gr = 17.2 + 1.5l

[2gr=49.3]
4agrrv/r(eV)? 0.42+0.07

' [2gr=52]
"

4agr rY/neVf= 0. 42+0. 07

« &gr=34.tr
&gl*^22. \i

k2gjr=44]
[2gl^=13.8l

Zgl^=0. 56+0. 07 (i)

)(vi)

)

2glY=0. 33+0. 08 (i)

* - (ii)

2gK=0. 23+0. 04 (i)

« -
(ii)

2gQ=0. 64+0. 07 (i)

2grw=0. 71+0. 09 (i)

2grt=0. 72+0. 10 (i)

2gl^0. 42+0. 06 (i)

(i), (ii), (iii): see corresponding subdivision of chapter 3, text.

(iv) :

(v) :

(vi) :

Table 2;

there is some indication in the shape of this resonance that it is

an unresolved dublett; this would explain the extremely high .

unresolved dublett.

insufficiently resolved group of resonances.

240Pu resonance parameters: Radiative widths

EQ(eV) IJ(meV) En(eV) IJ(meV)

38. 34 20. 0 + 2. 0 372. 3 21. 5 + 3. 0

41. 64 21. 8 + 2. 0 405. 0 26. 0 + 2. 3

66. 66 23. 5 + 2. 0 419. 0

72. 83 21. 0 + 2. 0 450. 2 26. 5 + 3. 0

90. 78 19. 5 + 2. 0 466. 4

92. 50 473. 2

105. 05 26. 0 + 2. 5 494. 2

121. 67 21. 5 + 2. 0 499. 6 21. 5 + 2. 5

135. 2 24. 5 + 2. 5 514.6 25. 5 + 3. 0

151. 7 21. 5 + 2. 0 546. 8 25. 0 + 2. 5

162. 9 20. 0 + 3. 0 553. 5 24. 5 + 3. 0

170. 3 22. 0 + 2. 0 566. 6 21. 5 + 2. 0

186. 1 22. 0 + 2. 0 597. 2 25. 0 + 2. 5

199. 6 608. 4 21. 0 + 2. 5

239. 3 21. 5 + 2. 5 632.6 25. 0 + 3. 5

260. 7 24. 0 + 2. 3 637. 8 22. 0 + 3. 0

287. 3 26. 0 + 2. 0 665. 5 26. 5 + 2. 5

305. 1 678. 9 26. D + 3. 5

318. 5 ( 750. 5 49 + 4 )

320. 9 21. 0 + 2. 5 ( 759. 6 -.
)

338. 7 ( 791. 4 80 + 16)
346. 2 21. 5 + 2. 5 (811.0 45 T4

)

+ 3 )
364. 0 25. 0 T 2. 5 (820. 4 30
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NEUTRON SCATTERING CROSS SECTIONS OF
U233^ U235^ AND Pu241 FROM 1 TO 30 eV*

G. D. Sauter
Dept. of Applied Science, University of California

Davis, California 95616

and

C. D. Bowman
University of California, Lawrence Radiation Laboratory

Livermore, California 94550

Abstract

Scattering measurements of U^SS^ u235^ and Pu^'^-'- have been made
at the Livermore linear electron accelerator using the 47r neutron source
technique. Scattering cross sections, corrected for effects of sample
thickness, have been obtained for neutron energies between 1 and 30 eV.
For Pu241^ the scattering cross section and published fission data have
been simultaneously fitted with Reich and Moore's multilevel formula. A
good fit to both cross sections could only be obtained by allowing a size-
able fluctuation in the capture widths. Spin assignments were made fior all res-
onances in the 1-30 eV interval. The resulting resonance parameters
are presented. The results of a similar fit to U233 ^e2-e less successful
and no spins were obtained. The U235 scattering cross section was not
sufficiently detailed for meaningful multilevel analysis.

1. Introduction

The neutron scattering cross sections of u^"^^, u^^^, and Pu^'^"'^for

neutron energies from 1 to 30 eV have been measured at the Livermore
electron linear accelerator. The measurements were carried out using a
47r neutron source in a time -of-flight technique [Ij. Spin values for neu-
tron resonances in Pu241 have been obtained from the data.

The experimental arrangement is shown in Fig. 1. The principal
feature of the 47r neutron source technique is the spherical carbon shell.

When a pulse of high-energy (about 30-MeV) electrons strikes the tung-
sten target embedded in the shell, the resulting bremsstrahlung 7 radia-
tion creates a burst of high-energy neutrons via (7, n) interactions with
the tungsten. Some of these neutrons scatter back and forth in the mod-
erating shell. After many successive scatters,these neutrons have not
only been slowed down to the energies of interest, but have also "for-
gotten" their point of origin and are uniformly distributed around the
shell. Monte Carlo calculations have indicated that the inner surface of

the moderating shell is a uniformly distributed 47r neutron source to with-
in 5% for all neutron energies below 1 keV. For energies below 200 eV,
the time t© (ju sec) after the electron pulse for maximum intensity of neu-
trons of energy E(eV) is Iq = 2.0/e1/2. The full width at half maximum
intensity T(/usec) is given by r = 1.8/EV2.

Neutrons from the inner surface of the shell are scattered by a thin

sample placed in the center of the spherical cavity. Scattered neutrons

Work supported by U. S. Atomic Energy Commission, National Science
Foundation, and Control Data Corporation.

5A1



emerging from the sample in a particular "direction pass through a small
hole in the shell and reach the boron-loaded liquid scintillator neutron
detector. A second hole in the shell, diametrically opposite the first

hole, prevents the detector from "seeing" any part of the carbon shell.
Thus the only direct neutron source seen by the detector is the scatter-
ing sample. Since the sample-to-detector flight time of fission neutrons
and gamma rays is much shorter tJian mat ot the scattered neutrons of

interest, the background associated with fission and capture events is

separated in time from the scattered neutrons. By appropriately gating
the detector, it can be made insensitive to capture and fission effects.

For a thin scattering sample, it can be readily shown [1] that the
neutron detection rate is proportional to the scattering cross section of
the sample and the energy dependent neutron flux incident on the sample.
This flux can be determined from a measurement with a sample having a
known scattering cross section, such as carbon. The two measurements
can then be combined to yield the desired scattering cross section. (For
further experimental details, see [1] .)

2. Plutonium- 241

The two Pu^'^-'- samples thicknesses were 1.14 X 10^^ and
2.34 X 10^0 atoms /cm^. When corrected for sample thickness effects,

the two measurements yielded scattering cross sections which agreed
very closely (to within 5% at the peaks of the largest resonances). The
resulting scattering cross section for Pu^^-'- between 3 and 32 eV is

shown in Figs. 2 and 3.

When the variation of the neutron scattering cross section with
energy is known, attempts can be made to deduce the spins of the various
resonance levels, using either area analysis or shape analysis. Area
analysis, based on the single-level Breit-Wigner formula, has been suc-
cessfully used in the case of Pu^"^^ [2], where most of the resonances are
sufficiently isolated from each other. For Pu241 there appear to be only
three levels for which area analysis is applicable, those at 13.38, 14.72,

and 17.83 eV. We have area analyzed our data for these three levels.

The scattering area of an isolated resonance is given by 2iT^'}^gT.Ur -

4.09 X 10^ gr^/EQT barn-eV, where and r are expressed in ev. From
a measured scattering area, one can find gF^/r and g^for a level, using
known values for gT^ and T and the relation g = (gr^P/r /(gT^/r). For
the 13.38, 14.72, and 17.83 eV resonances, our data yield values for the

scattering areas of 14.6, 29.0, and 18.2 barn-eV respectively. Using
published values for gT^ and F [3], we then calculated g values of 0,36,

0.58, and 0.41 respectively. These indicate that the spins probably are
J=2 (g =0.417) for the 13.38 and 17.83 eV levels and J = 3 (g =0.583) for the

14.72-eV level.

We have also simultaneously fitted our Pu^'^-'- scattering data and the

Pu^^-*- fission cross section obtained by Moore etal.[4], using the multi-
level cross section formula of Reich and Moore [5] with one fission chan-
nel per spin state. This shape analysis is based on the following concept.

Accurate values for gFj^ and F are known from earlier fission and total

cross section measurements. Since the peak cross section of a scatter-
ing resonance is proportional to gF^/F^, the analysis of the scattering
data should yield an accurate value of the product gF^ which is indepen-
dent of the value of spin assumed in the shape analysis. (We will dem-
onstrate this independence below.) With known values of gF^ and gT^,



the g value (and hence the spin) can be determined as g = (gT^) /(gT^).

Assuming the spin values suggested by Moore et_al. [4], we varied
the values for r^, Ff, and for the various levels until we obtained the
best stimultaneous fit for the scattering and fission data between 2 and
32 eV. For each resonance we then computed gT^ and calculated g, using
published values [3] for gF^. The calculated g values were consistent
with the initially assigned values except for the group of resonances be-
tween 12,78 and 17.83 eV. The spin for each of these resonances was
opposite that suggested by Moore et al. Next we repeated the fitting pro-
cess assuming all spins opposite to those of Moore etal. For this fit,

which yielded calculated cross sections that were nearly identical with
those of the first fit, the computed values of gF^ changed very little from
those of the first fit. The g values determined in this case were again
consistent with those proposed by Moore etal. except for the group of

resonances between 12.78 and 17.83 eV. Finally, we carried out the fit-

ting process for a third time using the spins suggested by Moore etal. for
all resonances except those between 12.78 and 17.83 eV, for which the

opposite values were used. Again the calculated cross sections were
nearly identical with those of the previous fittings, and the computed
values of gP^ changed only slightly. The g values determined were the

same as those obtained from the two previous fittings. Furthermore, the

g values for the 13.38, 14.72, and 17.83 eV levels in all three fittings were con-
sistent with those determined independently by area analysis. The re-
sults of the fitting procedure for Pu^^-'- are shown in Table 1. The res-
onance parameters shown are those obtained in the final fitting. Figure 2

and 3 show the experimental fission [4] and scattering cross section data.

The solid curves are the cross sections calculated from the multilevel
formula using the resonance parameters listed in Table 1.

94-1As a result of our Pu^ analysis, we conclude that the spins of the
excited levels formed by low energy neutron absorption in Pu^'^-'- are those
shown in Table 1. These agree with the values suggested by Moore et al.

for all levels except the group between 12.78 and 17.83 eV, where our
values are opposite to his in every case. Of the 20 levels considered
here, we find 7 levels with J = 2 and 13 levels with J=3. The average fis-

sion width of the J=2 levels is 511 mV and 192 mV for the J=3 levels.

These values support the prediction of the Bohr- Wheeler theory [6,7] that

the J=2 levels should have a larger average fission width.

3, Uranium-23 3

The two U233 sample thicknesses were 4.83 X 1020 and 9.42X 1020
/ 9atoms/cm^. For neutron energies above 15 eV, the data from the thicker

sample were of poor quality, due to the effects of the large gamma flash
created when each electron pulse is stopped by the tungsten target in the
carbon shell. Thus for energies above 15 eV, only the thin sample data
were used. For neutron energies below 15 eV, the two measurements,
when corrected for the effects of sample thickness, again yielded scat-
tering cross sections which agreed very closely. The measured neutron
scattering cross section for XJ^^S between 1 and 31 eV is shown in

Figs. 4 and 5.

The scattering resonances in U^^S appear too small and too closely
spaced to make area analysis feasible. We attempted a shape analysis
by trying to simultaneously fit our scattering data and the fission data of
Nifenecker [8], again using the multilevel formula of Reich and Moore

5A3



with one fission channel per spin state. We could not obtain an acceptable
simultaneous fit. Inasmuch as this same simultaneous fitting procedure
was successful for Pu^'^-'-, this failure indicates that more than one fission
channel per spin state is required to describe U^SS^ have also
attempted to simultaneously fit the capture and fission data of Weston et al .

[9]. Again our failure to obtain a satisfactory result indicated a single
fission channel per spin state is not sufficient.

We have fitted Weston's capture data alone, using the multilevel
formula. We held all capture widths F-y constant at 4 5 mV and adjusted

and Ff for each level. Some of the resulting values of gFj-^F-j^ and F
are listed in Table 2. Figs. 4 and 5 show the measured and calculated
capture cross sections. Using the F values obtained from the capture
fit, we have attempted to fit the scattering data using the single channel
multilevel formula. The resulting cross section is shown in Figs. 4 and 5.

The fit is adequate only for energies less than 6 eV, as shown by the solid
line. The dashed line above 6 eV represents the best fit we could obtain.

The values of gF^ resulting from the fit for levels below 6 eV are listed
in Table 2, As for Pu241^ we computed values of g for these levels from
our values of gF^ and values [3] of gF^ obtained from other experiments.
These computed g values were too far from the true values (0.583 or 0.417)
to be meaningful. The discrepancy is related to a significant difference
in our results for the neutron width in comparison with other measure-
ments. We illustrate this by calculating alternate approximate values of

gF„ from our data. We obtained the square root of the product of our
gF^ value and an assumed value, g = 0.5. These alternate gFj^ values are
shown in Table 2. We have no explanation for the large difference betv/een
our values and the previously measured values for gFn.

4. Uranium-235

The sample thicknesses used for the U235 measurements v;ere

2.84 X 10^0 and 4.18 X 10^0 atoms/cm^. After corrections for effects of

sample thickness, the scattering cross sections determined from the two
measurements are in satisfactory agreement. The resulting scattering
cross section for u235 between 1 and 31 eV is shown in Fig. 6. The
arrows in the figure indicate the positions of known resonances in U235.
We have not attempted any area or shape analysis of this data.

5. Conclusions

From our measurements on U233^ U235, and Pu241 we have de-
termined the neutron scattering cross sections for these nuclides for

neutron energies below 31 eV. For Pu241 we have deduced the spins of

20 levels between 2 and 32 eV. These spins are the same as those sug-
gested by Moore et al. [4] except for all the levels in the group between
12.78 and 17.83 eV, Although no spin assignments could be made for

u233^ we have obtained values for F and gF^F^ for the resonances be-
tween 1 and 31 eV.

We gratefully acknowledge the help of G. F. Auchampaugh, who
supplied the multilevel code used in the analysis, and the support of the
National Science Foundation and the Control Data Corporation in provid-
ing the digital computer facilities.
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233
Table 2. Resonance Parameters for U

E^CeV)

(a)

r(mV)

(a)

gr r (mv2) gr^(mV^)
n

(b)

gr^(mV)

LRL (c)

gr (mV)
n

1.59 645 3.9 0.0051 0.087 0.050

1.74 255 6.6 0.15 0.151 0.28

o on2.29 95 A 1
4.

1

O.Obo 0,090 A 1 O0.18

3.61 180 2.8 0.046 0.071 0.15

4.72 995 8.7 0.31 0.14 0.39

(a) Obtained from our fit to U^"^^ capture data [9].

(b) Taken from Ref. [3].

(c) Computed from the values in column four from the relationship,
gr^ = (0.5 gr2)i/2.

"GET LOST

SPHERICAL TUBE
BORON LOADED LIQUID ^^^^^N SHELL

SCINTILLATOR

EMI 9579B

PB, FE, BORATED
PARAFFIN
COLLIMATORS

CON- I
CRETE g

TUNGSTEN
TARGET

CON-
CRETE

SCATT.
SAMPLE

Figure 1 Plan view of the experimental arrangement. The drawing is

not to scale. The sample-to-detector flight path is 18.1 m.
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(sujDg) uoi4Dag ssoj^

Figure 2. The neutron scattering and fission cross sections of Pu^^l
from 2 to 12 eV, The solid curve is the simultaneous multi-
level fit using the parameters of Table 1.
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Figure 3. The neutron scattering and fission cross sections of Pu
from 12 to 32 eV, The solid curve is the simultaneous multi-
level fit using the parameters of Table 1.
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(sujog) uojjDeg ssoj^

poo
Figure 4. The neutron scattering and capture cross sections of U-^

from 1 to 11 eV. The solid and dashed lines are the multilevel

fits described in the text.
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(sujog) UOI4D8S SSOJ3)

Figure 5. The neutron scattering and capture cross sections of U
from 11 to 31 eV, The solid and dashed lines are the multi-
level fits described in the text.
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Fission Cross Section Measxirements

:

Present and Potential Capabilities*

J. A. Farrell
University of California, Los Alamos Scientific Laboratory

Los Alamos, New Mexico 87544

Abstract

The current techniques of measviring the neutron cross sections of

the fissiona±)le nuclei are discussed and compared along with possible
improvements in the future. The different methods of determining
resonance pareuneters from the cross section data axe considered. Recent
experiments that have yielded information on the properties of the

deformed transition nucleus are also discussed.

1 . Introduction

The neutron cross sections of the fissioncible nuclei are the basic
data used in all reactor calculations so that it is not surprising that
laboratories throughout the world have devoted much effort to their
measurement. As a result, most of the "easy" measurements have now been
made, not once, but several times. An examination of cross section re-
quests reveals that the desired measurements fall into two general
groups: increased accuracy in the cross sections of the common fissile
nuclei such as ^^^U and ^ Pur amd less accurate measurements of the

233 237cross sections of short lived nuclei such as Pa and *-"u for which
little or no data now exists. In addition, there has been a shift in
the neutron energy range of interest due to the increased importance of
fast reactors.

Besides the practical engineering applications of fission cross
section measurements, there is much to learn about the physics of the
fission process. The primary data to be inferred from the cross sections
are the resonance pareuneters or their averages but these are difficult
to determine for the thermal fissioning nuclei because the ratio of the
resoncmce widths to the spacing between resonances is too large. Besides
the study of resoncmce parameters, there have been several recent experi-
ments that have yielded information akbout the quantum numbers of the
states of the highly deformed transition nucleus.

It is the purpose of this paper to discuss the current methods of
cross section measurement and emalysis and the outlook for the future.
The discussion will include the measurement of the total, scattering,
amd capture cross sections as well as the fission cross sections of
fissionad^le nuclei as these are necessary for a ccmplete understzmding
of the properties of the nucleus.

*
Work performed under the auspices of the United States Atomic Energy
Commission.
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2. Cross Section Measurements

There are a number of different neutron sources that have been used
to measure the neutron cross sections of fission£d>le nuclei. The most
ccxranon are the nuclear reactor with a fast chopper or crystal spectrom-
eter, the Van de Graaff accelerator, the electron linac, the underground
nuclear explosion, and sources using radioactive isotopes. Of these,
the chopper, linac, and nuclear explosive are inherently pulsed devices
in which the neutron energy is determined by measuring the flight time
over a known distance. The Van de Graaff may be used either pulsed or
with a continuous beam emd the other sources are continuous. The crystal
spectrometer is a low energy device emd the fast chopper with its rel-
atively long burst width is useful to perhaps 10 eV before the resolution
becomes, too poor. The Van de Graaff, on the other hand, is most effective
at neutron energies above a few tens of kilovolts. At present, for the
measurement of neutron cross sections over a broad energy ramge, the two
leaders in the field are the electron linac (and I include here proton
synchrocyclotrons, which have similar characteristics) and the underground
nuclear explosion. Both produce a short bvirst of neutrons of sufficient
intensity to permit a long flight path and therefore good energy resolution.

For fissionable nuclei, there are four neutron cross sections of
interest: total, fission, capture, and scattering. Total cross sections
can be measured in the same manner as nonfissionc±)le nuclei and are the
easiest to measure accurately by making a simple sample in-sarople out
transmission measurement so that it is not necessary to measure either
the neutron flux or detector efficiency. Also, since the source is ob-
served directly, counting rates are much higher than for a partial cross
section measurement. Because of the high counting rates, it is possible
to use long flight paths with electron linacs such as those at Saclay,
Harwell, and RPI to achieve a very high energy resolution. Total cross
sections can also be measured with a nuclear explosion as the neutron
source but the accuracy is less. Because of the single pulse, the trems-
mission must be determined by measuring the neutron flux before and after
the beeun has passed through the sample so that additional errors are in-
troduced from uncertainties in the flux measurements. For neutron energies
above about 100 keV, the Van de Graaff is superior in resolution and is also
capable of taking useful data with very small samples because of the small
size of the source.

Fission cross sections are relatively easy to measure as fission
fragments are heavy and energetic so that they are easy to detect. However,
it is necessary to measure the neutron flux and detector efficiency as
well as the number of target nuclei emd this introduces additional errors
into the measurements. In practice, errors less than ± 5% are difficult
to attain although accuracies better than this are badly needed. The best
known fission cross section is ^^^U. Figure 1 shows a comparisongOf
several representative measurements between 10 keV and 10 MeV. L J The
bar enclosed in a circle indicates the size of a 5% error. It C2m be

seen that over most of the energy range the discrepancies are greater than
this. Two percent accuracy is approached ©nly between 10 keV and 100 keV r^"

where the measurements of Perkin et al.,[^J White, [^J and Knoll and Ponitz ^
-

obtain the same values with quite different techniques. Obtaining an

accuracy of 1% will be a long and costly project. New methods of sample
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foil assay need to be developed as present techniques seem to be limited

to about ± 1%. The most promising way of achieving a 1% or better
measurement seems to be a measurement at one or more fixed energies
using radioactive sources such as Sb-Be. L7J If an energy insensitive
detector could be designed, it would then be possible to extend this
accuracy over a considerable energy range, [s] if a 1% or better measure-
ment of the 235u j^e made, the cross sections of the other fissile

isotopes can be measured relative to it to a similar degree of accuracy.

The major advances in cross section measurements with linacs in

the past few years have not been so much improvements in the accelerators
themselves as in the detectors and data acquisition systems. The neutron
flux from existing linacs is not sufficient for flight paths of more than

30 or 40 meters so that energy resolution is not as good as in total

cross section measurements. In practice, the resolution is good enough

to permit resonance shape einalysis to perhaps 40 eV. A detector that
permits increased flight paths has been developed at Harwell. L%l The

fission neutrons are counted instead of the fission fragments emd this
permits the use of much thicker fission samples which offsets the reduced
flux. However, because of the thick sample, the data must be corrected
for multiple scattering in the sample and the scattering cross section
must be known or estimated in order to obtain the fission cross section.
A different sort of detector that is in use at the Lawrence Radiation
Laboratory at Livermore is the spark cheunber. L^*^J The chamber permits
fission cross section measurements from thermal energy to several MeV.
The detector is insensitive to both the alpha radioactivity of the Seunple

and the gamma flash from the accelerator and it is therefore possible
to measure the cross sections of fairly radioactive Seimples such as 232^

and 238pu^ Since the measurements extend down to thermal energies, they
may be normalized to the usually well known cross sections at this energy
and accurate determinations of the neutron flux, detector efficiency, and
number of target nuclei are not needed.

For the simple measurement of fission cross sections for neutron
energies frcMn 20 eV to several hundred keV, the underground nuclear ex-
plosion is probably superior to any other method. The technique has
been adequately described elsewhere. L^r] The intense flux permits flight
paths as long as 300 meters and below 1 keV, the background is almost
nonexistent making it possible to measure very low cross sections.
Figure 2 shows fission cross section of 239py measured by this meth
along with a multilevel fit with the Reich-Moore multilevel fozmula.
The cross section in the minimtmi at 30 eV was measured to be less them
0.01 barn cmd several other valleys between resonances are less than 0.25
barn. The low cross section between resonances is of considerable impor-
tcmce in multilevel fitting as it is a result of interference between
resonances.p These very low valleys in 239py have since been confirmed
at Harwell.'-^-'

The biggest advantage of the nuclear explosion is that the very high
flux makes it possible to measure the cross sections of highly radioactive
samples and samples for which only small amounts of material are available
These measurements can be done in no other way. Measurements are planned
for the fission cross section of 237u ^hich has a half life of 2±>out a
week. The use of a sample with such a short life requires careful timing
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between the preparation of the sample and the experiment. The sample
will be flown in and installed a few hours before the shot. Another
type of measurement that the nucleeu: explosion can do well is the
fission cross sections of the even-even nuclei below threshold where
the cross sections are very small. Measurements have already been made
on 240pyLl5j and ^j-e planned on all of the even uranium isotopes. A
disadvantage of the nuclear explosion is that it is not possible to do
any sort of pulse height amalysis since there are scxne thouscmds of
events within the resolving time of the apparatus. The data is recorded
by photographing am oscilloscope display of the current from the solid
state detectors along with a reference trace containing the timing infor-
mation. The photograph of the trace must then be digitized using a
projection microscope or automatic film reader. While some difficulties
have been encountered with distortions in the film reading, the overall
accuracy of the measurements can approach 5%. The cross section measure-
ments are made relative to the ^^^u fission c ^ss section at high energies
and the ^Li(n,a) cross section at low energies. Due to heating of the
moderator by shock and neutrons ajid the motion of the moderator, the
nuclear explosion is limited to neutron energies above 10 to 20 eV.

In the importamt energy range from 100 keV to a few tens of kilo-
volts, no present source is capzQsle of madcing adequate measurements.
Instrumental resolution and Doppler broadening are both wider than the
resonance structure so that the experimental cross section is highly
dependent on experimental technique. Cooled scunples will reduce the
Doppler broadening but there still remains the problem of improving
instrumental resolution.

Another interesting experiment performed with the nuclear explosion
sovurce is the "wheel" experiment of Cowan. J r^^ie neutron beeun is

collimated by a slit and the sample is a moving wheel which provides the
time resolution. Individual resonances are then characterized by bands
of fission products on the v^eel. The resonances are cut out and sub-
jected to radiochemical emalysis. Cow£ui found that the resonances of

Pu could be divided into two groups with different symmetry of the
fission product masses. He was further able to identify these groups
with the two possible spin states of the compound nucleus. This is a
prcHnising method of assigning spins at at least the more prcxninent

resonances of a fissionable nucleus.

The capture cross sections of fissioneQsle nuclei are more difficult
to measure because of the intense gamma ray backgroxind associated with
fission which is commonly ten times greater than the capture geuunas.

Perhaps the best method of measuring capture cross sections is to have
a large gamma ray detector surrounding a fission fragment detector.
If the fission detector could be made 100% efficient, the capture gcimmas

could be separated from the fission gammas by requiring them to be in

anticoincidence with events in the fission detector. A scheme of this
sort is in use at the RBI linac in conjunction with a group at Oak Ridge
National Laboratory. J Of course, the fission chamber is not 100%
efficient so that a correction must be made for a fission geumna ray back-
ground. An important advantage of this arrangement is that simultaneous
measurements are made of both the fission emd capture ciross sections with
the same resolution and energy calibration. Figure 3 shows some typical

556



data on U taken by this method. The curve is a-|least squares fit

to the data using the Adler multilevel formula.^ In order to record
both cross sections as well as the flux simultzmeously , the ORNL-RPI
group uses two on line computers for data storage.

Capture cross sections are measured with the nuclear explosion by
using a Moxon-Rae type of detector.[19] Since the detector also records
the gamma rays associated with fission, a large correction must be made
to the raw data to obted.n the capture cross section. Again, the technique
is at its best with highly radioactive samples which can be measured by
no other method. Figure 4 shows the apparatus for handling a radioactive
capture sample. The seunple is kept enclosed in the lead pig until 15 sec
before shot time so that the radiation does not damage the detectors.
Immediately after the shot, the sample is again withdrawn into the pig.
A trial of the technique was made on the Persimmon experiment in the
spring of 1967 with the mildly radioactive isotope Pm. The data is

still being analyzed but a provisional capture cross section is shown in
Fig. S.L^^J On an experiment in the near future the capture and fission
cross sections of ^"^^Pa will be measured using the same sample hemdling
appcuratus. The activity of the capture scunple is 30,000 curies but the
neutron flux will be high enough to overcome this.

The neutron scattering cross sections of the fissioneible nuclei are
perhaps the most difficult partial cross sections to measure and are the
most import£uit for resonemce analysis. The scattering cross section is

very small because the fission widths are generally much larger than the
neutron widths and there is a large fast neutron background of fission
neutrons. Scattering measurements are importemt because they furnish
the most convenient method of assigning spins to individual resonances.
Sauter omd Bowman- at Livermore have separated the scattered neutrons
from the fission neutrons by time-of-flight by placing the seimple close

^22.
to the source and the detector at the end of a 14 m flight path. Asghar
at Harwell has adapted the detector mentioned earliexLdJ for scattering
measurements by employing a stilbene crystal and pulse shape discrimination
to record only the scattered neutrons. The flight path is 60 m so that
the resolution is good. Sauter and Bowmem and Asghar have both assigned
spins to the low energy resonances with complete agreement.

3. Resonance Parcmieters

Until recently most resoncince pareuneters have been obtained by
analyzing the cross section in terms of a sum of single level Breit-
Wigner formulas. The parameters could be determined from area emalysis
of the cross section data which is independent of instrxxmental resolution.
In view of the memy different pairs of fission fragments , it seemed
obvious that fission was a many channel process and that there would be
no interference between resonamces. It has since becone apparent that
there is interference between resoneuices corresponding to only a few
fission channels. Perhaps the most obvious case is in ^^^Pu which is

shown in Fig. 2 where the cross section is nearly zero in places because
of destructive interference between levels. A theoretical description
of fission as a few channel process was first given by A. Bohr.^^ It
is apparent that to properly fit the cross sections some sort of multilevel
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treatment is desiradsle. Three forms of multilevel formulas have been rip-i
applied to the analysis of fission cross sections: the Adler formula,
the Reich-Moore formula ,1-14J jjj^^ ^Yie Vogt method .L24J rpj^g Adler formula
is the simplest to use and is most amenable to least squares fitting as
it represents each level as the sum of a symmetric and antisymmetric Breit-
Higner term but the physical meeming of the widths is not clear. Both
the Vogt and Reich-Moore approaches are based on the R-Matrix theory- ^^-J

with a few simplifying assumptions. In the Reich-Moore approach, the
number of fission channels is fixed and the dimensions of the matrix to
be inverted axe one more them the number of fission channels. In the Vogt
approach, the level matrix is inverted with dimensions equal to the number
of resonemces but the number of fission channels is not sp>ecified and,
in fact, may be estimated from the parameters of the fit. However, there
eure many more parameters than in the Reich-Moore formula and the computation
time is an order of magnitude greater if many resonances are included.
In practice, it is usually necessary to make further simplifying assump-
tions in using the Reich-Moore formula such as restricting the number
of fission chauinels to one per spin state. Lynn-^^-J has argued that
because D, so many levels are missed that the measured average
parameters are in error. Figure 6 shows a mock fission cross section
with pareimeters generated from the appropriate statistical distributions.
The average widths and spacings are about what one would expect for 233^

euid there axe three fission chamnels per spin state. The solid curve
is the fission cross section calculated according to the Reich-Moore
formula, the dotted surve is a single level calculation. The arrows
indicate the positions of the resonances. Within the energy range shown
there are 40 actual resonances but if one simply counts peaks, only
about 25 are actually seen. The main reason for missing levels is the
overlap of two levels in different spin states. The rest have been missed
because of small ^^^/^f None appear to have been missed because of inter-
ference as all the levels seen in the single level cross section cire also
seen in the multilevel. Bergenf-^^-'has attempted to fit this data with
the multilevel formula under the simplifying asstimptions usually made in

such treatments: only one fission channel per spin state (rather them the
three actually present) and a constemt capture width. The work is still
in progress but the fit reproduces the cross section quite well except
for a few trouble spots. The average error in Bergen's fission widths
is about 15 to 20% and he has correctly assigned the spins for 68% of the
levels. The misassigned levels are mostly those with small fission widths
for which the interference is small. It is obvious that a single level
treatment of a cross section such as this would be completely erroneous
although a reasonable representation of the data can be obtained by adding
enough levels. The next step will be to try the fit again using the
proper spin assignments.

An accurate determination of all the resonance parameters can be
made only by simultaneously fitting all of the partial cross sections,

although in most cases the variation in the capture width may be neglected.
The work with the mock cross sections shows that some meaningful results
can be obtained with multilevel fitting if one is careful. It is in-

evitable that a substantial fraction of the resonances will be missed
but in certain cases it is possible to determine the number missed ftam

the distortion of the statistical distributions. For ex£unple. Fig. 7

shows the distributions of the level spacings for the two spin states in

239p^[.13jf j^ttcjj with Wigner distributions .1^28] ^he solid ctirve is the
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distribution for no missing levels and the dashed curve is the same

distribution but with 30% missed at remdom. Similarly, a histogrzun of
widths will be distorted if the levels are systematically missed because
of small widths.

To get useful resonemce parameters r it is almost essential to have
reliable spin assignments. While relative spin assignments can be made
by observing the interference between resonances, the absolute spins
must be determined in some other way. The only thermal fissioning
nucleus for which adequate spin assignments are known at present is _

239py fQj, which scattering measvirements ,L^^'^^J multilevel fitting ,L J

and radiochemical analysis of the fission products'- ^^->give almost complete
agreement

.

4. Properties of the Tr2msition Nucleus

[231
In 1955, A. Bohr has suggested that at the saddle point, most

of the energy of the fissioning nucleus is in the form of potential energy
of deformation so that fission proceeds through only a few states, the so-
called tremsition states. The spectriun of these states is expected to
be similar to the first few excited states of the target nucleus, that
is, a series of vibrational bands. Two recent experiments have yielded
information on the quantum numbers of these transition states.

Britt et al.,^-^^-^ have measured fission fragment 6mgulaa: corre-
lations for the (d,pf) reaction on 233u, 235u, and 240^^ which give
information on the compound nuclei ^^^U, ^^^U, cmd Pu. The theo-
retical treatment of the data is outside the scope of this talk but by
compauring the cingular correlations with the predictions of a simplified
model, it is possible to determine the quantum nvimbers and excitation
energies of the first few vibrational bands of the trcinsition nucleus.

Similar information from a-.quite

lined by Loveland et al.,^ by me

different experiment has been
obtained by Loveland et al., by measuring fission fragment auigular

distributions for the (n,f) reaction on the threshold fissioner ^^^U.
Again by comparing the data with the predictions of a simplified micro-
scopic model they were able to assign quantum nuicbers to the states of
the transition nucleus.

5. Future Prospects

The advent of fast solid state electronics and small digital
computers has made possible much more sophisticated experiments involving
multiparameter analysis. Most large accelerators now have on line com-
puters for use in data acquisition. Experiments will probably become
more automated as experience with on line computers increases. The
EURATCSl linac at Geel is in operation and the number of papers at this
conference attests to its effectiveness. New machines are xinder con-
struction at Oak Ridge and Livermore. The Oak Ridge linac is a high
current, short pulse machine for the measurement of fission cross sections
to higher energies than has been feasible in the past.

Future measurements with nuclear explosives will be concentrated
primarily on the cross sections of short lived isotopes and isotopes
avail2d}le in small quantities that ccui be measured in no other way.
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It seems possible to measure scattering cross sections but this is still
in need of development. More sophisticated experiments than the measure-
ment of cross sections will be attempted such as the measurement of
angular distributions cind a v experiment.

While the technique of measuring cross sections by means of a
vacuum flight path to the surface has been well developed, there are
other possibilities for using the nuclear explosion that are also being
explored. One is the use of a short flight path with the entire apparatus
underground. This would permit even higher fluxes for measurements on
very small samples. A first attempt at this technique was unsuccessful
but there is no reason to believe that it will not work. Another possible
experiment involves a very long flight path in a horizontal tunnel with
an unmoderated source for high resolution in the kllovolt region. A
test experiment of this method is in progress.
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Fig. 3. The radioactive sample equipment used for nuclear explosion
cross section measurements. At the left, on wheels, is the

shipping container for the sample which is removed before the

experiment and replaced by a pneumatic piston which pushes
the sample frran the storage chamber next to the shipping
container into the fission chamber on the right.
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for the 3* spin state. The neutron widths are chosen so that

the strength function is 10"'' and the capture widths are
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sum of single levels. A 3% Gaussian random error has been added
to the calculation to simulate experimental statistical error.
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sot of the levels at random.
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Neutron Induced Fission Cross Section Measurements in Cm

R. R. Fullwood, J. H. McNally, and E. R. Shunk
Los Alamos Scientific Laiboratory, University of California

Los Alamos , New Mexico 87544

Abstract

244
The neutron induced fission cross section in Cm was measured

in March 1967 using a 305.2 m flight path and a nuclear explosive as

the pulsed neutron source . This paper is a report of these measure-
ments at a laboratory angle of 55° ± 16 using manually digitized film
readings and covering a neutron energy range from 2 MeV to 20 eV.

A 205 yg sample of 95% ^^^Cm was used. The fission threshold is ob-
served to occur at about 710 keV and sub-threshold fission is clearly
seen. Because of uncertainties in the quantity of curium and because
of the low signal level, the standard deviation of the cross section
is claimed to be ± 30% except in the valleys between resonances where
no information is obtained.

1. Experimental Procedure

Neutron cross section measurements performed using a time-of-
flight spectrometer and a nuclear explosive source (NES) are quite
similar to any other time-of-flight experiments using multiply pulsed
sources (MPS) . The basic difference is that the flux in the NES ex-
periments exceeds that in the MPS experiments by eibout 10^"^. The r^-i

techniques for the NES experiments have been described elsewhere. L -I

It is, however, appropriate to compare these measurements with MPS
measurements from the point of view of the errors associated with the
techniques. The basic difference is that the NES technique is a con-
tinuous or analogue measurement while the MPS technique is largely
digital.

Figure 1 shows a diagramittatic comparison of the two methods. With
some exceptions both methods are relative measurements, relative to
some presumably known cross section. The MPS measurements have in
many cases depended upon knowing the cross section being measured at
scHne neutron energies especially thermal. The NES experiments because
they do not go down to room temperature thermal and because it was
planned that thev be used to measure material where little or no data
existed, normalize the measurement to ^Li(n,a) up to 10 keV neutron
energy and to ^^^U(n,f) above 10 keV.

Up to the detectors the two techniques are identical. If anything
the NES technique has the advantage because the high flux allows rather
ideal detector gecwietries. In the detectors a basic difference occurs.
In the MPS technique, the fission rate is measured by counting pulses
using some discriminator as a decision-making device. This is not a
clear decision depending upon the detector. In th*» NES case the re-
action rate is deduced from the rate of charge liberation in the detector
which depends on the rate of energy deposition and the ionization poten-
tial in the silicon detectors. Since the measurement is relative to
the standard which is being measured at the same time, common factors
such as the ionization potential ccmcel. The energy release in the

* Work performed under the auspices of the U. S. Atomic
Energy Commission.
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fission fragments is approximately, the same in Cm and U and has
been measured rJ and calculated. L J The experimental value of 185.5
MeV is used here. Implicit also in the normalization is that the fission
is domincmtly binary and that the cmgular distribution of the unknown
cind ^^^u as a function of energy for the measurement are the seime within
the stated error.

The solid state detectors have a dead space from which charge can-
not be collected but which reduces the fission fragment energy absorbed
in the active region. This thickness is determined by measuring the
energy deposition in the detector due to bombardment by a well collimated
beam of alpha particles from ^^^Pu. By rotating the detector with re-
spect to the beam, the thickness is determined. The fission fragment
energy

. is corrected for s±>sorption in this thickness by reuige-energy
formulae. This was measured to be 2.7 yM of silicon; the error in this
correction is ± 2%.

The relative solid amgle between the reference and unknown is
measured by alpha counting a 3 yg sample of ^^^Pu of the diameter of
the beam in the locations of the two foils. This ratio is checked by
geometry calculations.

After the signal becomes digitized in the MPS experiment, the
accuracy is considered absolute within counting losses and counting
statistics. This is not the case for the NES; the gain of the system
can and does slowly cheinge but by introducing calibration signals within
several milliseconds of the time of measurement and recording both the
signal and the calibration on the same film the relative error is elimi-
nated. What remains is the emalogue memory read-out error, i.e., the
error in the digitization of the film. For the data reported here,
the reading was done by New Mexico State University on Benson Lehner
film readers. The typical rms reading error is ± 4% at low levels.

Another type of error that is not eliminated by the calibrator is

a frequency dependent effect. Each element in the system has been
studied to insure a flat response (within ± 2%) from 3 MHz to 300 Hz

for the signal amplitudes appropriate to the measurement. Cahle re-
flections could appear as satellite resonances occurring 3 ysec (1000 ft
of signal cable) after a real resonance. This is prevented by matching
the ccibles on both ends and thus reducing the reflections to less thein

0.05%.

The curium sample was prepared by R. L. Folger and coworkers of the
Savannah River Plant. The sample was deposited on a platinum backing
foil of 7.6 ± 0.12 ym. They assayed the sample at 95% ^^^Cm, 1.7% ^^^Qa,

3.2% ^^^Cm, 0.16% 2^^Am, and smaller amounts of other Cm isotopes. The
qucintit.y of curivim was determined by three different methods: the dif-
ference in aliquots before cuid after electrodeposition gave 292 yg and
neutron counting with a calibrated detector gave 260 yg. The third
method using alpha counting in a geOTnetry of 2.34 x 10"^ steradians
was performed by M. G. Silbert (LASL) and gave 205 yg assuming a half-
life of 18.11 years. The data were normalized using the last number. The
sample size was 1.6 cm diameter and thus was completely contained in the

becun diameter of 1.93 cm defined by a steel collimator of 2 m length.
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The energy measurement is determined by recording the gamma flash
and time marks derived from a stcmdard accurate to 0.001%. These data
have not been corrected for hold up time in the moderator which would
constitute a small effect. The data have been corrected for center of

mass effects but not for resolution broadening due to the moderator nor
for Doppler broadening.

2. Discussion of Results

A background measurement is performed by measuring the signal frcan

a backing of the same thickness of that holding the fission sample . The
resulting signal goes from 0.1 mV at low energies to aJaout 100 mV at 1 MeV,
The fission signal unfortunately was low being 1.6 mV at the 23 eV reso-
nemce and practically zero between resonances resulting in an excessive
background subtraction.

Table I presents the meein cross section and the limits of inte-
gration for resonances for which the mean cross section is greater them
0.1 bams. The energy of the resonance is computed as the weighted mean.
The standard deviations quoted are purely statistical as determined by
the signal level which is related to the number of fissions. Probably
the integrals extend over several resonances especially at the higher
energies but the signal levels are so low that they are not clearly
resolved. It should be noted that a i-opmparison with the total cross
section measurement of Cote et al . , L J shows good agreement on the
energy of th«» resonances. Figure 2 presents the data above 100 keV and
cleaurly shows the threshold-, at 710 keV. The data tend to lie atbove

that of Barton and Koontz rJ but within the uncertainties of the-i

measurement. There have also been-ithe evaluations of Dunsford L^J giving
2.05 barns at 3 MeV and of Prince L-l giving 2.57 barns.

Future work would include data at the 90° angle , the automatic
reading of the film, further analysis of the sample, and possibly some
attempt to extract resonance pareimeters at low energy.

The authors wish to acknowledge the fact that this work is due to
the efforts of many people , in particular the W-8 and P-3 staffs and
especially A. Hemmendinger and B. C. Diven.
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Table I

Low Energy Fission Cross Section Data for Cm

Neutron Width of

Energy (eV) (barns) Integral (eV) Cote, et al

23.0 58.4 ± 11 .40 22.9
35.2 45.8 ± 7 .40 35.0
53.0 2.3 ± .4 .25 52.8
70,4 3.0 ± .4 .49 69.9
73.3 2.0 ± .3 .51

74.2 1.9 ± .3 .59

86.4 8.0 ± .9 1.49 86.0

96.7 7.3 ± .4 .86 96.0
113.3 1.7 ± .2 .4

121.3 3.3 ± .2 .8

133.5 4.6 ± .4 1.4 133

141.2 2.0 ± .2 2.1
151.5 1.6 ± .2 1.2

156.1 .4 ± .05 .7

172.0 1.0 ± .2 1.5

182.3 3.2 ± .2 2.3 182

190.0 0.5 ± .05 .9

198.1 4.6 ± .03 2.3 197

211.1 1.5 ± .14 2.0 211

223.3 2.5 ± .09 2.5 222

231.4 .78 ± .09 1.9 231
265.7 .86 ± .08 3.5 273

287.5 1.10 ± .09 1.8

305 .97 ± .07 2.4
330 .72 ± .08 3.8

345 .34 ± .4 2.9
354 1.57 ± .1 5.4
364 1.45 ± .09 7.0 360
387 1.07 ± .08 6.2
397 .35 ± .04 9.3

420 1.0 ± .05 17.2 419
443 .5 ± .05 7.6 445
470 1.36 ± .09 8.3
495 0.69 ± .06 4.0
519 1.06 ± .08 7.5 516

616 .48 ± .04 20.7
650 .87 ± .08 13.4
777 .24 ± .02 41.3 768
815 1.08 ± .05 33.8
864 .75 ± .05 32.2

926 .50 ± .03 42.0
1172 .15 ± .01 116.0
1409 .24 ± .02 95
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Fig. 2. Fission Cross Section Cm.
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®U Neutron Capture Results from Bomb Source Neutrons

N. W. Glass, A. D. Schelberg, L. D. Tatro and J. H. Warren
University of California, Los Alamos Scientific Laboratory-

Los Alamos, New Mexico 87544

Abstract

Results on neutron capture in ^^®U from 30 eV to 2O5O eV neutron energy-

are presented. The data were ob-tained by neutron time -of-flight utilizing
the pulse source of neutrons from the Petrel nuclear explosion. Bae to-tal

radiation width, Ty, has been determined for 62^= 0 levels with Ty =

[19.1 ± 0.6 (stat.) ± 1.4 (syst.)] x lO'^ eV. There appears to be a sig-
nificant variation in the value of Vy from resonance to resonance. Ap-
proximately 200 weak resonances have been found which can be ascribed to
p-wave levels. Analysis of these weak resonances, assuming ^= 1, gives

results consistent with: an average reduced neutron width of (3«7 ± O.7) x
10 eV; an average level spacing of 7*0 ± O.5 eV; and a strength function
of (1.8 ± 0.3) x 10 .

1. Introduction

Neutron capture measurements on ^^®U were made using a neutron beam to
the surface fran the Petrel underground nuclear device detonation. De-
scriptions of the use of nuclear detonations for cross section measurements
have been given [1], and the experimental de-tails and recording methods for
these measurements have been previously described [2]«

The sample configuration used on Petrel resulted in a self-indication
type measurement [5] from which, in principle, gr^^ and Ty (in the single-
level Breit-Wigner formula) could be determined for resolved resonances by
area analysis. Preliminary analysis, however, indicated that for resonances
where Fy/iFn + Fy) is appreciably less than unity, the transmission measure-
ments of other workers [4, 5, 6] yielded more precise values of gFn^ in
terms of quoted errors, than values obtained from this self-indication
measurement. Therefore, in the analysis of the Petrel data, emphasis has
been given to -the determination of Fy for the stronger resonances and to
the determination of gr^ for weak resonances.

A principal objective of these measurements and analyses was the deter-
mination of Fy for enough s-wave resonances to give a statistically signif-
icant distribution of r^. On general grounds, Fy is not expected to vary
widely for resonances wi-th the same spin of the compound nucleus. Since
the ground state spin of ^®®U is I = 0, the spin of the compound nucleus
formed by all s-wave capture is J = I/2.

An additional objective was the determination of the properties of the
population of weak resonances formed by p-wave neutron capture. The detec-
tion threshold for weak resonances is lower in a good resolution capture
measurement than in a transmission measurement with comparable resolution,
since the potential scattering term does not add an effective background.

*
Work performed under the auspices of the U. S. Atonic Energy Commission
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2. Analysis for Resonance Parameters

21.1. Determination of Radiation Widths

A portion of the data for the first ^®®U sample in the beam is shown
in Fig. 1. The experimental areas under each resonance were determined
frcm a running sum of the data points made in the course of ccmputer pro-
cessing.

The transmission measurements of Garg, et al [4] on ^®®U using a 200
meter flight path with the Nevis cyclotron are perhaps the most extensive
yet published in terms of the number of levels resolved and analyzed for

Fxx' They derived Fn for all of the levels for which it seemed feasible
to extract Fy from these capture data. Their listed values of fn and
quoted uncertainties were used, then, in the determination of Fy frcm the
Petrel data.

The calculated capture area of a resonance for a sample of finite
thickness, with no multiple scattering and subsequent capture contribution,
is given by

Ao = - r ^ -^(l-e'^'^t) dE (eV-barns) (l)

^^Ei t V /

where: n = sample thickness in atoms/barn, and Cy and at are capture and
total cross sections given by the single-level Breit-Wigner formulae with
Doppler-broadening [k].

When multiple scattering effects eire included, the capture area can be
expressed by

A = Ao + Al + A2 + - - - = Ao

where Ao is given by (l). Ai is the contribution to the eu:ea from single
scatters and capture. As is the contribution frcm two successive scatters
and capture etc. If Ai « Aq, some improvement over the first two terms
only is obtained by the approximation

Ac
Ao and Ai were ccmputed^ on an IBM 703O computer for each resonance

with the appropriate Tn and trial values of Fy until the computed area. A,
matched the measured area, thus determining Fy for the resonance. Statistical
errors were determined from quoted errors in r^, uncertainties and scatter
in the measured areas frcm separate readings and detectors, and estimated
uncertainties in the multiple scattering corrections.

2.2. Determination of Neutron Widths

For the weetker levels, Fy/F ~ 1, and gP^ can be determined uniquely
frcm the capture axea. Values of gF^ were determined by the same ccmputer
program as was used for determining the P^'s. The measured and computed

•"We are indebted to H , A . Grench for these programs

.
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axeas were matched by varying the input values of gFn and. using

Fy = 20 X 10~ eV. The results are insensitive, as expected, to the

value of Fy used. The data from all detectors and samples were utilized
for the detection and confirmation of the weak resonances and for the
determination of gPn*

5. Results and Discussion

The results of this investigation are listed in Tables I and II. Table
I includes resonances which have been identified and measured in previous
work [k, 5, 6, 7] • Columns 3 and k are taken from these sources. Above
20 eV, all data in Columns 5 through 11 are from this work; however, for
resonances where Fy is derived from these measvirements , the values of gFn
and Z^Fn listed in Columns 3 and h were utilized. The resonances assumed
as yJ^= 1, by Garg, et al [4] are also so assumed here. The additional
weak resonances found in this work are listed in Table II. These are all
assumed to be A= 1. The resonances marked by asterisks are less certain.
The energies of the praninent resonances are taken from Garg, et al and
were used to establish the energy scale for the other resonances . It was
possible to establish an independent energy scale from the timing measure-
ments, however, there were very few inconsistencies with the resonance
energies of Garg, et al, and their source position uncertainty was less.

Since the values of Fy eind gFn will reflect systematic errors both in
the neutron flux detenaination and gamma-ray detector calibrations, the
data were analyzed for consistency with the results of Garg, et al L^], and
with those of Ashgar, et al [5]. The weighted average of the ratios of Fn
(this work)/rn (Garg) for the independently determined resonances from
80.8 eV to 1797.7 eV is 1.027 ± O.O55. Similarly, the weighted average
ratio Tn (this work)/rn (Ashgeir) for resonances from 8O.8 eV to 790.9 eV
is 0.9585 ± O.OkO. Other consistency checks involving the minimization
of the dispersion of the Fy distribution were made. On the basis of these
various checks, a ± 5^ systematic error on the calibrations has been
assigned.

3.1. Radiation Widths

The weighted mean value Fy, determined by maximum likelihood [8,9]
analysis for 62 resonances from 56.7 eV to 203I eV is

= [19.1 ± 0.6 (stat.) ± 1.4 (syst.)] x lO'® eV with a

dispersion

o-^ = [3.3 ± 0.5 (stat.) ± 0.35 (syst.)] x lo'® eV.

A variation in Fy from resonance to resonance thus appears quite real.
This conclusion is strengthened by the fortuitous appeeirance of a pair of
resonances at 937 eV and 958 eV with similar Tn's but capture yields
differing such that Fy{9^1) /Fy{95Q) = 1.7 ± 0.1.

The distribution of Fy is shown in Fig. 2. Fits of two Chi-squared
distributions [8] are shown. One fit (solid line) is obtained by assuming
a distribution about the mean, Ty, and determining the number of degrees
of freedom. This results in v = 44 ± 8 degrees of freedom. Another
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approach is to consider the total radiation widths to consist of a con-
stant plus a fluctuating part arising from high energy gamma-ray tran-
sitions which vary in intensity from resonance to resonance. Thus

= Yy° + Ty^, and "by taking Ty° = 12 x 10~® eV, the analysis gives
V = 5'7 ± 0.7 degrees of freedom for the fluctuating part. The fit is

fairly reasonable for either case, hence no choice can be made on the basis
of the experimental distribution.

Rosen, et al [3] quote a value Ty = {2k. 6 ± 0.8) x lO"® eV for 52
levels to 1 Kev, and Ashgar, et al [5] measured Ty = {2^.7^ ± 1.09) x lO"
eV for 27 resonances to 823 eV. For resonances from 36 to 823 eV frcm this
work, Ty = (20.6 ± 1.7) X 10 eV.

An apparent variation of Fy with neutron energy can be observed in Fig.

3. The appearance of this quasi -structure and its possible relationship
to intermediate structure could be significant.

3.2. Neutron Widths

On the basis of an assximed Porter -Thcanas [8] distribution (v = 1) of
^= 0 reduced neutron widths, Geirg, et al [k] concluded that 2k- weak reso-
nances for neutron energies up to 2 Kev were probably p-wave. Five of the
weak resonances listed by Garg, et al are not clearly visible in this work,
although in most cases there are weak resonances found nearby. Thomas and
Bollinger [7] found 12 weak resonances fran 4.^+1 eV to 173 eV which they
attributed to p-wave interactions. All except the 57*9 eV resonance are
identified above 20 eV. There are approximately I70 additional weak reso-
nances found in this work.

A plot of the number of weak resonances attributed to = 1 is illus-
trated in Fig. k. The plot is consistent with a mean level spacing, Dx, of
7.0 eV with an increasing number of missed resonances above a few hundred
eV. If the 2J + 1 dependence [10] of the level density, with no parity
dependence, is assumed; then

D =0, J=l/2) « 20.8 eV frcm Garg, et al [k] and confirmed by these
measurements. Hence, by calculation, Di S 6.9 eV.

The measured value of Di (Fig. k, Table III) is thus completely consis-
tent, although it cannot be regarded as rigorous verification of (2) since
it is possible a considerable number of weak levels have been missed below
a few hundred eV.

The p-wave strength function is defined [3] as

2D iJ=l, J=3/2) ^ D =1, J=l/2) = D (-^=0, J=l/2) (2)

and

where gf ^ = gF Eo° n n
-1/2

(Xo^ + 1) Xo~^ and X© = kR, R is the nuclear radius.
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Using R = X 10"^® cm [3], gf^^ = gf^Eo"^'^ (Eq + 5 x 10^) where Eq is

the resonance energy in eV. Since g = I/2 (2J+1) (21+1)'"^ and I = 0, J = l/2

or 5/2 for ^= 1, g will be 1 or 2 for p-wave resonances. There is no way

here to separate the two p-wave populations, hence they must be lumped

together.

The measured values of Si, grn""" and Di are listed in Table III. The
distributions of gVn^ are shown in Fig. 5« Also shown sire Porter-Thomas
(v = 1) distributions and the distributions corresponding to v = 2 degrees
of freedom. The fit appears better for v = 2. However, many of the reso-
nances with grn^ < k mv are close to the detection threshold and there is

a possible bias toward larger values of gFri^ within the measurement un-
certainty. The dotted lines in the histogram bars of Fig. 5(a) show the
result if the values gFn''' - /^Tn''' are substituted when gPn""" < ^ mv. This
results in a somewhat more reasonable fit to v = 1, although the fit is

nearly as good for v = 2.

After considering ajid analyzing many aspects of the data, the following
conclusions are drawn with corollary restrictions:

(1) Average ^= 1 strength function. Si = (2^ + l) AE
~ ^"^'^ ~ ^ ^'^'^

(2) Average ^= 1 level spacing, Di = 7.O ± O.5 eV

(3) Average ^= 1 reduced neutron width, gf^-"- = (3.7 ± 0.7) x lo'^ eV

These conclusions are subject to the restrictions that:

(1) A Porter-Thomas distribution correctly represents the ^= 0 reduced
neutron widths.

(2) The level density has a 2J + 1 dependence such that

= V^^^") ^ 1 and = V^^^") ^2.
D(J = l/2,n") D(J = 3/2,n")

These restrictions appear to be experimentally verified. Restriction
(1) is obviously necessary since it is the basis for assignment of ^=1
levels. Restriction (2) is necessary since a lower bound on Di cannot be
unequivocally defined from the data as represented in Figs, k and 5.

k. Conclusion

The measurements on neutron capture in ^®®U in the resonance region by
booib source neutrons have yielded good quality data. The neutron energy
resolution and sensitivities obtained are considerably enhanced over hith-
erto available laboratory methods. New quantitative results have been
obtained on: (1) the fluctuation of total radiation widths of resonances
with the same spin of the compound nucleus; and (2) the population of
levels formed by p-wave neutron captvire.
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o.u
2.3 22.4 1.5 1.7

0.45
5.8
4.4
o.6e

0.10
0.2
0.5
0.12

0.27
0.20

14,0

17.3

535.5
556.0
580.2
595.2
619.9

0
1
0
0
0

37.0
0.47

27.0
82.0
28.4

2.3
0.24
0.7
4.9
1.0

24.9

24.4
20.8
19.8

1.5

3.8
1.6
2.1

2.2

2.4
1.3
1.7

0.85 0.28 19.6

624.2
628.7
661.2
677.0
693.2

1

0
0
1

0

(0.42)
4.0

116.0
0.52
34.0

(0.17)
0.5
7.0
0.26
1.3

18.8

16.5

1.5

1.1

1.1

1.3

0.8
4.8

0.83

0.1
0.8

0.42

0.19
15.5

14.2

708.5
721.8
729.9
732.3
743.0

0
0
1

0
1

18.6
1.3
0.8

1.35
0.55

2.7
0.3
0.3
0.14
0.14

13.4 2.9 1.2
0.95
0.60
1.4

0.3

0.15
0.20
0.2
0.1

0.035

0.052
9.2

4.5

765.1
779.1
790.9
821.6
846.6

0
0
0
0
1

6.6
1.7
5.1
59.0
0.60

1.1
0.2
0.6
3.0
0.15

11.7

20.0

8.0

2.5

1.8

1.4

5.6
1.4

5.8

0.6

0.8
0.2
0.3

0.1

0.20
0.050
0.21

7.4

851.0
856.2
866.5
891.3
905.1

0
0
0
1
0

56.0
81.0
4.1

0.9
45.0

3.0
4.4
0.6
0.3
1.5

20.1
23.1

18.4

1.6
1.5

1.8

1.4

1.5

1.3

4.9
0.67

0.5

0.15
0.17

7.6

~3
TABLE I. See Text. Widths are in units of 10 eV.
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TABLE I (continued)

5 6 T

Stat . Syst

.

ENERGY 0 gr I- AT ^ gf zigr

(eyj/^ n n y y y n n

909.6 0 0.9 0.3 1.3 0.5 0.043
925.2 0 8.5 0.6 41.0 50.0 15.0 10.4 1.0 0.54

952.

5

1 0.5 0. ^ 0.16 0. 16 1.7
956.9 0 147.0 15.0 20.9 1.6 1 ^

958.it 0 158.0 15.0 12.5 1.6 0.7

991.8 0 5'*7.0 16.0 16.9 1-5 0.9
1000.3 0 1.3 1.3 Missing
1011.3 0 1.9 0.6 1.9 0.4 0.060
1023.0 0 6.4 1.5 12.

5

7.0 2.0 5.6 0.7 0.175
1029.

1

0 3.2 1.0 2.0 0.5 0.062

1053.2 1 0.6 0.6 0.8 0.1 7.5
1053.9 0 75.0 16.0 16.1 1.3 1.0
1068.0 0 0.65 0. 65 1.0 0.2 0. 051
1070.

5

1 0.3 0.5 Missing
1081.1 1 0.65 0.5 1.8 0.

5

15.5

109"*. 8 1 0.65 0.5 2.0 0.5 16.7

1098.5 0 15.0 5-3 20.2 7.3 2.6
1103 .

2

1 0.65 0.3 1.9 0.5 15.6
1108.9 0 30.0 1.7 16.9 1.5 1.4

1131.5 0 2.2 0.7 3.6 0.7 0.11

1140. 1* 0 220.0 17.0 15.2 1.6 0.8
1167.5 0 80.0 5.0 15.9 1.2 1.0
1177 .

6

0 65.5 5.1 17.7 1.3 1.1
1195 .

0

0 92.0 10.0 19.0 1.4 1.2
1210.9 0 9.0 1.7 14.0 8.5 1.9

121*5.1 0 251.0 18.0 21.6 3.5 1.2

1267.0 0 26.7 1.8 28.3 6.0 3.1
1275.2 0 28.6 1.8 55.0 7.0 5.8
1298.4 0 2.9 1.1 3.8 0.8 0.11

1317 .2 0 4.0 0.7 4.5 0.4 0.12

1351.0 0 1.1 0.7
2.6

1.7 0.7 0.047

1393.0 0 158.0 19.0 20.0 1.2

1405 .

1

0 76.9 7-5 20.fi 1.9 1.3

ll+lO. 0 1 1.1 1.1 0.5 0.2 5.0

11+ 17 .

0

1 1.1 0.8 3.2 1.0 18.2

1419.6 0 9.0 4.0 7.0 2.0 0.19

1427.7 0 30.2 5.8 22.3 5.0 2.0

1444 .

1

0 21.7 5.8 15.2 2.7 1-3

1475.8 0 78.7 7.7 18.8 1.8 1.2

1523.1 0 215.0 19.0 16.4 1.5 0.9

1546.0 1 0.8 0.8 3-5 1.0
0.076

17.5

1550.0 0 1.2 0.8 5.0 1.0

1565.0 0 2.0 0.4 4.8 0.5 0.12

1598.2 0 520.0 20.0 17.6 1.8 0.9

1622.9 0 84.6 12.0 13.5 2.0 0.8

1638.2 0 40.5 5.0 17.1 2.2 1.2

1662.1 0 165.0 20.0 15.5 1.5 0.9

1688.5 0 78.0 12.0 17.4 2.3 1.1

1696.3 1 (0.8) (0.8)
2.6

0.5 0.2 2.2

1709.4 0 56.0 6.0 25.4 1.7

1725.0 0 13.7 1.7 20.6 6.0 2.9
0.0421744.0 0 1.7 0.4 1.77 0.24

1755.8 0 65.0 21.0 19.4 2.5 1.3

1782.5 0 4b4.0 42.

u

51.2 2.2 1.7
0.0611797.7 0 2.1 0.8 2.6 0.5

1808.5 0 17.0 4.0 15.6 4.1 1.3

1845.6 0 13.5 2.0 11.8 1.2

1902.3 0 21.0 4.0 12.1 4.1 1.0

1917.1 0 21.8 2.2 4.0 1.2

1968.7 0 576.0 44.0 21.0 5.0 1.1

1971*. 7 0 468.0 45.0 ^4.0 6.0 0.7

2023.6 0 202.0 25.0 18.0 4.0 0.9

2051.1 0 50.0 5.0 12.0 5.0 0.8
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TABLE II

ENERGY
(eV)

n n
ENERGY
(eV)

n n n
ENERGY
(eV)

n n

» lt'7 C 0 0008 A AAAA 0.74 542 1 0. lb 0. 04 z A5.0 1233.4 0 6 0.3 4.2
* >*9.5 0 0005 0.0003 0.43 550.5 0.10 0.04 2.5 1256.3 0 7 0.4 4.9
* 56.4 0 0006 0.0002 0.43 560.2 0.045 0.01 1.0 1251.1 u 9 0.2 6.2
» TO A 0 010 0, 005 4.9 566.5 0.033 0. 01 0.74 1263.

0

0 5 0.2 2.0
« TJi 0 0027 0.001 1.5 c Ac n505.2 0. 10 0. 03 2.1 1279.

5

0 4 0.1 2.6

* 91-0 0 006 0.006 2.1 598.2 0. 11 0. 04 2.5 1285.4 0 5 0.1 5.5
98.2 0 0048 0.001 1.5 * 602.2 0.15 0.15 5.1 1289.4 0 4 0.1 2.6
111.4 0 0085 0.0015 2.2 606.2 0.27 0.05 5.5 1511.7 0 5 0.2 1.9
121.4 0 006 0.003 1.4 614.7 0.16 0.05 5.2 1526.0 0 4 0.1 2.5
127 .4 0 006 0.003 1.5 655.1 0. 14 0.04 2.7 1338.0 0 24 0.10 1.5

155.5 0 0125 0.004 2.5 656.5 0. 12 0.03 2.5 1547 .

0

0 54 0.06 2.1
156.0 0 006 0.005 1.1 664.8 0.13 0.04 2.5 1363.4 1 1 0.4 6.6

* 157.5 0 0055 0.0055 0.65 668.2 0.23 0.10 4.0 1369.9 0 55 0.10 2.0
* 196

.

h 0 015 0.015 1.6 DOl. 1 0.06 0.03 1.0 1381.0 0 5 0.5 5.0
* 200.5 0 027 0, 010 2.9 005 .2 0.06 0.03 1.0 1387.4 0 40 0.15 2.5

201.

5

0 058 0. 010 }i A4 . U AAA 0000. A AAO.Oo 0.03 1.5 1599.4 0 40 0.20 2.5
215.5 0 042 0.010 4.0 697.5 0.16 0.10 2.6 1422.8 0 56 0.06 2.0
218.8 0 05 0.01 2.8 704.8 0.10 0.03 1.6 * 1438.3 0 5 0.5 2.8

0 055 0. 010 '*-5 711.

0

0. 30 0.10 Ji a 1447 .

3

1 0 A )i0,4 5.5
« oilA Q 0 063 0. 063 5.1 1 j-3.y 0.25 0. 05 X A3,0 iJicJi A±4p4 .

0

0 4 0.1 2.2

252.5 0 026 0. 01 2.0 716.

9

0. 10 0.05 1.0 1467.5 0 25 0.25 1.5
255-9 0 10 0.02 7.5 754.8 0.15 0.03 2.5 1482.7 0 50 0.10 2.0
257.6 0 05 0.01 2.2 759.8 0.09 o.o4 1.4 1488.6 0 5 0.2 2.6
cOt: . D 0 046 0. 015 5.5 756.

5

A ^AU.30 0.1 5.5 1494 .

5

0 6 0.2 5-1
275.5 0 16 0. 02 10.

6

|0( .4 0.5 0.1 4,1 1506.4 0 6 0.2 5-1

2o2.

5

0 15 0. 04 A X0.5 * 797.4 0.15 0.13 1-7 1513.5 1 2 0.5 A A6.2
287.5 0 2 0.1 12.4 807.5 0.55 0.08 4.5 1520.2 0 6 0.6 5-1
294.5 0 06 0.02 5.6 808.5 0.4 0.1 5.5 1527.1 1 1 0.4 5.6
506.5 0 05 0. 02 2.0 AoA Ao20.

0

A )0.4 0.1 5.1 1554 .

5

0 6 0.2 5-0
515.9 0 05 0. 01 2.7 0. 16 0. Oo 2.0 * 1559.8 0 7 0.7 5-5

_pi.O. D 0 05 o» 005 1 A±. 0 * ooO.

0

0.15 0.15 1 AX. 0 1 c cc A1555.0 0 4 0.

1

2.0
522.8 0 044 0.004 2.5 871.6 0.18 0.08 2.1 1568.9 2 0 0.5 9.8
552.2 0 05 0.01 2.5 881.5 0.18 0.10 2.1 1579.6 0 4 0.1 1.9
557.5 0 11 0. 03 5.t AoQ "1 r\ 1 A0. 10 A aAO.Oo 2.0 1595.0 0 0.5 9.6
552.5 0 20 0. 02 9.1 914.2 0.30 0.15 5.5 1611.

6

0 4 0.1 1.9

554.5 0 05 0. 02 2.3 918.

2

0.20 0.05 2.2 X64D.

0

0 4 0.2 T A1.0
566.4 0 05 0.02 2.1 « 928.3 0.11 0.11 1.2 1673.2 0 2 0.1 0.89
575.7 0 07 0.02 2.9 940.7 0.6 0.5 6.5 1682.3 0 4 0.2 1.8
587.2 0 04 0.02 1.6 962.3 A ].0.4 0.5 ). A4.0 * 1719.5 0 6 0.6 2.6
595.5 0 07 0.01 2.7 965.2 A A0.6 0.2 A A6.0 * 1728.5 0 35 0.55 1.5

400.

5

0 04 0.02 1.5 978.3 0.9 0.2 A A0.9 1755.8 0 5 0.2 2.1
415-5 0 05 0.02 1.8 985.0 0.55 0.1 5.4 1768.6 0 5 0.2 2.0
415.5 0 05 0.02 1.8 1005.5 0.21 0.04 2.0 » 1803.5 0 5 0.5 2.0

* 425-0 0 05 0.05 1.7 10^1.1 0.25 0.1 2.3 1822 .

4

1 1 0.2 4.2
440.

0

0 51 0. 06 10.

1

10^7-0 0.5 0.1 4.7 1 A3 T. CIO35.5 0 8 0.3 5.0

440. 4 0 08 0. 02 2-5 10d3» 0 1.0 0.2 A 70. / 0 4 A JiU.4 1-5
458.4 0 08 0.02 2.5 1074.0 0.9 0.2 7.7 1866.5 2 9 0.5 10.8
467.4 0 15 0.05 5.9 1119.5 0.6 0.1 4.8 1880.4 1 0 0.5 6.7
Ji Ac z405.5 0 11 0. 04 5.1 1150.

0

0.25 0. 10 1 A±.0 1893 •

5

1 9 0.5 6.7
494.

6

0 05 0.01 1.4 115^ .0 0.9 0.1 6.9 1914 .

0

5 5 1.0 12.5

499.1 0 12 0. 02 5.2 1150.7 n Au» 0 0.1 D. X 1925 .

2

1 6 0.5 5.7
511.1 0 10 0. 02 0 A£:.u 1 1 All A 0.2 0.1 1 c1.5 1955 .

5

0 0.2 1.4

525.6 0 27 0.04 C A6.0 1205.

0

0,45 0. 10 5-5 1943 .

4

1 0 0.2 5-5
528.2 0 07 0.05 1.7 1218.8 1.0 0.2 7.1 1953-5 4 5 1.5 15-6
552.2 0 08 122U.

6

n 7 u. p k Q4.y 1 QQA Z 1 2 u . 0
2000.1 0 5 0.1 1-7
2051.1 2 0 0.5 6.4

TABLE II. See Text. Widths are in units of lo"^ eV. The existence
resonances by asterisks is less certain
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Fig. 2. The distribution of Fy for resonances from 36.7 eV to 203I eV
neutron energy for capture in ^®U. The solid line is a Chi-square
distribution with kh degrees of freedcm about the mean, Ty = 19-1 x 10 eV.
The dashed line is a Chi-square distribution with k- degrees of freedcm
about the mean of an assumed fluctuating part of Ty^ = 7.I x lO"^ eV where
Fy = ry° + Ty^ and Ty^ = 12 X 10"^ eV.
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Fig. 3« Radiation widths versus neutron energy. The dashed line is

guide to the eye to emphasize possible structure. Error bars are
statistical only.
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(b) 0-2051 eV

212 LEVELS

0 12 3 4 5 6

Fig. 5« The distribution of reduced neutron widths assumed to be ^= 1.

The solid lines are Porter-Thomas distributions and the dashed lines are
Chi -squared distributions with v = 2 degrees of freedom.
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Measurement of the Absolute Value of Eta for ^^^Pu
by the Manganese Bath Method*

by J. Richard Smith and S. Barrel Reeder
Idaho Nuclear Corporation, Box I8U5, Idaho Falls, Idaho 83401

Abstract

The absolute value of eta for ^^'•Pu has been measured using the
manganese bath technique. The MTR crystal spectrometer provided mono-
energetic neutrons for measurements at 0.0253 eV and O.O60 eV. Purity
of the monochromatic beam was insured by the operation of a mechanical
neutron filter in the Bragg beam. The measurement consisted of com-
paring the ^^Mn activity induced in the solution by the neutron beam
with the activity induced by fission neutrons emitted when the
low-energy beam was absorbed in the fissile sample. The.^'^-^Pu was
produced by the Oak Ridge Calutron Group, reduced to metal by Dow
Chemical Company, then rolled into foils and canned in aluminum by
Oak Ridge. Additional manganese bath measurements were also made on
2 33^^ 2 35^^ g^j^^ ^3^Pu at both neutron energies to complete a detailed
intercomparison of the four fissile isotopes. A least-squares analysis
is being made of the experimental data to determine the best values of
eta, the eta ratios, and their associated errors.

Work performed under the auspices of the U. S. Atomic Energy Commission.
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Measurement of the Absolute Value of Eta for ^^^Pu
"by the Manganese Bath Method

hy J. Richard Smith and S. Barrel Reeder
Idaho Nuclear Corporation, Box l8^5, Idaho Falls, Idaho 83401

1. Introduction

Although production and storage problems present a formidable
obstacle to the utilization of ^^'Pu as a primary reactor fuel, this
isotope shows promise of a lively career as a secondary fuel. There
is a sort of poetic justice in the fact that parasitic absorption in
^^^Pu is partially compensated by the birth of a fissile daughter,
^^'•Pu. The nuclear properties of the second generation isotope have
a great influence on the neutron economy of plutonium fuel systems.
The fission parameters are particularly important, and these have been
the object of a considerable number of experimental investigations in
recent years. There has nevertheless continued a notable scarcity of
information concerning eta, the number of fission neutrons produced per
absorption. Only a few measurements have been made [1,2], and these
were in reactor spectra. The recent experiment of Fast and Aber [2]

produced a precise measurement of the ratio of eta for ^^•'Pu to that
of ^^^U, evaluated at 2200 m/sec. This measurement was nevertheless
done in a pile spectrum, and the authors point out the currently un-
certain state of the spectral corrections.

It seemed advantageous to have an absolute measurement of eta for
^^•"Pu, using monochromatic 0.0253 eV neutrons. Such measurements were
previously made of eta for ^^^U, ^^^U, and ^^^Pu, using the manganese
bath technique in conjunction with the MTR crystal spectrometer [3].
It was suggested that these same techniques could be used to measure
eta for ^'^'Pu, provided a suitable sample could be obtained.

2. Experimental Arrangement

The experimental equipment and techniques are described in a

previous report [3], and will be only briefly outlined here. The
arrangement is illustrated in Figure 1, where the tank is shown
aligned in the 0.0253 eV position. The Bragg beam produced by the
(0002) reflection of beryllium is passed first through a mechanical
neutron filter to remove neutrons from all but the primary Bragg re-
flection. Then it is trimmed to size by a collimator having adjustable
apertures. Next it passes through a manganese-aluminum alloy monitor
foil, where it produces a ^^Mn activity to which the solution activity
can be compared. The use of the monitor foil makes the experiment less

sensitive to reactor fluctuations and irradiation history. Finally the
neutrons pass through a helium-filled channel which admits them to the
center of the bath. Here they are either absorbed directly in the

solution or in a fissile sample. In the former case the absorption of

the neutron beam induces in the solution a level of ^^Mn activity pro-
portional to the number of neutrons in the beam. In the latter case

the absorption produces in the sample fission neutrons whose absorption
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in the solution gives rise to a ^°Mn activity proportional to the
numher of fission neutrons produced. The ratio of the two activities
is proportional to eta, and becomes that parameter after the application
of several small corrections.

In operation the tank is covered with 0.020 in. Cd and then
surrounded hy a 1 ft wall and roof of borated paraffin. An additional
1 ft wall of the borated paraffin isolates the shielded tank from the

crystal spectrometer and the path of the main reactor beam. This

shielding reduces the irradiation background to about 1^ of the open
beam activity value at 0.0253 eV.

The experiment was performed at two energy points. One of these
was chosen to be 0.0253 eV, the unhappy standard energy for comparison
of low energy cross sections. The other was chosen to be that point
giving the highest Bragg beam intensity, while remaining several
minutes of arc removed from the deep dips that occur in Bragg spectra
due to competition between the planes of the crystal [h] . The beryllium
crystal used in the current experiment was different from that used

previously, though from the same original melt. The maximum intensity
point appeared at 0.06 eV for this crystal, compared with 0.057 eV used
previously. At 0.06 eV the ^^Mn activities produced during the experi-

ment are about double those encoiintered at 0.0253 eV.

After the two energy points had been chosen, the Bragg beam at each

point was studied by time of flight to detect the presence of higher or

lower order neutrons. The speed and angle of the mechanical neutron
filter were set to reduce the fraction of undesired neutrons to less

than 0.1^ of the first-order peak intensity. At the two primary energy
points, and in a wide neighborhood of each, transmission measurements
were made on all the samples used in this experiment.

Counting of ^^Mn activities in a 5-gallon sample of solution and

in the monitor foil was done on a pair of 3 in. x 3 in. Nal(Tl) scin-
tillation counters . An integral count of gamma rays having energies

above approximately 25 keV was made. This yielded the highest possible
co\inting rate, with excellent stability. The observed decay of the
samples accurately followed the ^^Mn half life, giving a routine check

of the purity of the activity.

3. 24 1pu Samples

Since this experiment depended strongly on the availability of

the ^^'•Pu samples, mention must be made of the construction of these.

They were produced by an interlaboratoiy effort, most of which was
centered in Oak Ridge National Laboratory. The calutron group directed
by Leon Love produced 13.^9 grams of Pu assaying 99.82^ ^^-^Pu. ^n
addition, 18.62 grams of the feed material, assaying 83.93^ ^^^Pu was

made available for a backup foil to thicken the sample. These were
reduced to metal (in separate batches two weeks apart) by W. V. Connor

*
Post-separation assay
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of Dow Chemical Company and returned to Oak Ridge. There the group
under Ed Kohisk rolled the samples to size and canned them in O.OO8 in.

Al for use in the manganese hath sample holder.

The finished samples are pictured in Figure 2, and pertinent
information appears in Tahle I. Samples are numbered in the order
of manufacture. Samples I and II (99^ ^^'Pu) were received together,
while Sample III arrived ahout a month later. All the data at .0253 eV
and nearly all the data at .060 eV were obtained using these samples.
Since Sample II is thinner than Sample I it was placed first in the
beam, to decrease the fast multiplication correction for the whole
sample. The normal order of samples, then, was II-I-III. It may be
noted that only 6 grams of the 99^ ^^^Pu got into the first two samples.
An effort was made to recover the remainder, with Sample IV resulting
from this effort. The latter foil arrived in time for a few runs to be
made at O.O6O eV.

4. Corrections to the Experiment

A number of corrections must be applied to the experimental data
to deduce the correct value of eta. Many of these are characteristic
of the experimental equipment, and were determined during the course
of the previous experiments. Some corrections are characteristic of
the sample, and must be redetermined for each sample used. These are
fast multiplication, indirect multiplication, transmission, and im-
purities. Indirect multiplication results from the absorption in the
sample of neutrons scattered back from the solution. It is suppressed
by surrounding the sample with cadmium, except for the side facing the
beam. The protective cadmium is in the form of cylindrical spacers
placed flush against the interior faces of the sample foils , with a

0.020 in. Cd disk added at the back of the assembly. The cadmium
spacers affect the fast multiplication and the indirect multiplication
in different ways. Longer spacers separate the foils further and so
decrease the fast multiplication, but they also increase the absorptive
loss to cadmium. To test the validity of these corrections the sample
geometry was varied as outlined in Table II. The bulk of the data were
obtained using the first two orientations listed, and the results re-

ported here are based entirely upon these rions . The results for the
two sets of spacers agreed to within 0.1^ at both energies, contributing
to our confidence that these corrections ought not to be far wrong.

Those sample orientations in which the low-assay foil is placed
first, alone, or omitted were designed to test the effectiveness of

the impurity and transmission corrections. These have not been com-

pletely fed into the analysis, but in their incomplete form they
suggest a possible -uncertainty of perhaps 0.k% in the impurity
correction. This figure is expected to shrink under further inves-
tigation, but for the present we must include it in the error estimate
of the values quoted in this paper.

Another correction on which we must for the present relax the
error estimate is that for excess resonance absorption in manganese.
Our previous calculation assumed the above-l/v resonance absorption
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integral to be 8.0 barns and did not consider resonance self-shielding
in the solution. Recent work on the resonance integral of manganese
indicates that the above-l/v contribution may be in the neighborhood of

10.5 barns [5]. Use of the higher number would lower all our eta

values by about 0.3%. On the other hand, application of Axton's self-
protection correction [6] would cut this apparent shift by half. It

is likely that both these modifications are appropriate and that our
eta values are high by a little less than 0.2%. The status of this
correction is not considered firm enough at present to warrant adoption
at this stage of the analysis.

In the course of the present experiment additional data were taken
on ^^^U, ^^^U, and ^^^Pu, in order to be sure the conditions of the
previous experiment were being repeated and to allow a simultaneous
intercomparison of the four eta values. The agreement between runs to

the same type was very gratifying. The results of all these data,
combined with the results of the previous measurement, will be published
when this analysis is complete.

5. Conclusions

The preliminary values of eta for ^^-^Pu are displayed in Table IV.

These values are based on an incomplete analysis of a portion of the

data collected, and may shift by a few tenths of a per cent when analysis
is complete.

The authors would like to express their appreciation to

Messrs. L. 0. Love and E. H. Kobisk of Oak Ridge National Laboratory
and to W. V. Connor of Dow Chemical Company for the processing of the
^^^Pu and production of the samples used in this experiment. Thanks
are also due to Mr. M. B. Hendricks for his assistance in collecting
the data and to Mr. C. L. Miller for maintenance of the equipment used
in the experiment
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Table I

Description of Samples

Sample Number Weight Thickness ^^'•Pu

I h.5015 g .0129 in. 99.21

II 1.51^1 g .OOU5 in. 99.21

III 1U.U715 g .0373 in. 83.82

IV
, 2.T5T g .0079 in. =99 (assay not

received yet)

Overall diameter of clad samples is 1.U6 in. Flange depth .O98 in.

*
Assay of foil trimmings

Tahle II

Sample Orientations Used

Niimber of Runs

Order of Samples Spacers Used .0253 eV .060 eV

II-I-III 5/8 in. & 1/2 in. Cd 8 9

II-I-III ± 1/16 in. & 7/8 in. Cd 6 h

II-I-III None 3 2

III-I-II i^one 3 1

IV-II-I-III 5/8 in., 5/8 in., & 1/2 in. Cd 0 3

IV-II-I 5/8 in. & 1/2 in. Cd 0 2

III None 0 2
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Table III

Corrections to the Experiment

Correction Value at .02^3 eV .060 eV

Fast Multiplication

Short Spacers
Long Spacers

1 m )i

o

1.0133 1+
1+ U . UU<i.U

0.0020
± . UJ-0±

1.0167
+1
+1

. UU^U
0.0020

Transmi s s ion

xni uiax

Final .99806

+

+

. UUU-LU

.00010
. yoJ f

4

.98315

+

+ .0002c

Indirect Multiplication

Short Spacers
Long Spacers

. 9oo(J

.9815

+

+
. UUlU
.0010

. 9oo(j

.9815

+

+

. UUlU

.0010

Impurities

Initial
r maj.

.9898 +

+
.005

. uu p

.9791 +

+
.005
. uu y

iDcaT/Tiering QQAV + + nm 0

I\CbUXid.XlCc J-VU b Ux p U X Oil Xil l"in + nnli + nnli
. UUM-

(1 "v~^ r (~p £^ Q ri Cliin -r*Tn"v^ A o /^vt^t—i /^viuxygcn cixj.u. Duxiuj. iiuboxpuxuii + om n
. uuxu + nm n

. uuxu

structural Absorption I.OIOT + .002 1.0107 + .002

Duct Streaming .9997 + .0002 .9997 + .0002

Leakage .9985 + .0010 .9985 + .0010

Total Correction (n /n)

Short Spacers
Long Spacers

1.0123
i.ooHo

+

+
.0073

.0073

1.0002
.9922

+

+
.0073
.0073

*
T] , uncorrected experimental value

Short Spacers
Long Spacers

2.1939
2.1765

+

+

.ooUo

.00^+0

2.2032
2.I8I47

+

+
.ooUo

.ooUo

Does not include impurity correction, which vas applied to individual runs
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Table IV

Eta for 241pu

Energy (eV) Eta

0.0253 eV 2.17 + 0.02

0.060 eV 2.20+0.02

Figure 1 - Manganese bath apparatus at the MTR crystal spectrometer.
The setup shown admits neutrons of 0.0253 eV energy to the hath. The
essential elements are (A) reactor beam hole, (B) beryllium crystal,
(C) mechanical neutron filter,, (d) variable-aperture collimator,
(e) monitor foil, (F) manganese bath tank, (G) mixer, and (h) shielding.

Pu-241
Figure 2 - ^''^Pu foils used in the experiment. From left to right they
are IV, II, I, III (see Table I). The data described in this paper were
obtained using the three foils on the right.

596



TECHNIQUES FOR FISSION CROSS-SECTION MEASUREMENTS FOR ELEMENTS
WITH HIGH a AND SPONTANEOUS FISSION ACTIVITY*

Philip G. Koontz and David M. Barton, University of California,
Los Alamos Scientific Laboratory, Los Alamos, New Mexico 87544

ABSTRACT

Some considerations involved in measuring the neutron-
induced fission cross section of high specific activity alpha
emitters are discussed and a technique using solid state detec-
tors combined with fast solid state circuits described. Ampli-
tude discrimination alone can be used to distinguish between
alpha and fission events and the alpha pile-up controlled by
resolving individual pulses. This technique can be extended to
isotopes with a high specific activity from spontaneous fission
by using time discrimination. A Mobley buncher on a Van de
Graaff accelerator with time coincidence is used to discriminate
against the random spontaneous fission events. The results ob-
tained for 238pu (3.8 x lO" alpha/min/Mg) and ^'^^Cm (1.8 x 10^
alpha/min/|ag - 232 fiss/min/ng spontaneous fission) for several
neutron energies are presented to illustrate the discussion.

The problem of measuring fissions from a material with a
high alpha activity came up when we were asked to measure the
neutron-induced fission cross section for 238pu ^-j- several neu-
tron energies. The method chosen is a measurement of 238py
relative to that of ^Sojj^ using a foil changer and neutron mon-
itors, at a discrete energy neutron beam supplied by a Van de
Graaff or a Cockroft-Walton accelerator. Since it is essential
to distinguish between the alpha pile-up of the high-activity
foil (3.8 X 10' a/min/|ag) and the low-energy fission pulses,
special techniques must be used.

One such technique is shown in Fig. 1. The detector is a
diffused junction silicon crystal and gives pulses ~ 10-15 nsec
long. These pulses are amplified by a solid state pre-amplifier
and amplifier, with a rise time of ~ 1 nsec designed to drive a
50 n line. These pulses are fed into a fast discriminator,
which opens a 20 nsec gate, allowing the same pulse, delayed by
the proper amount, to pass through the gate. It is then
stretched to a few microseconds, amplified by a slow amplifier
before entering a P.H.A. (pulse height analyzer) and a slow dis-
criminator which drives the scalers. Thus only the comparatively
few fission or alpha pile-up pulses that are larger than the fast
discriminator bias setting will pass through the 20 nsec gate
and enter the slow system for analyses. The bottom part of
Fig. 1 shows a fission pulse height spectrum for ~ 100 ug foil
of 235^ ^jjjj ^ 50 ^g foil of 238pu^ both taken with the same fast
discriminator bias. If the bias had been lowered to show the
alpha peak from 235u^ the single alpha events would have appeared
at about Channel 8, indicating a significant pile-up of some
three alphas in one 20 nsec gate on the 238pu curve. The scaler

* Work performed under the auspices of the U. S. Atomic Energy
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discriminator for counting fissions was t3^pically set at about
Channel 29. These curves were taken with the partial collima-
tion obtained by placing the detector about 1 cm from the ~ .25-
in.-diam foil deposit, giving approximately 1/10 of 2tt counting
geometry. This spacing gave an appreciable improvement in fis-
sion pulse height resolution as well as decidedly fewer low-
energy fission pulses in comparison to a close spacing between
foil and detector, approximating a 2n geometry. The shift in
the peaks for 238py toward higher energies relative to those
for 235u agrees with known energies for the two atoms. A sketch
of the foil changer and other details of the experiment can be
found in the October 20, 1967, issue of the Physical Review.

A second request for us to measure the fission cross sec-
tion for 244cm accentuates the problem, because the 18-yr half-
life indicates an alpha activity about five times that of 238pu,
In addition, the spontaneous fission rate for 244^,^ is high.
If the cross sections are comparable for the two elements, the
spontaneous fission rate will be many times higher than the
fission rate induced by the neutron flux available from the Van
de Graaff generator at the 3.0 MeV energy, as an example. The
Mobley magnet buncher at the Van de Graaff offers a possible
means of reducing the relative background of spontaneous fis-
sions by requiring a time coincidence between an induced fis-
sion and a buncher pulse before the pulse can be recorded.

Figure 2 shows the circuit used in conjunction with the
buncher. The detector and fast amplifier are the same as above.
The pulse is split, one part going through a suitable delay as
before into the linear gate, and the other through an adjustable
attenuator, amplifier, and discriminator into a fast coincidence
circuit. A pulse from the buncher through an adjustable delay
is divided, one part going to the other half of the coincidence
circuit. The buncher pulse repeats every 500 nsec . A pulse
from the coincidence circuit indicates that the signal is
greater than some desired pulse height such as alpha pile-up
and that it is in time with a buncher pulse. The coincidence
pulse opens the 20 nsec gate and allows the same signal pulse
to come through, be stretched, amplified, counted by the scaler,
and recorded in the P.H.A. The same coincidence pulse starts
a T.A.C. (time to amplitude) circuit which is stopped by the
other part of the buncher pulse coming through a suitable delay.
After appropriate amplification, the T.A.C. pulse can go into
the P.H.A. or into a S.C.A. (single channel pulse height analyzer)
whose output can be used for externally gating the P.H.A. and
also a scaler. Figure 3 shows a time display of the T.A.C.
pulses. Assume that we have only random spontaneous fission
and alpha pile-up pulses in coincidence with the buncher pulses,
which we would have with a vacuum in the target. Assume that
both the signal pulse and the buncher pulse are each 10 nsec
wide. The coincidence pulse out, which starts the T.A.C. circuit,
would come at the time of the leading edge of the later pulse,
delayed by the inherent delay in the coincidence circuit. Thus
all spontaneous fission pulses earlier than the buncher pulse
would give a coincidence pulse at the same time relative to the
buncher stop pulse and then would come at the same time on the
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T.A.C. time display on the P.H.A., resulting in a peak in the
higher channels. The random fissions occurring later than the
buncher, within the coincidence time, will give coincidence
pulses that vary in time, as shown by the flat portion of the
curve in Fig. 3. The area under the flat portion is the same
as the area under the peak. It would be desirable to have the
timing adjusted so that the neutron-induced fissions arrive in

the flat part of the spontaneous fission curve as indicated in

Fig. 3. Then the lower and upper bounds of the S.C.A. could be

adjusted as shown, which limits the time resolution, and the
S.C.A. pulses can be used to externally gate the P.H.A. and to

drive the scalers in the lower part of the circuit.

It is obvious that the timing of the circuits is very im-
portant. In Fig. 2, the part of the circuit in the control
room rack can be adjusted quite easily with the aid of a fast
pulser and a scope. The pulse from the pulser is split at A,

fed into the circuits as shown at B and C. The points D and E
are observed with the scope and the arrival times of the pulses
adjusted by Delay (T) Then the points F and G are observed and
the arrival times adjusted by Delay (2)l The value of the T.A.C.
circuit in channels/nsec can be adjusted by Delay (s) and the
gain of the amplifier. Then Delay (4) must be adjusted with real
signal and buncher pulses for optimum timing. The position of
neutron-induced fission pulses as shown in Fig. 3 offers a con-
venient check as already mentioned.

244
The early data with Cm was taken with the electronics

as shown in Fig. 2, but certain difficulties appeared. The
gate scaler records all coincident events within the narrow
time limits set by the S.C.A. If the fast discriminator is
adjusted to pass a few alpha pile-ups, some will be recorded
together with the fission events, from both the spontaneous fis-
sion and the neutron-beam-induced fission. In theory, the ran-
dom background of both alpha pile-up and spontaneous fission
can be eliminated by a background run of the same length of
time with a vacuum target, provided there is no drift of the
fast discriminator amplifier system, but a slight drift may
change the rate of alpha pile-ups, and the net number of gates
is subject to error. In practice, these may be detected by
looking at the pulse height data from the externally gated P.H.A.
for both runs. The fission scaler records only those pulses
above some chosen pulse height, but it does record all of the
random spontaneous fissions occurring within the wider time of
the coincident circuit, leading to a higher percentage of ran-
dom background.

The difficulties have been eliminated by the changes in
the circuit as shown in Fig. 4. Basically this consists of the
addition of a dual linear gate to restrict the fission scaler
to record pulses within the time specified by the S.C.A. and
retaining the pulse height discrimination which it had previ-
ously. It also permits the use of the P.H.A., either internally
or externally gated, to examine the pulse heights or the time
display of the T.A.C. circuit, since the linear gate can be by-
passed with a switch.
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If the effective time resolution as determined by the
S.C.A. is 5 nsec and the time between pulses is 500 nsec, data
is taken for only 1% of the time, and 99% of the random back-
ground is eliminated. A check run did indeed show this to be
the case. However, this is not the entire story — the ratio
of the area under the random curve to the area under the induced
fission peak is a measure of the background. The area of the
neutron-induced fission peak increases with the neutron flux
available. For very high beam current, the buncher technique
may not be required to produce a suitably low background. In a
run at 14 MeV at the Cockroft-Walton with a steady beam of 700
|iA, and the circuitry of Fig. 1 as used with ^^"Pu, the steady
spontaneous fission background was a third or a fourth of the
total fission counts.

One other difficulty is the radiation damage to the solid
state detector, particularly by the intense alpha bombardment
by the 2^^Cm. A bombardment of a few hours (perhaps 5 or 6) by
the ^'*'*Cm represents the useful life of a detector.

The following table gives some resulting cross sections at
energies 1.0, 1.5, 3.0, and 14.9 MeV together with the cross
sections used for 235^^

Energy Cross section in barns
(MeV) 23 5y 238_,Pu 244Ĉm

1.0 1.22 2.08 2.0

1.5 1.26 2.20 1.8

3.0 1.16 2.23 1.8

14 .9 2.13 2.67 2.6

The results for 238pu, as mentioned, were published in the
October 20, 1967, Physical Review. The results for 244cin are
preliminary and have not been published. The 244Qn, value at
14.9 MeV was obtained at the Cockroft-Walton using a beam
current of ~ 700 [xA without bunching.
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Fragment Angular Distributions for Monoenergetic
Neutron-Induced Fission of Pu^-^^*

J. R. Huizenga and A. N. Behkami
University of Rochester and Argonne National Laboratory
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Argonne National Laboratory

Argonne, Illinois 60439
E. D. Klema

Northwestern University
;
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Abstract

Fission fragment angular distributions have been measured
for the fission of Pu^^^ induced by monoenergetic neutrons of
energies 150, 400, 475, 550, 600, 700, 800, 900, 1000, and 1200
keV (energy resolution i 25 keV) . The fission fragments were
detected with solid state silicon detectors at six angles
simultaneously, namely, 3.7°, 24.0°, 37.2°, 54.7°, 72.3°
and 90.0°. The relative sizes of the detectors were determined
in an identical configuration with thermal neutrons. For
various sets of optical model neutron transmission coefficients,
the values of K^^ (the projective K of the total angular
momentum I on the nuclear symmetry axis is assumed to have
a Gaussian distribution, and K^^ is the squared standard
deviation of the Gaussian) were calculated from the experi-
mental angular distribution at each neutron energy. The
excitation energy dependence of K^^ will be discussed in
terms of the nuclear pairing energy of the highly deformed
transition nucleus.

1. Introduction

Detailed analysis of the energy dependence of the fission
fragment anisotropy from the Pu^-^"(d,pf) reaction has given
some evidence of structure in a plot of as a function

• ° 9 4 0of excitation energy for the transition nucleus Pu . The
parameter K is the projection of the total angular momentum
I on the nuclear symmetry axis, and the K distribution is
assumed to have a Gaussian form characterized by Kq2^

F(K) a exp(-K^/2K^^) (1)

2
From the energy position of one of the breaks in the K q

curve, the magnitude of the pairing energy gap 2 A in the
highly deformed transition nucleus Pu ^ was estimated to
be 2.6 MeV. ^-'-^ This value is approximately twice the pairing
energy of Pu^'^ in its ground state shape.

*Work supported by the U. S. Atomic Energy Commission.
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Some question has been raised about the interpretation
of the various breaks in the energy dependent curve.
In particular, is it possible that some of the observed
structure is related to the (d,p) reaction mechanism? Due
to the important implications of such a deformation dependent
pairing energy on nuclear structure in general, we have re-
investigated this problem by way of the Pu^ (n,f) reaction.
The angular distribution of fission fragments has been
studied as a function of neutron energy for neutron energies
in the 100 to 1200 keV range. The purpose of this study is
to elucidate the excitation energy dependence of in order
to obtain evidence on the pairing energy of the transition
nucleus Pu^"^^.

2. Experimental Procedure

. 7Monqenergetic neutron beams were produced from the Li
(p,n)Be reaction. Protons were accelerated in the Argonne
Reactor Physics Van de Graaff and bombarded a lithium target
prepared by vacuum evaporation. The neutron energy spread,
which is related to the lithium target thickness, was i 25 keV.

239
The neutrons impinged on a Pu target (99.7% isotopically

pure) prepared by a painting technigue on a 0.001 inch
aluminum backing foil.^ The Pu^^ target has a thickness
of 0.5 mg/cm^ and an areal size of 1/8 inch in diameter.

239
The fission fragments from the Pu (n,f) reaction were

detected at six angles simultaneously with surface barrier
solid state detectors. The six detectors were each centered
at one of the following angles e to the neutron beam axis,
3.7°, 24.0°, 37.2°, 54.7°, 72.3° and 90.0°, respectively.
The detectors, of approximately 0.6 2 cm diameter, were
located 7.30 cm from the target.

The collimating system restricted the image of the proton
beam spot on" the lithium target to a diameter less than 1/8
inch. With the angular spread in the neutron beam direction
and the above detector arrangement, the overall angular
resolution was approximately 7°.

3. Experimental Results

239
The fission fragment angular distributions for the Pu

(n,f) reaction were measured at average neutron irradiation
energies of 150, 400, 475, 550, 600, 700, 800, 900, 1000 and
1200 keV. The beam spread was - 25 keV. The data for each
energy were gathered in a series of runs in order to check the
overall consistency of the data at each energy. A summary
of the results is given in Table I; and, for two energies,
400 and 900 keV, the angular distributions are plotted in
Figs. 1 and 2.
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After mounting the Pu target in the vacuum chamber,
the relative areas of the six detectors were determined by
irradiation with thermal neutrons. With s-wave neutron cap-
ture, the angular distribution is isotropic. Since the
relative detector areas were determined with the target in
an identical geometrical position as that of the various
runs, all corrections due to possible irregularities in
target thickness, exact positioning of target, etc. cancel.

239
Since the fission cross section of Pu for thermal

neutrons is much larger than it is for 100-1200 keV neutrons,
the possibility of contamination by thermal neutron induced
fission was investigated. The effect of such a contamina-
tion is to lower the anisotropy and to give too large
values of K . However, at selected neutron energies, the
fission rate was measured with the detector chamber alter-
nately bare and covered with 0.020 inch of cadmium. An upper
limit of 5% of the fission events is due to thermal neutron
fission. The contribution to fission from scattered
neutrons is small and was neglected.

The fraction of fission events produced by^neutrons
from the Li (p,n)Be * reaction which leaves Be in its
first excited state is zero for E - 500 keV. At the
higher energies, the fraction is not negligible; however,
the anisotropy is quite insensitive to neutron energy and,
therefore, we have neglected to make a correction for the
second neutron group.

4. Theory

The fissioning transition nucleus is completely charac-
terized by the quantum numbers I (total angular momentiom) ,

M (projection of I on a space fixed axis to be designated
as the neutron beam direction) , and K (defined in section I)

.

If it is assumed that the fragments separate along the
nuclear symmetry axis, the angular distribution is uniquely
determined by the above quantum numbers . ^ )

If a compound state (K,M) fissions through a transition
state I, the angular distribution is given by the square of
the rotational part of the collective wave function,

W(e) a
I

D^^^ (e) 1^ (2)

Therefore, the fission fragment angular distribution offers
a direct source of information on the spectrum of quantum
states associated with the transition nucleus.
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,gThe fission fragment angular cross section is given
by

W(e) = 2u E Z Z E P(£J;IM) w(i,M;e) (3)
£ J I M

where the first term is a partial probability of formation of
a state (I,M) of the compound nucleus from a particular {l,J)
combination,

I (2£+l) t/(E) Ic^'2'J|2 icJ'^o'^l^

P(£,J;IM) = ^
, -r 2

(4)
(2s+l) (21+1) E (2£+l) (E) IC^'^'"" r

0 -r. I O/Q/O'0,1,0

and the second term gives the angular distribution of the fission
fragments emitted from the compound state (I,M),

exp(-K^/2K ^)
[ |D^^(e) 1^]

W(I,M;e) = E ^ (5)
k E exp(-K /2K )

k °

The transmission coefficients T^'^(E) are derived from the
optical model with spin-orbit interaction, where J = z+s
and s is the neutron spin with projection a on the space
fixed axis. The target spin and its projection on the space
fixed axis are denoted by and y, respectively. The
quantities c^'^"^ and C^'^o/I are Clebsh-Gordan coefficients.

The symmetric top wave functions D^^jrCe) are given by

D^^(e) = { (I+M) ! (I-M) ! (I+K) ! (I-K) ! l-^/"^ EMK
^

, ,.X, . /„.K-M+2X, /„,2I-K+M-2X
(-1) (sin e/2) (cos e/2)

(I-K-X) ! (I+M-X) ! (X+K-M) !X!
(6)

where the sum is over X = 0, 1, 2, 3... and contains all
terms in which no negative value appears in the denominator
of the sum for any one of the quantities in parenthesis.

5. Results of Calculations and Discussion

Computer calculations were utilized to search for a
value of K ^ in eqs . 3, 4, and 5 which minimized the
difference between the theoretical and experimental fission
fragment angular cross sections (x criterion). Examples
of such comparisons are shown for two energies in Figs. 1

^and 2 for three values of . The determined values of Kq
at each neutron energy are plotted in Fig. 3. These values
were computed with Perey-Buck neutron transmission
coef ficients . ) Calculations were performed also
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with Bjorklund-Fernbach neutron transmission coefficients
with very similar results.

2
The values of K are of the order of 4 to 5 for

neutron energies up to 600 keV. Values of this magnitude
may be associated with collective excitations. At higher
neutron energies, the values of Kq increase markedly. The
association of this break in the energy dependent Kg curve
with the introduction of contributions from two quasi-
particle states in the K spectrum gives a pairing energy
2A of 2.2 ± 0.1 MeV (based on = 4.90 MeV) . This value
is considerably larger than the same quantity for the Pu^"^^
ground state nucleus and agrees within experimental error
with a revised measurement^^ from the Pu (d,pf) reaction.
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FISSION CROSS-SECTION OF Th FOR THERMAL NEUTRONS

M. NEVE de MEVERGNIES and P. del MARMOL

C.E.N. - S. C.K. - MOL (Belgium)

The knowledge of the subthreshold fission cross-section of

Th is of interest for reactor physics and for fission physics. There is

only one measurement with thermal neutrons quoted in the literature, namely
the one by KORNEEV, SKOBKIN and FLEROV [l] . These authors used a

Sb -Be photoneutron source, surrounded by paraffin for slowing down the

30 keV neutrons, and a fission chamber as detector
;

they obtained

(T^ - (60 + 20) y b. We have remeasured this quantity, using a solid state

track detector and a purer thermal neutron spectrum.

232
The Th deposits were prepared by BCMN - EURATOM

(G^^ : an organic complex of 3.2 mg/cm thickness, containing (47 + 1) %
of Th, was fixed by electrospraying on an Al disk of 0.5 mm thickness

and 10 mm diameter.

As fission detector, we used a polycarbonate known as

Makrofol-E which registers the tracks of fission fragments
[2J ; these

tracks are made visible by etching with NaOH (6 N) at 60°C for about

30 min. , and are counted by means of a microscope (x 250 or x 500).

The Makrofol disks were held tightly against the Th deposits

in an Al or Cd box and were irradiated in the vertical thermal column of

the BRl graphite reactor operating at medium power (i.e. between 400 kW
and 1 MW). It is very important to have low gamma and fast neutron fluxes

at the irradiation position, so as to minimize the "background" due to photo-

and fast neutron - fissions. In our case, the Al or Cd sample-box was
placed, respectively, in a graphite or B^C container, located itself in a

lead cylinder of 10 cm diameter, and 10 cm height. At the irradiation

position, the unperturbed thermal flux is 2.5 x 10 n/cm sec, for 1 MV^
reactor power, and the ratio of thermal to^epithermal fluxes is 3.85 x 10

(corresponding to a Cadmium ratio of 1. 10 for Au). In spite of this high

value, the number of fissions recorded with the sample and Makrofol

detector inside the Cd-B^C container amounted to about 10 % of the number

recorded with the Al -graphite container.

Three irradiations were performed, two in the Al-graphite
container, and one in the Cd-B^C container ; the integrated thermal ^^es
at the surface of the contamers aniounted, respectively, to 8. 63 x 10

,

3.07 X 10 and 1.01 x 10 n/cm .
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The main errors on the results came from the uncertainty

on the Th-content of the deposits 2%) and the statistics of the track

counting. These two errors were combined and arbitrarily

multiplied by a factor of two so as to take into account any systematic error.

The following fission cross-sections were obtained :

Run n° 1 : 37 ± 2 ^b
Run n° 2 : 46 + 5 ^b

Weighted average : 39+4 yUb

This result is in rough agreement with the value (60 ± 20 |Ub) quoted in j^lj

It may be of interest to compare this value with the one

deduced from the well-known formula for the penetrability below the fission

barrier. For neutron energies far below the barrier, this formula can be
written as :

D %

where T ^
- average fission width

D - average level spacing

- fission threshold energy

-ko) = 650 keV

For thermal neutrons, one has

(therm.) = ^-^ )

where - average radiation width.

0

Combining (1) and (2) and using the following numerical values from
ref. [4] and [s] : D_ = 18.6 eV

=21.5 meV
(T^^g (therm.) =7.4 + 0.1 b

Ef = 1.35 MeV
A- -3

one obtains : vT^ (therm. ) = 2. 1 x 10 b,

i.e. a value about 50 times larger than the measured one. This disagreement

is similar to the one mentioned by E. RAE in the case of other nuclei

and probably points to the inadequacy of relation (1) far from the threshold

energy.
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A SINGLE LEVEL ANALYSIS OF U CROSS SECTIONS*

M. J. Schneider

Westinghouse Astronuciear Laboratory

PIftsburgh, Pennsylvania 15236

ABSTRACT

233
Experimental cross sections for neutrons on U have been fitted with a single level

Breit-Wigner least squares analysis from 0.4 to 61.4 eV. The total cross section measure-

ments by Pattenden and Harvey, and the simultaneously measured capture and fission

cross sections of Weston, et a I., were used. All three cross sections were fit simultaneous-

ly. Doppler broadening and experimental resolution were accounted for by using an ef-

fective sample temperature greater than its actual temperature. Sixty-three resonances

were found in this energy range, and with them the data can be well reproduced. Reso-

nance curves, plots of alpha vs. energy, the resonance parameters, and brief statistical

analyses of them are presented. Some disagreement is found between the present param-

eters and those recommended in BNL-325.

1. INTRODUCTION

233
This note describes a recent analysis of published experimental data on the n+ U

reaction. The low energy fission, capture, and total cross sections have been simu Itaneously

fitted with a series of non -interfering Breit-Wigner resonances ("single level fit"). The
fit was done from 0.4 to 61.4 eV, using the CDC-6600 computer and a fitting code, SPURS,

written at Westinghouse Astronuclear Laboratory. The analysis was done on the following

data:

P
From the SCISRS^ ^data file, the results of the Pattenden and Harvey measurement

L2f3,4]^^ the total cross section of ^^^U were selected. The simultaneously measured

capture and fission cross sections of Weston, et al.L^''^] were also used. These data were

obtained directly from the experimenters at Oak Ridge National Laboratory. They not only

represent the first simultaneous measurement of these two cross sections for 233u, but also,

one of the few measurements of its resonance capture cross section. Weston, et al. normal-

ized their data to the total cross sections of Pattenden and Harvey, both in magnitude and

in energy scale.

*The Nuclear Engine for Rocket Vehicle Application Program (NERVA) is administered by
the Space Nuclear Propulsion Office, a joint office of the U.S. Atomic Energy Commission

and the National Aeronautics and Space Administration. Aerojet-General Corporation as

prime contractor for the engine system and Westinghouse Electric Corporation as subcon-

tractor for the nuclear subsystem, are developing a nuclear propulsion system for deep

space travel.
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2. THE FITTING

The chief goal of the fitting was to compile a set of single level resonance param-

eters for 2^^U. The fitting code does not have the power to add or subtract resonances,

but only to juggle their parameters. The insertion of resonances thus represents a con-

scious decision on the part of the analyst. Resonances were inserted where they were

known to exist from other analyses, or where there was some other indication that they

were actually present. Resonances were not added solely because the fit disagreed with

the experimental curve. It is believed that the largest of these disagreements, particular-

ly in the fission curve, are caused by multilevel interference effects [8].

The statistical spin factor, g, was taken to be 1/2 for all resonances. On the rec-

ommendation of Moore and Simpson, [10] a constant potential scattering of 12.6 barns was

assumed. '

Other assumptions made in the fitting procedure were: (1) all neutrons have/^= 0;

(2) the fission and capture cross sections include no interference between resonances; (3)

interference between potential and resonance scattering can be satisfactorily accounted

for; (4) the sample nuclei! have a Maxwellian velocity distribution, and thus Doppler

broadening of resonance peaks may be inc ludedP] ; (5) experimental resolution may be

taken into account by defining an "effective temperature" of the sample, greater than its

actual temperature [9j.

The assumption that in the capture cross section no interference will be seen between

resonances is justified theoretical lyP] , but for the fission cross section one does expect

interference. The assumption is justified, then, by the accuracy with which the single level

parameters can reproduce the actual cross section curves. It is felt that agreement between

the two is close enough to be quite adequate for reactor applications.

The energy resolution of all measurements was a well known function of neutron

energy. SPURS was designed so that for a given run, the fission and capture data could be

given at one effective temperature, and the total cross section data at another. This is to

allow for cases like these, where the fission and capture data have one resolution and the

total cross section data another. The resolutions were averaged over each energy interval

for which SPURS was run. Each interval was small enough to minimize the disagreement

between the average and the extremes of resolution, but large enough so that SPURS could

fit several resonances at one time.

The fitting code has provision for a relaxation factor on all parameters. For the i'th

iteration, if the distance between experimental and calculated points is minimized by,

e.g., rf('+1) = r|:(i) + ATf, the code will take Tf
('+") = FfC) + r A Tf, where r is the

relaxation factor, inserted to prevent overshooting or rapid divergence: 0<r <1, The code

allows convergence to be checked after each iteration.

The code iterates on the parameters of up to seven resonances simultaneously and can

fit data at 200 energy points in one run. The initial parameters for the n' th run are the

final parameters of the n-1' th run. After each set of runs, calculated and experimental data

points can be plotted with the CalComp plotter for comparison. The set of uns from .4 to

25 eV, with five iterations and data at 1425 energy points, took 1/2 hour Central Processor

time on the CDC -6600.
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233 C'^ 4^
The zero' th guess al" the parameters of U was taken from Stehn, et al. (BNL-

325). For the resonances for which BNL-325 gives no parameters, zero' th guesses were

done by eye and usually needed more iterations than those resonances at which guesses

were more educated.

SPURS gives the analyst the option of weighting the experimental data so that

either the peaks or the valleys (or neither) in the resonance curve are given greater im-

portance when fitting. The present work was done with inverse weighting, i.e. more im-

portance was given to data in the valleys. This procedure can be justified by noting that

with no weighting, the peaks would have greater importance, since a 20 percent error at

high cross section values gives a greater contribution to the sum of the distances between

experimental and calculated data points than a 20 percent error at low cross sections.

Another argument in favor of inverse weighting is the fact that resolution errors lead to

smaller absolute errors in the valleys, than in the peaks. Consequently, one would want

to give more weight to valley data.

The fitting code was re-run for a group of resonances until either (1) it gave a good

reproduction of the experimental curve, or (2) increments in all parameters were small

(«1%), or perhaps (3) convergence couldn' t be improved with repeated iteration.

Careful attention was paid to the last increments in all parameters before iterating

was stopped and the parameters were accepted as approved. All resonances for which any

parameter failed to converge within 15 percent (i.e. in which the final increments were

larger than 15 percent) were suspect. There were 39 resonances for which all parameters

converged to within 15 percent of their final values. For 36 all parameters converged to

within 5 percent.

3. RESULTS

3.> jU__Below. 10 eV

The experimental data and fitted curves are shown in Figures 1 through 7. To correct

for negative energy resonances, the code allows a l/v correction term to be added to the

resonance cross section so that, e.g.,

/-f /r\ x-f reS/r-N
,
^corr 1.0252

afj3(E)= cjfi3(E) + c^j3 xY-^
where ^^^^

fis

With the final fitted parameters, the 1/v corrections needed to bring the thermal cross sec-

tion into agreement with the BNL-325 recommendations were

Fission: C^ = 436.2 barns
corr

Capture: C^ = 33 barns,
corr

The first area of sizable disagreement between curve and data points is in the region

around 3 eV. The shape of the valley of the fission curve is not well reproduced by the pre-

sent fit. This is presumed to be a multilevel interference effect, which would be expected in

fission, but not in capture. The present fit has its poorest performance in minima, but LynnD^J
has shown that it is in the minima that interference effects can have their greatest relative

influence. It is also possible that the approximation of a l/v correction to account for nega-

tive energy resonances may be contributing to errors in the valleys.

C.r" =C(.^(.0253) -(^'^'.^'(,0253),
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For the 1.55 eV resonance, which is overshadowed by the stronger 1.78 eV peak,

parameterization is much more difficult. This is one resonance for which disagreement

with the accepted parameters is greater than 50 percent. It is possible that interference

is playing a role here even though the present parameters reproduce the data well.

In an attempt to come closer to reproducing the height of the peak at 3.6 eV, it

was fitted with two closely spaced resonances. The results were not as good as with one

resonance and the attempt was abandoned. The peak at 4.7 eV was fitted under the assump-

tion that it was due to two resonances. The general shape of the peak has been fairly

well reproduced, but when iterating was stopped, the final change in the most poorly

converged parameter of these two resonances was 31 percent. Another disagreement be-

tween the present work and other parameter sets is seen for this peak at 4.8 eV, which was

attributed to two resonances, due to its irregular contour. Some of the area thus has been

given to a smaller resonance and the parameters of the larger one have been sharply

altered. For the resonances at 8.75 and 9.30 eV, it appears that interference effects play

a large role and the present parameters vary widely from other determinations.

3.2. 10-30 eV

The Oak Ridge capture data show a prominent peak at 11.8 eV, but this peak appears

neither in the fission curve nor in the total curve. The experimenters at Oak Ridge have

concluded D^3 that this peak is probably due to some impurity associated with the aluminum

backing in the fission chamber. It should be mentioned, however, that Nifenecker did use

a small resonance in this region in his analysis of the fission cross section P^l.

In the 10-30 eV region, the present fit again does not get all the way down into the

deepest valleys in the fission and total cross section data, presumably for the reasons men-
tioned above. A resonance was added at ~13.5 eV because of a definite bump in the fis-

sion curve adjacent to the 13.8 eV peak. This led to large variation from the generally

recommended parameters for the bigger resonance. The resonance at 26.5 eV did not con-

verge too well. The worst of its parameters had final increment 40 percent. All other

resonances from 12.7 to 32 eV converged to within 10 percent.

3.3. 30-60 eV

Above 30 eV the total cross section data are of poorer resolution, but are still useful.

Individual points of the capture cross section data frequently fall below zero in this region

(but not below -2 barns). The fluctuations of the capture data get worse also. Only the

fission data remain sharp. In one instance, an attempt was made to do a double fit on the

fission and total data only, ignoring the measured capture cross section. The attempt was

halted, however, when the resulting parameters gave capture cross sections that were in

clear disagreement with the measurements. Confidence was retained in the data because

the disagreement was not violent. Moreover, the necessity for using all three cross sections

was emphasized (assuming one has faith in them).

One would hope that the use of an effective temperature to account for the poor re-

solution of the total data, and the application of a least squares fit in counteracting the

fluctuations of the capture data, would have led to parameters in which one could have con-

fidence. Such was not the case. All resonances between 32.5 and 42.5 eV have parameters

which failed to converge to within 15 percent of their final values. Although the present

parameters in this range have less confidence attached to them, they reproduce moderately

well the fission and total data input.
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There are troublesome places where several resonances overlap closely; the region

between 32.8 and 34.5 eV was fitted with three resonances. Between 39 and 41 eV, the ex-

perimental fission data form a flat plateau which was fitted with four resonances. The break-

down of Breit-Wigner theory for c lose ly spaced resonances [8],h indered the fit here. The

present parameters can reproduce the data well, particularly for fission. Whether they re-

flect the actual physical situation is open to doubt. Parameters of the 63 resonances that

were found for are listed in Table 1 along with an indication of the degree of relia-

bility of the parameters for each resonance. In addition, the present parameters are com-

pared with those recommended in BNL-325 There have been mentioned several in-

stances where the disagreements are greater than 50 percent.

If the fitted alpha (capture ^ fission) curve is plotted on top of the experimental points,

agreement between the two is good except where the fit does not reach the valleys of the

fission curve. At higher energies, the alpha points scatter widely, reflecting the fluctuations

of the capture data.

3.4. Parameter Statistics

Some brief calculations were done to see how the present fission, capture, and re-

duced neutron width distributions compare with Porter-Thomas [p] predictions. The results are

shown in Figures 5 through 7. Distributions were made for all 64 resonances (including the

11.8 eV peak later discarded).

2
Porter and Thomas found that the reduced neutron widths obey a X distribution with

P(x, V )dx = _— - e dx for = 1 where x = -—
.

V277^ <rn°>

o
Figure 5 shows that the present 64 F^' s obey a distribution with i' = 2. From this distribution

one may conclude that this analysis has missed a number of resonances, as is typical of this

sort of fit. If the convergence criterion is imposed, the 39 most reliable r° 's obey a distri-

bution with = 3, showing that resonances with smallr° have less reliable parameters.

Very small resonances, those in tfie wings of others, and those that are closely spaced

and tend to join are the most likely to be obscured in the resonance curve, and thus missed in

the fit V^]. The relative magnitudes of T^, Tf, and F,- for 233u are such that (a) The height

of the capture curve at resonance is proportional to Fp and T^, but (b) the height of the fis-

sion curve at resonance is proportional to r^/Fp. Resonances tend to join as Fjr/D increases,

where D is the resonance spacing. Since all three causes of missed resonances lead to

omission of those with large Ff, it is expected that the present distribution of Ff (fig. 6) has

v smal ler than it real ly shou Id be.

Figure 7 shows the capture width distribution for 64 resonances. It is seen that this

distribution does not follow a curve for any value of v. The spread of capture widths con-
trasts with the = constant assumption of other workers C^^/^^j.

It is felt that the results of this analysis should benefit reactor calculations, and that

the simultaneous measurement and simultaneous triple fit processes provide important insights

into 233u cross sections and resonance parameters.
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TABLE I

RESULTS OF PRESENT WORK AND COMPARISON WITH PARAMETERS
RECOMMENDED IN BNL-325

FL.
o

[ev) 2a r
5

1 A
C

10"^ r^x
3

lu (eV)

This Quality This This This

BNL-325 Work of Fit BNL-325 Work BNL-325 Work BNL-325 Work

.17 .17 d .02 .02 40. 40.0 60. 60.

1.55 1.453 a 17. 7.64* 50. 24.9 600. 432.

1.78 1.786 a 31. 34.2 40. 49.2 220. 222.

2.30 2.284 a 18. 17.6 40. 39.9 46. 49.9

3.66 3.62 a 14.1 10.9 53. 38.6 180. 130.

4.81 4.662 c 28. 10.9 70. 2.36* 800. 463.
- 4.981 c - 5.46 - 12.8 - 372.

5.95 5.89 a 15. 16.7 80. 42.9 300. 389.
- 6.577 a - 19.0 - 28.3 - 322.

6.82 6.797 o 89. 75.6 53. 36.3 140. 99.8

7.60 7.466 c 4.1 1.36* 48. 30.0 150. 48.4*

8.75 8.662 c 6. .83* 40. 7.18 500. 29.2*

9.30 9.276 c 11.
'

9.87 50. 37.7 200. 225.

10.45 10.347 o 155. 158. 80. 45.1 260. 243.

11.5 1 1 .244 o 20. 22.5 (45.) 20.5* 350. 460.

12.9 12.747 o 140. 139. (45.) 39.2 260. 286.

13.8 13.501 b 41. 10.2* (45.) 56.8 320. 113.*
- 13.709 a - 15.8 - 11.4 - 114.

15.5 15.344 a 90. 82.4 (45.) 51.9 170. 121.

16.4 16.125 o 120. 70.3 (45.) 27.6 600. 329.

16.7 16.495 a 41. 60.6 (45.) 30.8 100. 127.

18.1 17.926 a 30. 20.0 (45.) 26.9 160. 82.8

18.6 18.394 o 17. 16.2 (45.) 52.9 120. 183.

19.1 18.908 a 170. 167. (45.) 45.0 270. 256.

20.8 20.542 o 110. 83.9 (45.) 56.7 420. 336.
22.1 2 1 .783 a 90. 103. (45.) 50.4 180. 184.

22.5 22.267 a 330. 375. (45.) 47.4 370. 452.

24. 23.692 a 100. 93.0 (45.) 23.3 600. 915.

25.5 25.228 c 100. 84.5 (45.) 41.4 330. 333.

26.0 (45.)

27.0 26.488 c - 69.1 (45.) 55.1 - 567.
oo one a 70.9 70.4 762.

29.2 28.974 a 160. 118. (45.) 20.0* 460. 379.

29.450 a 12.3 33.7 86.1

31.2 30.648 a 80. 60.6 (45.) 46.4 400. 265.
31.391 b 44.4 8.60 497.

32.3 31.918 o 110. 94.7 (45.) 40.3 200. 204.

32.914 c 20.1 59.5 302.
.
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TABLE I
- Cont'd.

E (eV)
o

2g r X
n

10^ (eV) r X 10^
c

(eV) r,x 10^
f

(eV)

This Quality This This This

BNL-325 Work of Fit BNL-325 Work BNL-325 Work BNL-325 Work

- 33.260 c 37.6 4.28 802.

34.9 34.274 c
1 -7r\
170. 274. /AC \

(45.) 5.49*
—7r\r\
700. 1264.

- 35.357 c
O "7 ZZ/.O .101 572.

- 35.936 c 14.7 82.6 262.

37.1 36.450 c VU.
"7 1 C71.5 f A C \

(45.)
Af\ 140.

1

O ~7f\270. 130.*

38.0 37.352 c 47.

1

/AC \

(45.)
IOC
18.5 239.

- 39.164 c zo.U 13.2 241.

40.2 39.673 c
A O C4o.5 n on3.83

A —7r\
470.

- 40.363 c 70.6 36.7 Z C 1
651.

41.3 40.944 c 26.8 32.1 91.1

43.2 42.516 c 66.6 67.7
1 / A
168.

44.2 43.397 a
IOC"
18.5 10.9 65.5

- 44.420 c 7.76 .035 266.

47.1 46.018 a 35.6 53.7 95.6

47.9 47.097 a 55.4 18.2 281.

49.3 48.601 a 205. 78.1 \77.

50.308 c 41.5 2.13 700.

51.4 50.853 c 4.30 .902 141.
- 51.854 e .07 .0005 1.04

54.0 53.032 a 58,5 14.1 213.

53.950 a 148. 51.0 j< A Z
486.

55.2 54.683 a 104. 33.9 OA A
204.

57.0 56.130 a - 456. - 70.8 - 975.

58.3 57.436 a 268.
1 O 1

18.1 7Z7.
- 58.384 a 90.1 - 25.0 - 321.
- 61.300 b 214. "70 "7

/V./ "71 O

* := difference greater than 50 percent.

0 --= assumed to be so by experimenter.

a -= good fit. converged to within 5 percent.

b == good fit. converged to within 15 percent.

c == poor convergence, but experimental data reproduced satisfactorily.

d == not fit, parameters taken from BNL-325.

e =- poor convergence,, data poorly reproduced.
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Figure 1. Experimental data and fitted curves for the fission, capture and total cross sections

of U from 0 to 8 eV.
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o
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Figure 2. Experimental data and fitted curves for^^^U cross sections from 8 to 20 eV.
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Figure 3. Experimental data and fitted curves for U cross sections from 20 to 40 eV.



UJ
o

I
I

I I I I
I

I I I I
I

I I I I
I

I I I I
I

I ' I I
I

I I I !
I

I I I I
I

I I I I
I

I

<rn*'>=l4.lxl0^eV

12 3 4
rn'^IN UNITS OF <rn°>

o
CO
LU

LxJ

CD

I I I I
I M I I

I I' I f
I I M I M I I I

I
I I I I

I I I I I
I I I I I

I
I I I I

<r^ >=.325eV

IN UNITS OF < r^>

12

8

4

I I I M I I I
I

I I I I
I

I I I I
I

I I I M I I I I
I

I M I
I

I I I I
I

I I I I

< To =.0348eV

I I J I I I I ] I I I ] I I I I ill I

0.5 1.5 2.5 3.5 4.5

Tc IN UNITS OF < TO
6I2296-9B

233Top: Figures. Reduced neutron width distribution for U—64 resonances.
Middle: Figure 6. Fission width distribution for ^^2y~64 resonances.
Bottom: Figure 7. Capture width distribution for ^^^U~64 resonances.

625





236 238 237 235
Relative Fission Cross Sections of U, U, Np, and -^-^U^

W. E. Stein, R. K. Smith, and H. L. Smith, University of California,
Los Alamos Scientific Laboratory, Los Alamos, New Mexico 87544

Abstract

Fission cross-section ratios ^^^U/^^^U, ^^^U/^^^U, and ^^"^Np/^^^U
have been measured with pulsed, monoenergetic neutrons in the energy range
1.0 to 5*0 MeV with time-of-flight background discrimination. Vacuum
evaporated fissile deposits (~ 0.5 rag/cm2) were placed back to back between
two 9*5 cm^ surface barrier detectors. Slow and fast output signaJLs were
obtained simultaneously from each detector by means of separate electron-
ic systems. Slow, linear pulses which exceeded a lower bound set to
reject alpha particles -were identified as fission events. The fraction
of fragment pulses below this bias, determined from an extrapolation of
the pulse-height spectrum, was ~ 1.2^. Only those fission events which
occurred during and a few nanoseconds after the neutron burst were re-

corded. This time interval, determined by the measured time resolution
(1.3 nsec FWHM) and the time waJ.k of the smallest pulses (~ 2 nsec), was
typically 6 nsec. Fission events induced by scattered neutrons which
occur at later times were excluded. Characteristics of this detector
system and preliminary data were reported earlier [^1]. Present results
include additional data on 238u/235u and 237Np/235u and new data on
236u/235u.

1. Introduction

Accurate values of neutron induced fission cross sections of
238u and 237np relative to that of 235u axe of considerable importance
in the calculation and evaluation of the performance of nuclear chain
reacting systems. Relative fission cross sections of these isotopes are
used as spectral indices in the measurement of neutron spectra in critical
assemblies. They also provide a check on the credibility of available
absolute fission cross sections. In addition the isotopes 238u and 235u
are possible major constituents of a nuclear reactor.

Relative values obtained from published cross sections lack the pre-
cision presently required. In many cases discrepancies of 10-15'^ exist
between various sets of experimental data. There are comparable disagree-
ments in the dependence of relative cross sections on neutron energy.

The present experiment was initiated to provide more accurate values
of the desired relative cross sections in the neutron energy range of 1.0
to 5*0 MeV. Since a description of the method and preliminary data have
been presented earlier [1], eniphasis in this paper will be placed on the
presentation of new data and on the evaluation of various sources of error
associated with these measurements. The latter effort not only provides

*Work performed under the auspices of the U. S. Atomic Energy Commission
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the uncertainties assigned to the present data, but also indicates where
improvements can be made in future measurements.

2. Experimental Method and Apparatus

The experiment consisted of counting fission fragments emitted by
each of two known masses of fissile deposits placed back-to-back and
irradiated with pulses of monoenergetic neutrons. Neutron bursts of
approximately one nanosecond duration and repetition rate of 2 x 10^

pulses/sec were obtained from the Los Alamos electrostatic accelerator,
Mobley buncher, and the T(p,n)3He reaction.

Fissile deposits were prepared by vacuum evaporation of the oxide
compounds onto 5 x 10" 3 inch thick, 1.875 inch diameter platinum disks.
Deposits were one inch diameter and ranged in thickness from 0.5 to 0.7
mg/cm^. Details of preparation and assay of these fissile sources have
been presented by H. L. Smith and J. P. Balagna [2].

Fission fragments were detected and recorded by means of 9*5 cm^
surface barrier detectors [3] and a fast- slow electronic system. Slow,

lineax pulses with amplitudes above a lower bound which was set to reject
alpha particles were identified as fission fragment pulses. The fraction
of fragment pulses below this bias, determined from an extrapolation of
the pulse-height spectrum, was 1.2*^ with a majcimiam deviation of ± 0.5^»
Only those fission events which occ-urred during ajid a few nanoseconds
after the neutron burst were recorded. Fissions induced by scattered
neutrons which traversed a longer flight path ajid reached the detector
at later times were rejected.

Details of the detector characteristics and estimates of the back-
groimd eliminated by fast timing have been previously presented [1].
Briefly stated, measurements with this relatively low mass detector
indicate that the backgroimd correction for 238u/235u at 2. 5 MeV would
be about 3 to 5^. This backgro\md is expected to vary with accelerator
operating conditions, neutron energy, and even the configuration of other
nearby equipment. It is therefore advantageous to eliminate by fast

timing the extraneous counts that actually exist during each particular
cross section measurement, rather than to make corrections based on an

independent set of background measurements.

3. Measurements

3 . 1, Procedure

The detector was positioned approximately 8.5 cm from the center of
the tritium target with the centers of the fissile deposits on the proton
beam axis. Detector efficiencies were determined from the ratio of the
measured alpha paxticle rate and the known disintegration rate of the
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fissile deposit. Fission counts from each detector were recorded for a
particular neutron energy and -specified integrated accelerator current.

A number of runs was made for each detector orientation. Typical pulse-
height and time spectra from each surface barrier detector were recorded
for both orientations.

Each of the recorded counts was corrected for the extrapolation to
zero pulse height, proper time interval, separation of the fissile deposits,
detector efficiency, and center of mass motion coupled with fragment aniso-
tropy. For each run the ratio of corrected counts was computed and a pre-
liminary cross-section ratio was obtained by including the ratio of fissile
deposit masses and the ratio of atomic weights. These provisional cross-
section ratios were fuarther corrected for the attenuation of the neutron
flux in the platinum backings and for inelastic neutron scattering in the
region of the detector not excluded by timing. For each neutron energy
the statistically weighted average of the cross-section ratio was obtained
for each detector orientation. The final relative cross section was found
from an average of these values for the two detector orientations. It is

to be noted that, if statistically coicparable data were obtained for each
orientation, the corrections for foil separation and neutron attenuation
would cancel in the final, average.

3.2. Discussion of Errors

The uncertainties assigned to these results were separated into two
categories. First, relative or point-to-point errors have been evaluated
in order to define the shape or dependence of the relative cross sections
on neutron energy. Table I gives the quantities or corrections which have
been considered in the determination of these uncertainties. The values
listed are the estimated standard errors in percent of the final cross-section
ratio. The second class of uncertainties are those which contribute to the
absolute error. These have been evaluated and are listed in a similar
format in Table II.

Errors associated with items marked could be reduced possibly a
factor of two in future measurements by providing sufficient counting
time, thinner fissile deposits, and improved data recording techniques.
Uncertainties assigned to the center of mass-anisotropy and inelastic
scattering corrections were derived from the errors associated with the
data used to obtain these corrections. Whenever possible similar sets
of data taken at different times were carefully compared for both shape
and absolute value. The consistency items in both tables reflect a
generous estimate of the discrepancies between various sets of similar
data.

3.3. Results and Discussion

The measured relative fission cross sections ^^^U/^^^U, ^"^^U/^^^U,
and 237np/235u are listed in Table III and shown in Figs. 1-3. The
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associated uncertainties shown in these figures are relative standard
errors. Absolute or overall errors which include for example uncer-
tainties in the masses of the fissile deposits (see Table II) are estima-
ted to be 2.2^0 for 236u/235u and 238u/235u, and 2.6fo for 237Np/235u.

The present results for 236u/235u are shown as solid circles in
Fig. 1. Open circles are the data from Table II of Laraphere [k'] for which
an estimated absolute error of 1.5% was assigned. Since these two sets of
data differ consistently by about 5% over the entire energy range common
to both experiments, there appears to be a real diseigreement between these
two experiments.

Results fron this experiment for u/ U along with the data of
Lamphere [U], Jarvis [5], and Smith, Henkel, and Nobles [6] are shown in
Fig. 2. Again the data of Lamphere are consistently higher than the pres-
ent results. In this case the discrepancy varies from about 6% at the
lower energies to about Q^o near 3*0 MeV. The square at 2.5 MeV represents
the value of 0.^25 ± 1.5^ reported by Jarvis. Ratios formed fran the results
of Smith, Henkel, and Nobles which have been corrected recently for neutron
scattering are also shown in Fig. 2 by the symbol x. Excellent agreement
is found between the results of this experiment and the values of Jarvis
and Smith, et al .

Np/ U results from this experiment are given in Fig. 3« Com-
parison data are not shown in this figure. Ratios formed from the data of
Henkel [7], which are the results most often quoted for this energy range,
are consistently lower than the present values by about 13'^« If however
the cross-section ratios for 237Np/238u are computed from the results of
this experiment, a direct comparison can be made with the measurements of
Schmitt ajid Murray [8]. Within the errors assigned to both measurements
and in the energy region common to these two experiments, good agreement is

found in such a comparison.

The authors are indebted to J. G. Povelites for the preparation of the
fissile deposits, to G. E. Hansen and J. A. Grundl for the evaluation of
most of the corrections used in this work, and to the operating personnel
of the Van de Gra^ff accelerator.
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TABLE I. Quantities or corrections considered in the evaluation of the

relative standard errors. Values listed are in percent of the final
cross-section ratio.

Item

Statistics (typical)

t

Relative time intervalt

Center of mass and
SLnisotropy

Inelastic Neutron
scattering

Relative consistency

Total relative standard
error (typical)

236^^235.

0.5

0.3

0.3

O.k

0.5

0.9

^3V^35^

0.5

0.3

O.i^

0.5

0.5

1.0

o.k

0.3

0.3

0.3

0.6

0.9

313-475 0-68—42



Table II. Quantities or corrections considered in the evsiluation of the
absolute standard errors. Values listed are in percent of the final
cross-section ratio.

Item ^36^/^33u ^38^^23^^ ^37^/23^^

Relative errors O.9 1.0 0.9

Pulse-height extrapolationt 0.6 0.6 0.6

Absolute time intervalt O.k O.k 0.4

Ratio of detector 0.8 0.6 I.7
efficienciest

Isotopic abundance 0.1 0.1 0.1

Absolute consistency 0.6 0.6 0.6

Subtotal of absolute I.5 1.5 2.I
standard error (typical.)

Ratio of fissile deposit 1. 5 1,5 1.5
masses

Total absolute error 2.2 2.2 2.6

tSee section 3B of text.

Table III. Relative fission cross sections. Ifacertainties are relative
standard errors.

Energy(MeV) 23V=^35u -35u -35u

1.00 0.271 + 0.005 1.21 + 0.01

1.25 O.U65 + 0.007

1.50 0.527 + 0.005 0.220 + 0.003 1.28 + 0.01

1.75 1.30 + 0.01

2.00 0.596 + 0.005 0.403 + 0.004 1.31 + 0.01

2.25 0.639 + 0.006 0.415 + 0.004 1.32 + 0.01

2.50 0.666 + 0.006 0.417 + 0.004 1.33 + 0.01

2.75 0.666 + 0.006 0.4l8 + 0.004 1.35 + 0.01

3.00 0.681 + 0.006 0.422 + 0.004 1.35 + 0.01

3.25 0.696 + 0.006 0.432 + 0.005 1.36 + 0.01

3.50 0.717 + 0.006 0.452 + 0.005 1.36 + 0.01

3.75 0.729 + 0.007 0.465 + 0.005

k.OO 0.735 + 0.007 0.474 + 0.004 1.35 + 0.01

k.23 0.7^^3 + 0.006 0.478 + 0.005

h.30 0.759 + 0.007 0.489 + 0.006 1.38 ± 0.01

0.750 + 0.007 0.487 + 0.005

5.00 0.750 + 0.007 0.481 + 0.005
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LOW ENERGY U-235 MEASUREMENT
s"'"

S. Weinstein"'" and R. C. Block

Division of Nuclear Engineering and Science
Rensselaer Polytechnic Institute

Troy, New York 12180

A method has been developed for high resolution
measurements of the variation of V with incident neu-
tron energy. The system utilizes the Rensselaer LINAC
as a source of neutrons, a multiplate ionization chamber
to detect fission fragments, and a 0 . 75 meter gadolinium-
loaded liquid scintillation tank to detect the prompt
fission neutrons. The data is processed and stored in
a PDP-7 on-line computer, with up to 12 values of
multiplicity allowed for both fission and background
events associated with each time-of- flight channel.
For the energy region from 0.012 eV to 40.0 eV we
have found that, to within 0.25%, the values of for
U-235 do not differ from the value at 0.0253 eV.

"Work supported by the U. S. Atomic Energy Commission under
Contract AT (30- 3) 328.

+In partial fulfillment of S. Weinstein's doctoral thesis.
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1. INTRODUCTION

The prediction of both criticality and breeding ratio
in reactors depends upon the energy dependence of eta, the
number of fission neutrons emitted per neutron captured in
the fissile nuclide. Since

—— where <^ r
eta = /

-^*<

it is usually assumed that the energy variation in eta is
primarily_a reflection of the variation in <K , and that the
value of V is a very slowly varying linear or quadratic
function of the energy of the neutron that induced the
fission. Questions about the adequacy of the latter assump-
tion for the resolved resonance region can be raised as a
result of recent experiments involving the energy dependence
of fission fragment kinetic energies , > -^z and of fission
mass yields. (3,4) The experiment that is being reported here
has as its objective the determination of the energy depend-
ence of v for U-235 to an overall accuracy of about 0.25%
for the major resonances below 40 eV and over the range
from 1.0 eV to 0.01 eV.

2. EXPERIMENTAL ARRANGEMENT

Figure 1 is a sketch of the major components of the
experiment. The neutron pulse is produced in a water-
cooled tantalum target by the electron pulse from the RPI
LINAC, and is partially moderated and reflected toward
the detector by a 1.0 in. polyethylene disk (M) . The neutrons
travel approximately 25 meters to the detector through an
evacuated flight tube. The detector (FC) is a 28 plate fission
ionization chamber containing 4.5 grams of very pure (99.9%)
U-235. The chamber is situated at the center of the flight
tube of a 0.70 meter diameter scintillation tank. Both the
fission chamber and the tank are on loan by the Oak Ridge
National Laboratory. The liquid scintillant in the tank
is primarily xylene, containing 0.5 wt . 7o gadolinium. The
scintillations in the tank are viewed by four 58 AVP photo-
multiplier tubes (P) whose photocathode faces are directly
immersed in the liquid.

3. EXPERIMENTAL PROCEDURE

A fission in the chamber is accompanied by three events:
a. the emission of highly ionizing fission fragments

in the fission chamber.
b. the emission of prompt fission gamma rays.
c. the emission of v prompt fission neutrons.

fissile
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A coincidence between the fragment pulse from the fission
chamber and the prompt gamma pulse from the tank is taken
as an indication that a fission has occurred. This coin-
cidence pulse opens a 30 microsecond gate to a fast scaler
that counts the number of fission neutrons emitted. Most
of the prompt fission neutrons enter the scintillation tank
and, after many collisions with the hydrogen in the scin-
tillant, are thermalized. The thermalized neutrons diffuse
in the liquid and are preferentially absorbed by the gado-
linium with a mean time for absorption of 10 microseconds.
The fast scaler thus stores the number of gadolinium cap-
ture gamma events during a 30 microsecond gate following
the fission event.

The fast scaler gate can also be opened by a background
sampling pulse, either from a random pulse generator or a
periodic generator whose frequency is not synchronized with
the LINAC. This precedure samples the number of background
counts per gate over the time-of- flight interval.

The data is sorted in a logic-timing circuit and routed
to a PDP-7 computer. The computer stores the data in a
three dimensional storage array, with 256 time-of- flight
channels for each of 12 values of neutron multiplicity
(from 0 through 11) for both the fission events and the
background events.

4. RESULTS

The value of 1^ in time-of- flight channel i is given by

Zn(FG)n,i Z i^(BG)n,i

U. = 1
n - n

where n is the detected multiplicity, with possible values
from 0 to 11

(FG)n i is the number of fission gates corresponding
' to a multiplicity n in time-of- flight channel i.

(BG)j^ i is number of background gates corresponding
' to a multiplicity n in time-of- flight channel i,

€: is the overall efficiency of the system for
detecting U-235 fission neutrons.

In the U-235 measurement reported here the value of ^ was
found to be 0.660_2^ based on a 2200 meter/sec value of 2.414
for U-235 prompt i^ .

Figure 2 is a plot of the energy variation of i^' for
U-235 in the energy range from 1.0 to 0.01 eV, and Fig. 3
a plot of the same quantity determined for each resolved
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resonance from 40 to 1.2 eV. The values have been corrected
for background events and for accidental coincidences due to
alpha particle pile-up in the fission chamber. They have
not yet been corrected for dead-time losses in the 10 MHZ
fission neutron scaler.

The analysis for the data shown in Figs. 2 and 3 have
been carried to the point where nearly all of the possibly
important sources of systematic errors have been shown to
be insignificant or have been corrected for. A thorough
statistical analysis has not as yet been performed with all
of the data, but it does appear that these results are con-
sistent with the hypothesis that, to + 0.25%, the fission
neutron multiplicity induced by neutrons in the energy range
from 0.01 to 40 eV has a constant value. However, we now
estimate that the application of the dead-time correction
would be reflected as an additional 0.1 to 0.2% variation
in the observed energy dependence of the neutron multiplicity.
Accurate corrections for this effect are now being made.

Recently we have started a cooperative experiment with
ORNL to measure y and c< for Pu-239 and U-233. The fission
ion chambers have been supplied by Oak Ridge and contain
about 1.5 grams of Pu-239 and 1.0 gram of U-233. In these
n7 experiments we hope to extend the energy range of the
measurements to 10 keV and possibly 40 keV.

5. REFERENCES

(1) M. S. Moore and L. G. Miller, "Channel Effects in the
Kinetic Energy of Fragments of Fission Induced by Low-
Energy Resonance Neutrons," in The Proceedings of the
Symposium on Physics and Chemistry of Fission, IAEA,
Salzburg, March 22-26, 1965, Vol. I, p. 87.

(2) E. Melkonian and G. K. Mehta, "Variation of Fission
Fragment Kinetic Energy Distribution, Mass Distribution,
and Yield of Long-Range Alpha Particles in the Resonance
Neutron Induced Fission of U-235 and Pu-239," in The
Proceedings of the Symposium on Physics and Chemistry
of Fission, IAEA, Salzburg, March 22-26, 1965, Vol. II,
p. 355.

(3) K. T. Faler and R. L. Tromp, "Variation in U-235 Mass
Yields at Neutron Energies Below 0.5 eV," Phys. Rev.,
Vol. 131 (1963) No. 4, p. 1746.

(4) G. A. Cowan, et al., "Symmetry of Neutron- Induced U-235
Fission at Individual Resonances II," Phys. Rev., Vol. 130
(1963) No. 6, p. 2380.
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