ACTION: Notice; public meeting.

SUMMARY: The Pacific Fishery Management Council’s (Pacific Council) Groundfish Management Team (GMT) will hold a week-long in-person work session that is open to the public.

DATES: The GMT meeting will be held Monday, January 29, 2024, from 12:30 p.m., Pacific Standard Time, until business for the day has been completed. The GMT will reconvene Tuesday, January 30 through Friday, February 2, 2024, from 8:30 a.m. until business for each day has been completed.

ADDRESSES: Meeting address: The meeting will be held at the Pacific Fishery Management Council Office, Large Conference Room, 7700 NE Ambassador Place, Suite 101, Portland, OR 97220–1384.

This work session is being conducted in person with a web broadcast that provides the opportunity for remote public comment. Specific meeting information, including directions on how to join the meeting and system requirements will be provided in the meeting announcement on the Pacific Council’s website (see www.pacouncil.org). Please contact Mr. Kris Kleinschmidt (kris.kleinschmidt@noaa.gov) or (503) 820–2412 for technical assistance.

Council address: Pacific Fishery Management Council, 7700 NE Ambassador Place, Suite 101, Portland, OR 97220–1384.

FOR FURTHER INFORMATION CONTACT: Mr. Todd Phillips, Pacific Council; telephone: (503) 820–2426.

SUPPLEMENTARY INFORMATION: The primary purpose of this week-long work session is for the GMT to prepare for 2024 Pacific Council meetings. Specific agenda items will include: the 2025/2026 harvest specifications and management measure process, stock assessment and review planning, and GMT chair/vice chair elections. The GMT may also address groundfish management actions the Pacific Council has indicated on their Year-at-a-Glance calendar, such as: stock definitions, limited entry fixed gear marking and entanglement risk reduction, and groundfish workload and new management measure prioritization agenda items. A detailed agenda will be available on the Pacific Council’s website prior to the meeting.

Although non-emergency issues not contained in the meeting agenda may be discussed, those issues may not be the subject of a final action during these meetings. Action will be restricted to those issues specifically listed in this document and any issues arising after publication of this document that require emergency action under section 305(c) of the Magnuson-Stevens Fishery Conservation and Management Act, provided the public has been notified of the intent to take final action to address the emergency.

Special Accommodations
Requests for sign language interpretation or auxiliary aids should be directed to Mr. Kris Kleinschmidt (kris.kleinschmidt@noaa.gov; (503) 820–2412) at least 10 business days prior to the meeting date.

Authority: 16 U.S.C. 1801 et seq.

Dated: September 27, 2023.

Rey Israel Marquez,
Acting Deputy Director, Office of Sustainable
Fisheries, National Marine Fisheries Service.

[FR Doc. 2023–21727 Filed 9–29–23; 8:45 am]
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Initiative To Protect Youth Mental Health, Safety & Privacy Online

AGENCY: National Telecommunications and Information Administration, Department of Commerce.

ACTION: Notice, request for comment.

SUMMARY: Preventing and mitigating any adverse health effects from use of online platforms on minors, while preserving benefits such platforms have on minors’ health and well-being, are critical priorities of the Biden-Harris Administration. On behalf of the Department of Commerce and in conjunction with the other members of the United States government’s Task Force on Kids Online Health and Safety, the National Telecommunications and Information Administration (NTIA) seeks broad input and feedback from stakeholders on current and emerging risks of health (including mental health), safety, and privacy harms to minors arising from use of online platforms. This request also seeks information about potential health, safety and privacy benefits stemming from minors’ use of online platforms. Finally, we seek input on current and future industry efforts to mitigate harms and promote the health, safety and well-being of minors who access these online platforms. The data gathered through this process will be used to inform the Biden-Harris Administration’s work to advance the health, safety, and privacy of minors.

DATES: Written comments must be received on or before November 16, 2023.

ADDRESSES: All electronic public comments on this action, identified by Regulations.gov docket number NTIA–2023–0008, may be submitted through the Federal e-Rulemaking Portal at http://www.regulations.gov. The docket established for this request for comment can be found at www.Regulations.gov, NTIA–2023–0008. To make a submission, click the “Comment Now!” icon, complete the required fields, and enter or attach your comments. Additional instructions can be found in the “Instructions” section below after “Supplementary Information.”

FOR FURTHER INFORMATION CONTACT: Please direct questions regarding this Request for Comment to Kids Online team at KOHSrfc@ntia.gov with “Kids Online Request for Comment” in the subject line. If submitting comments by U.S. mail, please address questions to Ruth Yodaiken, National Telecommunications and Information Administration, U.S. Department of Commerce, 1401 Constitution Avenue NW, Washington, DC 20230. Questions submitted via telephone should be directed to (202)–482–4067. Please direct media inquiries to NTIA’s Office of Public Affairs, telephone: (202) 482–7002; email: presse@ntia.gov.

SUPPLEMENTARY INFORMATION:

I. Background and Authority

On May 23, 2023, the Biden-Harris Administration announced several key actions to protect the health, safety, and privacy of young people online, including the formation of an interagency Kids Online Health and Safety Task Force (Task Force). The Task Force was developed primarily in response to concerns about the role that online platforms have in the “unprecedented youth mental health crisis” in the United States today. In order to address health and safety concerns related to minors and the online environment, the Task Force will “review the status of existing industry efforts and technologies to promote the health and safety of children and


2 Id.
teenagers vis-à-vis their online activities, particularly with respect to their engagement in social media and other online platforms.”3 The Task Force is further charged with developing voluntary guidance, policy recommendations, and a toolkit on safety-, health- and privacy-by-design for industry in developing digital products and services.

The Task Force is led by the Department of Health and Human Services in close partnership with the Department of Commerce, through the National Telecommunications and Information Administration (NTIA). It is comprised of senior representatives from the Department of Education, the Department of Justice, the Department of Homeland Security, the Federal Trade Commission, the National Institute of Standards and Technology, the Office of the Surgeon General, the Centers for Disease Control and Prevention, the National Institutes of Health, the Office of the Assistant Secretary for Health, the Office of the Assistant Secretary for Children and Families, and the White House Domestic Policy Council, Office of Science and Technology Policy, the National Economic Council, and the Gender Policy Council.

In announcing the Task Force, the Administration referred to existing research and reports from news and medical sources, including an American Psychiatric Association poll finding that “more than half of parents express concern over their children’s mental well-being.”4 The Administration cited “undeniable evidence that social media and other online platforms have contributed to our youth mental health crisis.”5 Concurrently, the Surgeon General of the United States issued an Advisory that labeled the potential harm to American youth stemming from use of online platforms an “urgent public health issue,” citing “increasing concerns among researchers, parents and caregivers, young people, healthcare experts, and others about the impact of social media on youth mental health,”6 and called for action by, among others, technology and online service providers.7 Moreover, there is growing consensus about the need to fund research to more fully understand the complexity of the overall impact of social media, and technology use more generally on youth mental health and socio-emotional and cognitive development, including differential impacts by developmental stage and on certain populations of youth. Social media and other online platforms are nearly ubiquitous, and minors spend substantial amounts of time using them. Yet, technology and online service providers’ practices, such as design choices and policies regarding data access, have remained opaque to varying degrees, leaving the scientific community unable to fully understand the scope and scale of the impact that social media and other online platforms have had, and continue to have, on youth mental health and well-being.8 As the Surgeon General stated, action is needed now: “[C]hildren and adolescents don’t have the luxury of waiting years until we know the full extent of social media’s impact. Their childhoods and development are happening now.”9

1. Health, Safety and Privacy: Specific Areas of Concern

Minors’ use of social media and other online platforms have produced an evolving and broad set of concerns, touching on, among other things, health, safety, and privacy.10 These concerns include impacts upon mental health, brain development, attention span, sleep, addiction, anxiety, and depression.11 These concerns stem from both the design of the social media environment and the specific types of content to which minors are exposed, often repeatedly over long periods of time. Exposure to self-harming and suicide-related content, for example, have been linked in some cases to deaths of minors.12 Some online material appears to disproportionately affect subgroups of youth, including racial, ethnic, sexual and gender groups. For example, evidence shows that such sustained and high volume exposure to online materials negatively affect girls’ self-esteem and body images.13 Safety is also an area of concern related to use of online platforms, particularly the risk of predators targeting minors online for physical, psychological, and other forms of abuse, including sexual exploitation, extortion (or sextortion)14 and cyberbullying.15 Adult and children frequently use the same online platforms, particularly social media platforms, and that enables adults to readily engage children who are ill-equipped to understand the adults’ intentions. Parents and guardians, who are called upon to regulate their children’s use of online platforms, are often provided little to no information about these potential harms. Minors similarly lack the necessary information.

Social media and other online platforms also pose risks to minors of infringements on privacy, with concerns focused on the particularly sensitive nature of images and other personally identifiable information such as educational records, including misuse, minors’ vulnerability to harms from those with access to such information, and, more generally, minors’ exposure to comprehensive surveillance.16 Concerns regarding minors’ privacy are exacerbated by the rise of data analytics and tracking tools that collect and make use of large quantities of personal data, especially among younger users.

3 Id. For the purposes of this Request for Comment, the term “social media” and “online platforms” encompass a wide array of modern technology from video sharing networks, such as TikTok, Twitch and YouTube, to social networks such as Facebook, Instagram. It includes the many gaming networks in addition to Twitch, such as Discord, Roblox and Xbox, which allow individuals to interact with each other through, and adjacent to, games.


5 White House Fact Sheet.


8 Advisory at 13.

9 The terms “minors” and “youths” are used in this document to describe people under 18 years of age.

10 See generally, Advisory.

11 See generally, Advisory.


13 See, e.g., Advisory at 8 (noting the issue of social comparison).


often along with offering free or reduced-cost access to online services.\textsuperscript{17} Youth are among those most affected by the state of the industry and can be targeted specifically.\textsuperscript{18} In addition, as noted above, data — especially if not secured properly—can be misused by predators for criminal or other purposes. Ongoing developments in communications and information-processing technologies, including rapid advances in artificial intelligence capabilities and use, might produce new risks to minors’ privacy, health and safety.\textsuperscript{19} Further, earlier this year, there were many news reports about an AI-powered chatbot that gave out what seemed to be harmful advice in response to inquiries about getting help for eating disorders.\textsuperscript{19}

2. Benefits

While social media and other online platforms pose risks to minors, these offerings also can facilitate and provide immense benefits for minors. The Biden Administration, through NTIA and other agencies, is engaged in an historic initiative to bring robust and affordable internet access to all Americans. This project will allow greater youth participation in the modern digital economy, open access to increased digital learning opportunities and after-school activities, broadened access to health care (including telehealth), enhance civic engagement, help students participate in a wide range of activities, and more.\textsuperscript{20} Health or other benefits that social media and related platforms offer to many youth include, for example, creating space for self-expression, developing and sustaining social connections, providing skill-building opportunities and buffering against negative conduct and speech, and providing online emergency services.\textsuperscript{21} The Surgeon General’s Advisory noted that access to online platforms is "especially important for youth who are often marginalized, including racial, ethnic, and sexual and gender minorities."\textsuperscript{22}

3. Efforts To Assess and Address Risks, and Mitigate Harms

The Task Force is charged with exploring ways to assess and address risks and harms to minors online. Among other things, the Task Force will evaluate how best to harness technology for these purposes and will consider best practices across social media and online platforms and their use.\textsuperscript{23} For many years, individuals and organizations around the globe have been working to identify specific risks and harms posed by evolving technologies and to explore methods and mechanisms to mitigate such harms.\textsuperscript{24} Congress has been exploring these issues through hearings and legislative proposals.\textsuperscript{25} Similarly, legislators in states, such as California and Texas, have been adopting measures to try to spur changes among social media and other companies.\textsuperscript{26} Provisions being explored include the use of default settings, adoption of particular privacy features, and further use of age gates (limiting access by age). Many agencies represented on the Task Force have taken actions designed to advance minors’ interests to protect their health, safety and privacy online. The Department of Commerce is working to “promote efforts to prevent online harassment and abuse” of youth by increasing awareness and support for youth victims, among other efforts.\textsuperscript{27} While not targeted at youth, the National Institute of Standards and Technology has worked with industry to improve ID verification and authentication that might be relevant to age verification.\textsuperscript{28} The Federal Trade Commission, which enforces the Childrens Online Privacy Protection Act (COPPA), is assessing data surveillance practices both generally and with specific regard to minors.\textsuperscript{29} The Department of Education, which enforces the Family Educational Rights and Privacy Act (FERPA), is pursuing initiatives focused on privacy of students using digital technology for education.\textsuperscript{30} The Department of Justice


\textsuperscript{20} More on this topic can be found on the NTIA web page on High-Speed internet, https://www.ntia.gov/category/high-speed-internet.

\textsuperscript{21} See, e.g., Advisory at 6.


\textsuperscript{23} White House Fact Sheet (“Children are subject to the platforms’ excessive data collection, which they use to deliver sensational and harmful content and troves of paid advertising. And online platforms often use manipulative design techniques embedded in their products to promote addictive and compulsive use by young people to generate more revenue. Social media use in schools is affecting students’ mental health and disrupting learning. Advances in artificial intelligence could make these harms far worse, especially if not developed responsibly. Far too often, online platforms do not protect minors who use their products and services, even when alerted to the abuses experienced online.”).


\textsuperscript{27} White House Fact Sheet.


\textsuperscript{30} White House Fact Sheet [noting also that “[s]ocial media use in schools is affecting students’ mental health and disrupting learning’’]; see also The Washington Post, Students Can’t Get Off Their Phones During COVID (Dec. 14, 2021).
and the Department of Homeland Security are working to enhance their efforts to, among other things, (i) identify and prosecute those who sexually exploit children online, (ii) identify, rescue, and provide support to children who have been sexually victimized, (iii) provide some transparency and accountability concerning the online harms children face every day, and (iv) undertake education and prevention efforts to help children avoid becoming victims of sexual exploitation. 31 The National Institutes of Health, in accordance with the CAMRA Act, supports biomedical and behavioral science research to study the health impacts of digital media exposure on youth, which may include the positive and negative effects of exposure to and use of media, (such as social media, applications, websites), to better understand the relationships between media and technology use and individual differences and characteristics of children and to assess the impact of media on youth over time.32

All around the world, nation-states, civil society organizations, and researchers are working to determine how best to keep children and teens safe while maximizing the benefits of social media and other online platforms.33 For example, the United Kingdom’s age-appropriate design codes incorporate such elements as the use of techniques to manipulate minors into agreeing to give up some privacy.34 Parents, guardians, caregivers and advocates for youth have taken up the mantle.35 In addition, researchers across a range of disciplines have identified methods and approaches to embedding and respecting societal values through the design, deployment, configuration, and regulation of technical systems.36 In particular, researchers developed methods and tools to identify and define such values and account for potential harms, including physical and mental health concerns arising from design choices, and those efforts are relevant to children’s wellbeing.37 Businesses and associations, including those in the technology sector, have taken some steps to assess and address these problems.38 For example, as the UK’s age-appropriate design laws took effect, TikTok turned off nighttime notifications for children.39 Other companies offer age-verification tools, parental controls,40 and/or guidance for parents and guardians seeking to protect minors online.41 YouTube offers a separate application for children under 13, which allows parents to limit minors’ screen time and disable some search capabilities.42 Industry can, however, do more to protect American children and teens online. Reports and recommendations focused on youth protection online platforms often include recommendations for the tech sector.43 The Surgeon General’s Advisory included requests for more access to tech companies’ data for health research and urged these companies to develop “platforms, products, and tools that foster safe and healthy online environments for youth, keeping in mind the needs of girls, racial, ethnic, and sexual and gender minorities.”44

II. Objectives of This Notice


43 Advisory at 15 (noting what policy makers can do about access to data) and 16 (listing what tech companies can do).
NTIA seeks public input and feedback from a wide array of stakeholders, including parents, guardians and caregivers; educators and administrators; scientists and technologists; youth advocates; regulators and law enforcement; civil advocates and those in the advertising and business communities, including influencers and those involved with social media and online platforms; experts on relevant medical, legal, and other matters pertinent to the Task Force’s mandate; and other interested parties. This input will inform the Task Force’s recommendations and future work.

III. Instructions for Commenters

NTIA welcomes input on any matter that commenters believe is important to the Kids Online Health and Safety Task Force’s efforts to review how use of, and exposure to, social media and other online platforms impact the health and well-being (including safety and privacy) of youth. Further, NTIA seeks feedback on current industry practices, and ways that the private sector, parents and guardians, the U.S. government, and any other party might improve the current status quo.

Commenters are invited to comment on the full range of issues presented by this RFC and are encouraged to address any or all of the following questions, or to provide additional information relevant to the Task Force. As noted above, much work has been done in specific areas identified below. This Request for Comment seeks to supplement that work, rather than repeat it, and to draw out the works or ideas that might be useful for discussion.

This request particularly welcomes comment providing or advancing thinking as to: (1) identification of the health, safety and privacy risks and benefits for minors from the use of online platforms and services; (2) information on the status of industry efforts and technology; (3) practical solutions to the specific identified issues, and (4) guidance to parents, guardians, and caregivers that is based upon rigorous evaluation and has been shown to be effective in specific, articulated ways.

The term “social media and other online platforms” could encompass many services and technologies. These include, among others, platforms set up as social media, gaming platforms and interactive games (even if decentralized), online platforms or websites that host postings of video and other content, and even search engines could be viewed as advertising platforms. However, the relevant items for discussion are how the various types of social media and other online platforms are tied to minors’ safety, health, and privacy. Similarly, commenters are asked to differentiate, where appropriate, the categories to be specific about the types of social media and other online platforms and the specific types of harm they are describing as they discuss various aspects of this topic, including which minors that they are referencing.

The questions below cover issues that could affect youth of all ages, from toddlers to adolescents. This Request for Comment is meant to be all-encompassing, and the terms “minors” and “youths” are used in this document to describe people under 18 years of age. However, it is helpful to note with some specificity if particular harms or solutions, for example, are more relevant to specific demographic or age groups or youths with accessibility requirements benefit in particular (for example, blind youth, low-income youth, or youth affiliated by gender, sexuality, race, or religion).

Commenters are not required to respond to all questions. When responding to one or more of the questions below, please note in the text of your response the number of the question to which you are responding. Commenters are welcome to provide specific actionable proposals, rationales, and relevant facts. Commenters should include a page number on each page of their submissions. Please note that for this comment, because of the volumes of material already available in this area, NTIA is requesting concise comments that are at most fifteen (15) single-spaced pages. Commenters are welcome to provide citations to other work detailing particular areas of concern, studies, or solutions.

Please do not include in your comments information of a confidential nature, such as sensitive personal information or proprietary information. All comments received are a part of the public record and will generally be posted to Regulations.gov without change. All personal identifying information (e.g., name, address) voluntarily submitted by the commenter may be publicly accessible. Information obtained as a result of this notice may be used by the federal government for program planning on a non-attribution basis.

Identifying Health, Safety, and Privacy Risks and Potential Benefits

1. What are the current and emerging harms or risks of harm do social media and other online platforms? a. What harms or risks of harm do social media and other online platforms facilitate with respect to, or impose upon, minors? b. What are the specific design characteristics that most likely lead to behavior modifications leading to harms or risks? c. What information concerning platform safety is provided to parents, caregivers, and children by providers? Where is that information? Where could it be located that would provide the best avenue to reach parents, caregivers, and children?

d. For each harm or risk identified, please note whether imposition of such harm or risk is currently subject to civil or criminal legal sanction, and, if so, whether these existing legal frameworks adequately deter and/or penalize such imposition.

e. Are these harms evenly distributed? Or do they accrue disproportionately to certain demographic or age groups or youths with accessibility requirements (for example, based on gender, sexuality, age, race, or religion)? f. Is the likelihood of these harms enhanced, facilitated, incentivized, created, or alleviated by technical design characteristics, business arrangements, or other contingent factors?

g. Conversely, are the factors that facilitate harms and risks in this area inherent in social media and other online platforms’ offerings?

h. Do specific applications of artificial intelligence and/or other emerging technologies exacerbate or help alleviate certain harms or risks of harm in this area? If so, which and how?

2. Are there particular market conditions or incentives built into the market structure that enhance or deter benefits and/or harms that should be addressed and/or encouraged?

3. What are the current and emerging health and other benefits—such as sensitive personal information or proprietary information. All comments received are a part of the public record and will generally be posted to Regulations.gov without change. All personal identifying information (e.g., name, address) voluntarily submitted by the commenter may be publicly accessible. Information obtained as a result of this notice may be used by the federal government for program planning on a non-attribution basis.

Identifying Health, Safety, and Privacy Risks and Potential Benefits

1. What are the current and emerging harms or risks of harm to minors associated with social media and other online platforms?

a. What harms or risks of harm do social media and other online platforms facilitate with respect to, or impose upon, minors?

b. What are the specific design characteristics that most likely lead to behavior modifications leading to harms or risks?

c. What information concerning platform safety is provided to parents, caregivers, and children by providers? Where is that information? Where could it be located that would provide the best avenue to reach parents, caregivers, and children?

d. For each harm or risk identified, please note whether imposition of such harm or risk is currently subject to civil or criminal legal sanction, and, if so, whether these existing legal frameworks adequately deter and/or penalize such imposition.

e. Are these harms evenly distributed? Or do they accrue disproportionately to certain demographic or age groups or youths with accessibility requirements (for example, based on gender, sexuality, age, race, or religion)?

f. Is the likelihood of these harms enhanced, facilitated, incentivized, created, or alleviated by technical design characteristics, business arrangements, or other contingent factors?

g. Conversely, are the factors that facilitate harms and risks in this area inherent in social media and other online platforms’ offerings?

h. Do specific applications of artificial intelligence and/or other emerging technologies exacerbate or help alleviate certain harms or risks of harm in this area? If so, which and how?

2. Are there particular market conditions or incentives built into the market structure that enhance or deter benefits and/or harms that should be addressed and/or encouraged?

3. What are the current and emerging health and other benefits—such as sensitive personal information or proprietary information. All comments received are a part of the public record and will generally be posted to Regulations.gov without change. All personal identifying information (e.g., name, address) voluntarily submitted by the commenter may be publicly accessible. Information obtained as a result of this notice may be used by the federal government for program planning on a non-attribution basis.

Identifying Health, Safety, and Privacy Risks and Potential Benefits

1. What are the current and emerging harms or risks of harm to minors associated with social media and other online platforms?

a. What harms or risks of harm do social media and other online platforms facilitate with respect to, or impose upon, minors?

b. What are the specific design characteristics that most likely lead to behavior modifications leading to harms or risks?

c. What information concerning platform safety is provided to parents, caregivers, and children by providers? Where is that information? Where could it be located that would provide the best avenue to reach parents, caregivers, and children?

d. For each harm or risk identified, please note whether imposition of such harm or risk is currently subject to civil or criminal legal sanction, and, if so, whether these existing legal frameworks adequately deter and/or penalize such imposition.

e. Are these harms evenly distributed? Or do they accrue disproportionately to certain demographic or age groups or youths with accessibility requirements (for example, based on gender, sexuality, age, race, or religion)?

f. Is the likelihood of these harms enhanced, facilitated, incentivized, created, or alleviated by technical design characteristics, business arrangements, or other contingent factors?

g. Conversely, are the factors that facilitate harms and risks in this area inherent in social media and other online platforms’ offerings?

h. Do specific applications of artificial intelligence and/or other emerging technologies exacerbate or help alleviate certain harms or risks of harm in this area? If so, which and how?
affiliated by gender, sexuality, race, or religion)?

b. Is there a particularly sensitive developmental period during which minors are more likely to obtain certain benefits?

4. Do particular technical design characteristics, business arrangements, or other contingent factors for some online platforms allow for or enhance the benefits referenced in Question 3?

   a. Are those characteristics or factors inherent in social media and other online platforms’ offerings?
   b. Conversely, are there particular characteristics or factors that impede access to the beneficial aspects of social media and other online platforms? Are there barriers to making design elements available across multiple platforms?

5. Are there ways that young people have been or could be involved in making improvements to the health and safety of online platforms including social media that you think should be encouraged?

   a. What are best practices in youth involvement in making improvements to the design and use of online platforms including social media? What roles did youth play? What roles did adults play? What has been the impact of these efforts?
   b. What suggestions do you have for youth involvement in making improvements to online platforms including social media? Please be as specific as possible.

The Status of Current Practices

6. What practices and technologies do social media and other online platform providers employ today that exert a significant positive or negative effect on minors’ health, safety, and privacy?

   a. What practices and technologies do specific social media and other online platform providers employ today for assessing, preventing, and mitigating harms? What specific practices for being especially effective or ineffective?
   b. Do the practices referenced in Question [5a] impose unintended consequences? Is so, what are they, and how can they be mitigated?
   c. Have the practices of social media and other online platforms evolved over time to enhance or undercut minors’ health and safety, including their privacy, in ways that should be taken into account for future efforts? If so, how? For example, what factors have been significant in shaping any such evolution that are likely to have similar bearing on the future of industry practices?
   d. What are the relative roles played by shifts in norms, business and economic circumstances, legal mandates, scientific and social scientific consensus, and/or other relevant factors? Which of these factors shape practices the most and how?

7. What is the impact of dark patterns or design on minors’ health and safety, including their privacy (for example, being addictive, extended online use, making wrong decisions, or taking incorrect actions)?

8. Do platform providers’ practices or technologies disproportionately benefit or harm certain specific demographic or age groups or youths with accessibility requirements benefit in particular (for example, blind youth, low-income youth, or youth affiliated by gender, sexuality, race, or religion)? How should that be factored into any best practices and/or other recommendations that this Task Force might explore?

9. Do the practices currently employed by social media and other online platforms of relevance to this inquiry differ materially between organizations and entities or are they similar? If they are different what is the source of the disparities? If they mirror one another, what is the source of the similarities? For example, do differences and similarities stem principally from various business models, legal frameworks, commonly used technologies, key decision-makers, or other factors?

10. Among the practices currently employed by social media and other online platforms, which ones best maximize benefits to minors’ health, safety, and/or privacy while minimizing the risk or imposition of harm? How do they do so?

   a. Could these practices be adopted, in whole or in part, by other platforms?
   b. What modifications, if any, would be required before they could be adopted by other platforms?
   c. What are the most significant barriers to adoption and implementation of such practices by other platforms, and what are the most significant incentives for other platforms to adopt these practices?
   d. How do these practices work in concert with other practices to protect and advance minors’ online health, safety, and/or privacy?

11. Are there potential best practices (for example, practices related to design, testing, or configuration) or policies that are not currently employed by social media and other online platforms that should be considered?

12. How can such policies or best practices be best tailored in the future to different ages and stages of a child’s emotional and cognitive development?
consensus of experts across relevant fields, including the mental health and medical community, technical experts, child development experts, parents and caregiver groups, and other stakeholders dedicated to advancing the interests of minors, and so on?

e. How best can the U.S. government encourage compliance with any guidance issued to advance minors’ health, safety, and/or privacy online?

17. What policy actions could be taken, whether by the U.S. Congress, federal agencies, enforcement authorities, or other actors, to advance minors’ online health, safety, and/or privacy? What specific regulatory areas of focus would advance protections?

18. How best can the U.S. government establish long-term partnerships with social media and other online platform providers to ensure that evolving needs with respect to minors’ online health, safety, and/or privacy are addressed as quickly as possible?

Identifying Unique Needs of Specific Communities

19. With respect to any of the questions posed above, are there ways in which the response would be different for specific demographic or age groups or youths with accessibility requirements (for example, blind youth, low-income youth, or youth affiliated by gender, sexuality, race, or religion)? If so, how?

Reliable Sources of Concrete Information

20. What are the best sources of scientifically sound evidence that should be consulted in any review of this topic, including those about benefits, risks, harms, and best practices with respect to social media and other online offerings?

a. In particular, what are the best sources for information regarding the relationship between platform providers’ practices and minors’ health, safety, and/or privacy?

b. Would it be helpful to have a particular trusted source for relevant information in this area? For example, would it be helpful if resources were provided by a medical association or a special government office?

c. What are the most effective ways for platforms to gather and provide useful information through transparency reports or audits related to online harms to the health, safety, and/or privacy of youth?

21. What scientifically sound evidence regarding the matters raised in this Request for Comment is lacking? What guidance that is not currently available would an expert expect or want for research?

a. What are areas we have not included here that are important for developing a research agenda regarding online harms and health benefits to minors?

b. Would it be helpful if resources were provided by a medical association or a particular trusted source for relevant information in this area? For example, would it be helpful to have a particular trusted source for relevant information in this area?

22. Should platforms provide more data to researchers and, if so, what would that kind of data sharing look like, what kind of data would be most useful, how would it account for the privacy of users, and what are the best models for sharing data, while also safeguarding users and their privacy?

Additional Material

NTIA welcomes any additional input that stakeholders believe will prove useful to our efforts.

Dated: September 26, 2023.

Stephanie Weiner,
Chief Counsel, National Telecommunications and Information Administration.

CONSUMER FINANCIAL PROTECTION BUREAU
Publication of FY 2020 Service Contract Inventory

AGENCY: Consumer Financial Protection Bureau.

ACTION: Notice of public availability of FY 2020 service contract inventory.

SUMMARY: In accordance with section 734 of Division C of the Consolidated Appropriations Act of 2010, the Consumer Financial Protection Bureau (Bureau) is publishing this notice to advise the public of the availability of the FY 2020 service contract inventory. This inventory provides information on service contract actions over $25,000, which the Bureau funded during FY 2020. The information is organized by function to show how contracted resources were used by the agency to support its mission. The inventory has been developed in accordance with the guidance issued by the Office of Management and Budget’s Office of Federal Procurement Policy (OFPP). The Bureau has posted its inventory on the Bureau’s Open Government homepage at the following link: https://www.consumerfinance.gov/open. If you require this document in an alternative electronic format, please contact CFPB-Accessibility@cfpb.gov.

FOR FURTHER INFORMATION CONTACT:
Nikki Burley, Senior Procurement Analyst, Office of Procurement, at 202–435–0329, or Nikki.Burley@cfpb.gov.

Jocelyn Sutton,
Deputy Chief of Staff, Consumer Financial Protection Bureau.

[FR Doc. 2023–21744 Filed 9–29–23; 8:45 am]
BILLING CODE 4810–AM–P

ELECTION ASSISTANCE COMMISSION
Agency Information Collection Activities

AGENCY: U.S. Election Assistance Commission (EAC).

ACTION: Notice; request for comment.

SUMMARY: As part of its continuing effort to reduce paperwork burdens, and as required by the Paperwork Reduction Act of 1995 (PRA), the U.S. Election Assistance Commission (EAC) gives notice that it is requesting from the Office of Management and Budget (OMB) a modification of the previously approved information collection EAC Progress Report (EAC–PR).

DATES: Comments should be submitted by 5 p.m. Eastern on Thursday, November 2, 2023.

ADDRESSES: To view the proposed EAC–PR format, see: https://www.eac.gov/grants/financial-progress-reports. For information on the EAC–PR, contact Risa Garza, Office of Grants, Election Assistance Commission, Grants@eac.gov. Written comments and recommendations for the proposed information collection should be sent directly to Grants@eac.gov. All requests and submissions should be identified by the title of the information collection.

SUPPLEMENTARY INFORMATION:

Previously Filed Under Title and OMB Number: EAC Progress Report (EAC–PR) OMB Control Number 3257–0021; 87 FR 12679 (Page 12679–12680, Document Number: 2022–04724)

Purpose

This proposed information collection was previously published in the Federal Register on August 1, 2023 (88 FR 50133) and allowed 60 days for public comment. In compliance with section 3507(a)(1)(D) of the Paperwork Reduction Act (PRA) of 1995, EAC has submitted to the Office of Management and Budget (OMB) a request for review and approval of the information collection listed below. The purpose of this notice is to allow an additional 30 days for public comment from all interested individuals and organizations.

The EAC Office of Grants Management (EAC/OGM) is responsible